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(57) ABSTRACT

A method, including receiving, by an extended virtual func-
tion shell positioned on a Peripheral Component Interconnect
Express (PCle) configuration space, a virtual function call
comprising a request to perform a specific computation, and
identifying a physical function associated with the called
virtual function, the physical function one of multiple physi-
cal functions positioned on the PCle configuration space. One
or more first data values are then retrieved from a virtual
function instance stored in the memory, one or more first data
values, the virtual function instance associated with the called
virtual function, and one or more second data values are
retrieved from the identified physical function. The specific
computation is then performed using the first data values and
the second data values, thereby calculating a result.

21 Claims, 4 Drawing Sheets
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EXECUTING VIRTUAL FUNCTIONS USING
MEMORY-BASED DATA IN A PCI EXPRESS
SR-IOV AND MR-IOV ENVIRONMENT

FIELD OF THE INVENTION

The present invention relates generally to input/output
(/O) devices, and specifically to a hardware framework for
executing virtual functions on a Peripheral Component Inter-
connect Express device operating in single root or multi root
/O virtualization environment.

BACKGROUND OF THE INVENTION

Peripheral Component Interconnect (PCI) Express is a
standard for linking motherboard-mounted peripherals, and
as an expansion card interface for add-in boards. Typically,
PCI Express (PCle) peripherals are auto configured via a PCI
configuration space. In addition to the normal memory-
mapped and I/O port spaces, each device on the PCle bus has
a configuration space.

In a PCI Express system, a root complex device typically
couples a processor and memory subsystem to a PCI Express
switch fabric comprising one or more switch devices. The
PCle system also includes endpoints configured to perform
and/or request PCI Express transactions. Each endpoint typi-
cally comprises one or more functions, and is mapped into the
configuration space as a single function in a device that may
include either the single function or multiple functions.

PCI Express endpoints and legacy (i.e., PCI) endpoints
typically appear within a hierarchical domain originated by
the root complex. In other words, the endpoints appear in the
configuration space as a tree with a root port as its head.
Additionally, root complex integrated endpoints and root
complex event collectors typically do not appear within one
of the hierarchical domains originated by the root complex.
Typically, the root complex integrated endpoints and root
complex event collectors generally appear in the configura-
tion space as peers of the root ports.

Implementing virtualization can increase the effective
hardware resource utilization of a PCI-Express device (i.e.,
the number of applications executing on the device). This
approach has been addressed in the Single Root I/O Virtual-
ization (SR-IOV) and Sharing Specification, Revision 1.0,
Sep. 11, 2007, as well as in the Multi Root I/O Virtualization
(MR-IOV) and Sharing Specification, revision 1.0, May 12,
2008, from the PCI Special Interest Group (SIG), whose
disclosure is incorporated herein by reference. Both the SR-
10V and MR-IOV specifications define extensions to the
PCle specification, and enable multiple system images to
share PCle hardware resources. A system image comprises
computer software such as operating systems, used to execute
applications or trusted services, e.g., a shared or non-shared
1/O device driver.

SR-I0V and MR-IOV enable a PCle device to appear to be
multiple separate physical PCle devices. In addition to func-
tions, which comprise PCle device configurations, SR-IOV
and MR-IOV introduce the idea of physical functions and
virtual functions, which can be used to enhance performance
of the PCle device.

Physical functions are full-featured PCle functions (per the
PCI Express® Base Specification, Revision 3.0, Oct. 24,
2010, from PCI-SIG, whose disclosure is incorporated herein
by reference) that support the SR-IOV capability and are
accessible either to a single root PCI manager (which can be
part of a multi root system), a virtual image, or a system
image. In addition to having the capability to convey data “in
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2

and out” of a PCle device, physical functions typically have
full configuration resources, thereby enabling them to con-
figure or control the PCle device via the physical functions.

Virtual functions are “lightweight” PCle function that
execute on a SR-IOV/MR-IOV endpoint, and are directly
accessible by a system image. Each instance of a virtual
function is associated with an underlying physical function
and typically only has the ability to convey data in and out of
the PCle device.

The SR-IOV capability (even when part of an MR-IOV
design) typically reserves 16 bits for the number of virtual
functions (i.e., NumVFs located at address 0x10 in the SR-
IOV capability), meaning that the total number of virtual
functions can theoretically reach 65,536 (i.e., 64K).

SUMMARY OF THE INVENTION

There is provided, in accordance with an embodiment of
the present invention a method, including receiving, by an
extended virtual function shell positioned on a Peripheral
Component Interconnect Express (PCle) configuration
space, a virtual function call comprising a request to perform
a specific computation, identifying a physical function asso-
ciated with the called virtual function, the physical function
one of multiple physical functions positioned on the PCle
configuration space, retrieving, from a virtual function
instance stored in the memory, one or more first data values,
the virtual function instance associated with the called virtual
function, retrieving, from the identified physical function,
ore or more second data values, and performing the specific
computation using the first data values and the second data
values, thereby calculating a result.

There is also provided, in accordance with an embodiment
of the present invention an apparatus, including multiple
physical functions positioned on a Peripheral Component
Interconnect Express (PCle) configuration space, a memory
coupled to the PCle configuration space, and an extended
virtual function shell positioned on the PCle configuration
space and configured to receive a virtual function call com-
prising a request to perform a specific computation, to iden-
tify one of the physical functions associated with the specific
virtual function, to retrieve, from a function instance associ-
ated with the specific virtual function and stored in the
memory, one or more first data values, to retrieve, from the
identified physical function, one or more second data values,
and to perform the specific computation using the first data
values and the second data values, thereby calculating a
result.

BRIEF DESCRIPTION OF THE DRAWINGS

The disclosure is herein described, by way of example
only, with reference to the accompanying drawings, wherein:

FIG. 1 is a block diagram of a PCI-Express configuration
space configured to execute physical and virtual functions
within a SR-IOV environment, in accordance with an
embodiment of the present invention;

FIG. 2 is a block diagram of a PCI-Express configuration
space configured to execute physical and virtual functions
within several virtual hierarchies in a MR-IOV environment,
in accordance with an embodiment of the present invention;

FIG. 3a1s a table showing the register layout fora PCI Type
0 configuration space header, in accordance with an embodi-
ment of the present invention;

FIG. 3B is a table showing the command register layout for
the PCI Type 0 configuration space header, in accordance
with an embodiment of the present invention; and
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FIG. 4 is a flow diagram that schematically illustrates a
method of executing a virtual function using memory-based
data, in accordance with an embodiment of the present inven-
tion.

DETAILED DESCRIPTION OF EMBODIMENTS

Embodiments of the present invention provide methods
and systems for using address-based data when executing a
virtual function (VF) instance in a PCle SR-IOV/MR-IOV
endpoint environment. In some embodiments, data used by
the virtual function is divided into unique data and shared
data. Shared data comprises data used by the virtual function
that is common to a certain physical function (PF) imple-
mented in the PCIe SR-IOV/MR-IOV environment. Unique
data comprises data unique to the virtual function instance.

In some embodiments, upon receiving a virtual function
call, an extended virtual function shell positioned on the PCle
configuration space retrieves shared data from a physical
function positioned on the PCIe configuration space (and any
unique data connected to the relevant virtual hierarchy in a
MR-IOV configuration), and unique data from a memory
coupled to the PCIe configuration space. The shell can then
calculate a result using the retrieved shared and unique data.
The result can then be either stored to the memory or con-
veyed to a client device coupled to the PCle configuration
space.

Embodiments of the present invention analyze the data
items used by each function implemented in the PCle con-
figuration space. Therefore, upon receiving a virtual function
call that uses a particular register (i.e., data) in a virtual
function, the extended virtual function shell can first deter-
mine the type of data stored by the register, and then retrieve
the actual data from structures including a physical function,
a group of virtual functions, or the virtual itself. Additionally
or alternatively, the shell may use a constant value for the
particular register.

Ags the number of endpoints in SR-IOV/MR-IOV systems
increase, the number of virtual functions correspondingly
increases, which also increases the amount of (hardware)
storage used for data, configuration space headers, capability
structures and error handling. By only storing unique data in
the virtual fanction data registers, embodiments of the present
invention may significantly reduce the amount saved data,
hardware logic and wiring in the SR-IOV/MR-IOV virtual
functions, thereby enabling greater instances of virtual func-
tions to execute in a PCle configuration space.

Embodiments of the present invention help implement the
growing number of physical and virtual functions (and their
associated configuration registers) in SR-IOV/MR-IOV envi-
ronments. Each virtual function may have be linked to mul-
tiple fields (e.g., the configuration header, capabilities and
errors) and comprise multiple registers, wires and multiplex-
ers.

Additionally, since each virtual function stores its own data
(or at least a wired link to it), designing configuration spaces
with multiple virtual functions is typically more complex as
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FIG. 1 is ablock diagram of a PCle configuration space 20
that is an endpoint configured to execute virtual functions in
a SR-IOV environment, in accordance with an embodiment
of the present invention. PCI configuration space 20 com-
prises multiple physical functions 22 configured to store the
shared data for each of the physical functions. In the configu-
ration shown in FIG. 1, there are N+1 physical functions 22,
one for each physical function supported by configuration
space 20. In some embodiments, each physical function 22
may comprise dedicated data registers, a dedicated memory
array, or a combination of the two. In alternative embodi-
ments, two or more of physical functions 22 may share a
single memory array. Typically, the configuration of physical
functions 22 may depend on a memory requirement for each
of the physical functions.

PCle configuration space 20 also comprises a memory 24
configured to store unique data for virtual function instance
26 currently active on configuration space 20. In the configu-
ration shown in FIG. 1, there are M+1 instances of virtual
functions 26 active on configuration space 20.

Upon receiving a virtual function call, an extended virtual
function shell 28 retrieves shared data from the underlying
physical function associated with the virtual function, and
retrieves the unique data from the virtual function instance in
memory 24 allocated to the called virtual function. Virtual
function shell 28 comprises hardware logic dedicated to
executing virtual function calls per the SR-IOV/MR-IOV
specification by performing a specific calculation. Using the
retrieved shared and unique data, virtual function shell 28
calculates a result, and stores the result to memory 24. Alter-
natively, virtual function 28 may convey the result to one or
more client devices 30 via a decoding unit 32. Examples of
client devices include, but are not limited to a transport layer,
a data link layer and a physical layer.

A configuration bus 36 is coupled to decoding unit 32, and
configured to enable software applications executing on a
processor (not shown) coupled to configuration space 20 to
read and write values to virtual functions 26 in the configu-
ration space.

Although the design of configuration space 20 shown in
FIG. 1 comprises a single virtual function shell 28, other
configurations may include two or more virtual function
shells 28, and are considered to be within the spirit and scope
of the present invention. Additional virtual function shells 28
may further increase performance of the virtual function cal-
culations. Additionally, performance can be increased by
pipelining the execution of virtual function calls, i.e., calcu-
lating a virtual function during each cycle of a clock 34.

FIG. 2 is a block diagram of a PCI-Express configuration
space 21 configured to execute physical and virtual functions
within several virtual hierarchies in a MR-IOV environment,
in accordance with an embodiment of the present invention.
PCle configuration space 21 comprises multiple virtual hier-
archy (VH) configuration space 38, where each of the VH
configuration spaces functions individually as a SR-IOV.

In the configuration shown in FIG. 2, there are P+l
instances of physical functions 22 and virtual functions 26
(i.e., there are P+1 instances of VH configuration space 38,
where each of the VH configuration spaces may comprise
different numbers of physical functions and virtual func-
tions). Each instance of the physical and the virtual functions
is positioned on one of the VH configuration spaces. While
the configuration in FIG. 2 shows the VH configuration
spaces coupled to a single extended virtual function shell 28,
other configurations of PCle configuration space 21 may
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comprise multiple extended virtual function shells 28, and are
considered to be within the spirit and scope of the present
invention.

FIG. 3A is a table showing the register layout for a PCI
Type 0 configuration space header 40, in accordance with an
embodiment of the present invention. Configuration space
header 40 comprises a 16-bit command register 42 starting at
the fourth byte of the header. FIG. 3B is a table detailing
command register 42, in accordance with an embodiment of
the present invention. The tables in FIGS. 3A and 3B are from
the Single Root I/O Virtualization and Sharing Specification,
Revision 1.0, Sep. 11, 2007, whose disclosure is incorporated
herein by reference.

Analysis of bits 0-15 of command register 42 in the PCle
and SR-IOV specifications revealed that:

Bits 0, 1 and 10 comprise a constant value.

Bit 2 comprises a “bus master enable”.

Bits 3,5, 7 and 9 do not apply to PCle, and are therefore “0”

constants.

Bit 6 comprises a “parity error response” from a physical
function.

Bit 8 comprises a “system error (SERR) enable” from a
physical function.

Bits 11-15 are unused.

Embodiments of the present invention reduce the amount
of required command register bits from 16 bits per function to
one bit per function, plus two additional bits per physical
function as follows:

Bit 2 (Bus Master Enable): Bit 2 is set according to the
function (i.e., physical or virtual) and typically has one
instance per each virtual and physical function.

Bit (Parity Error Enable): Bit 6 is set according to the
physical function. Bit 6 is typically saved once per
physical function, and therefore all linked virtual func-
tions can retrieve bit 6 from the physical function (i.e.,
bit 6 will not be saved for each virtual function).

Bit 8 (SERR Enable): Similar to bit 6, bit 8 is typically
saved once per physical function, and therefore all
linked virtual functions can retrieve bit 6 from the physi-
cal function.

Unused bits or inapplicable bits can be rerouted to retrieve
data from a zero register.

Address Based Data for Virtual Functions

Embodiments of the present invention distribute the data
allocated to each function implemented in the PCle configu-
ration space between registers (or memory arrays, depending
on the configuration) in physical functions 22 and virtual
function instances 26 in memory 24. Distributing the data
may reduce the memory allocated (i.e., via a memory array
and/or a data register as described supra) per physical func-
tion 22 and may not require saving the entire configuration
space for each function.

Inembodiments of the present invention, each virtual func-
tion instance 26 typically stores only unique data (i.e., in
memory 24) for the virtual function instance. Data used by
functions in the endpoints of the PCle SR-IOV/MR-IOV
environment can be tiered as follows:

Data for functions.

Data for physical functions. While the physical func-
tions can be called via the virtual functions, there may
be instances where client 30 directly calls one of the
physical functions.
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Data for virtual functions:
Data for virtual functions associated with a physical
function.
Unique data for each virtual function
Constant values for virtual functions.

Constant values for functions.

FIG. 4 is a flow diagram that schematically illustrates a
method of executing a virtual function using memory-based
data, in accordance with an embodiment of the present inven-
tion. In an initialization step 50, virtual function shell 28
initializes physical functions 22 with the shared data values
for each of the physical functions. After virtual function shell
28 receives a virtual function call (step 51) to perform a
specific computation, virtual function logic shell 28 identifies
both physical function 22 and virtual function instance 26
associated with the called virtual function (step 52). While the
virtual function call is typically received from client 30, the
virtual function call may be a response to either an error
condition (e.g., in configuration space 20 or in one of clients
30), or an action that prompts a reevaluation of the configu-
ration space data.

Virtual function shell 28 retrieves one or more first values
which are unique data values from the identified virtual func-
tion instance in memory 24 (step 54), and one or more second
values which are shared data values from the identified physi-
cal function and any related virtual hierarchy in an MR-IOV
configuration (step 56). Additionally, there may be instances
where physical function 22 has one or more additional virtual
functions associated with the physical function. For example,
there may be errors that are associated with all the physical
functions supported by configuration space 20. To process the
one or more additional virtual functions, shell 28 may call
each of the additional virtual functions using the methods
described herein.

Virtual function shell 28 then performs the specific com-
putation using the retrieved shared and unique data, thereby
calculating a result (step 58). Finally, virtual function shell 28
either stores the result to either memory 24, or conveys the
result to one or more of client devices 30 via decoding unit 32
(step 60), and the method continues with step 50. Addition-
ally or alternatively, extended virtual function shell 28 may
store the result an address in memory 24 for later use.

The terminology used herein is for the purpose of describ-
ing particular embodiments only and is not intended to be
limiting of the invention. As used herein, the singular forms
“a”, “an” and “the” are intended to include the plural forms as
well, unless the context clearly indicates otherwise. It will be
further understood that the terms “comprises” and/or “com-
prising,” when used in this specification, specify the presence
of stated features, integers, steps, operations, elements, and/
or components, but do not preclude the presence or addition
of one or more other features, integers, steps, operations,
elements, components, and/or groups thereof.

The corresponding structures, materials, acts, and equiva-
lents of all means or step plus function elements in the claims
below are intended to include any structure, material, or act
for performing the function in combination with other
claimed elements as specifically claimed. The description of
the present invention has been presented for purposes of
illustration and description, but is not intended to be exhaus-
tive or limited to the invention in the form disclosed. As
numerous modifications and changes will readily occur to
those skilled in the art, it is intended that the invention not be
limited to the limited number of embodiments described
herein. Accordingly, it will be appreciated that all suitable
variations, modifications and equivalents may be resorted to,
falling within the spirit and scope of the present invention.
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The embodiments were chosen and described in order to best
explain the principles of the invention and the practical appli-
cation, and to enable others of ordinary skill in the art to
understand the invention for various embodiments with vari-
ous modifications as are suited to the particular use contem-
plated.

It is intended that the appended claims cover all such fea-
tures and advantages of the invention that fall within the spirit
and scope of the present invention. As numerous modifica-
tions and changes will readily occur to those skilled in the art,
it is intended that the invention not be limited to the limited
number of embodiments described herein. Accordingly, it
will be appreciated that all suitable variations, modifications
and equivalents may be resorted to, falling within the spirit
and scope of the present invention.

What is claimed is:

1. A method, said method comprising:

receiving, by an extended virtual function shell positioned

on a Peripheral Component Interconnect Express (PCle)
configuration space, a virtual function call comprising
anidentification ofa called virtual function and a request
to perform a specific computation associated with the
called virtval function;

identifying a physical function associated with the called

virtual function, the physical function being one of mul-
tiple physical functions implemented by the PCle con-
figuration space;

retrieving, from a virtual function instance stored in a vir-

tual function memory, one or more first data values, the
virtual function instance being associated with the called
virtual function;

retrieving, from a physical function unit of the identified

physical function, separate from the virtual function
memory. one or more second data values;

performing the specific computation using the first data

values and the second data values, thereby calculating a
result;
identifying one or more additional virtual functions asso-
ciated with the identified physical function; and

conveying, to the extended virtual function shell, respec-
tive virtual function calls for each of the additional vir-
tual functions.

2. The method according to claim 1, and comprising stor-
ing the result to the memory.

3. The method according to claim 1, and comprising con-
veying the result to one or more clients coupled to the PCle
configuration space.

4. The method according to claim 1, wherein the virtual
function instance is associated uniquely with the called vir-
tual function.

5. The method according to claim 1, wherein the one or
more second values comprises shared data.

6. The method according to claim 1, wherein each of the
one or more second values comprises a constant value.

7. The method according to claim 1, wherein each of the
multiple physical functions comprise one or more hardware
registers configured to store the second data values.

8. The method according to claim 1, wherein the extended
virtual function shell comprises hardware logic configured to
perform a specific calculation.

9. The method according to claim 1, wherein the PCle
configuration space comprises endpoints operating ina single
root input/output virtualization environment.
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10. The method according to claim 1, wherein the PCle
configuration space comprises endpoints operating in a multi
root input/output virtualization environment.

11. The method according to claim 1, wherein retrieving
the one or more second data values comprises retrieving a
value from at lest one single bit field.

12. The method according to claim 1, wherein receiving the
a virtual function call comprises receiving a request for a
register of the virtual function call, and wherein the extended
virtual function shell determines the type of data stored in
accessed fields of the register, before retrieving the first and
second data values.

13. The method according to claim 1, wherein the virtual
function instances stored in the virtual function memory,
include the same fields for all the virtual functions.

14. An apparatus, comprising:

multiple physical functions positioned on a Peripheral

Component Interconnect Express (PCle) configuration
space;
a memory coupled to the PCle configuration space; and
an extended virtual function shell positioned on the PCle
configuration space and configured to receive a virtual
function call comprising an identification of a called
virtual function and a request to perform a specific com-
putation associated with the called virtual function, to
identify one of the physical functions associated with the
specific virtual function, to retrieve, from a function
instance associated with the specific virtual function and
stored in the memory, one or more first data values, to
retrieve, from a physical function unit of the identified
physical function, separate from the virtual function
memory, one or more second data values, and to perform
the specific computation using the first data values and
the second data values, thereby calculating a result,

wherein the extended virtual function shell is configured to
identify one or more additional virtual functions associ-
ated with the identified physical function, and to convey,
back to the extended virtual function shell, respective
virtual function calls for each of the additional virtual
functions.

15. The apparatus according to claim 14, wherein the vir-
tual function instance is associated uniquely with the called
virtual function.

16. The apparatus according to claim 14, wherein the one
or more second values comprises shared data.

17. The apparatus according to claim 14, wherein each of
the one or more second values comprises a constant value.

18. The apparatus according to claim 14, wherein each of
the multiple physical functions comprise one or more hard-
ware registers configured to store the second data values.

19. The apparatus according to claim 14, wherein the
extended virtual function shell comprises hardware logic
configured to perform a specific calculation.

20. The apparatus according to claim 14, wherein the PCle
configuration space comprises an endpoint operating in a
single root input/output virtualization environment.

21. The apparatus according to claim 14, wherein the PCle
configuration space comprises an endpoint operating in a
multi root input/output virtualization environment.
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