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Abstract— In recent years, deep learning (DL) has attracted
increasing attention in hyperspectral unmixing (HU) applica-
tions due to its powerful learning and data fitting ability.
The autoencoder (AE) framework, as an unmixing baseline
network, achieves good performance in HU by automatically
learning low-dimensional embeddings and reconstructing data.
Nevertheless, the conventional AE-based architecture, which
focuses more on the pixel-level reconstruction loss, tends to
lose some significant detailed information of certain materials
(e.g., material-related properties) in the reconstruction process.
Therefore, inspired by the perception mechanism, we propose a
cycle-consistency unmixing network, called CyCU-Net, by learn-
ing two cascaded AEs in an end-to-end fashion, to enhance the
unmixing performance more effectively. CyCU-Net is capable of
reducing the detailed and material-related information loss in
the process of reconstruction by relaxing the original pixel-level
reconstruction assumption to cycle consistency dominated by
the cascaded AEs. More specifically, cycle consistency can be
achieved by a newly proposed self-perception loss, which consists
of two spectral reconstruction terms and one abundance recon-
struction term. By taking advantage of the self-perception loss
in the network, the high-level semantic information can be well
preserved in the unmixing process. Moreover, we investigate the
performance gain of CyCU-Net with extensive ablation studies.
Experimental results on one synthetic and three real hyperspec-
tral data sets demonstrate the effectiveness and competitiveness
of the proposed CyCU-Net in comparison with several state-of-
the-art unmixing algorithms.

Index Terms— Cascaded autoencoders (AEs), cycle consistency,
deep learning (DL), hyperspectral unmixing (HU), remote sensing
(RS), self-perception.
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I. INTRODUCTION

HYPERSPECTRAL imagery (HSI) has received an
increasing attention in remote sensing (RS) applications,

such as land cover classification [1], [2], data fusion [3]–[5],
and anomaly/target detection [6]–[8], due to of its high spectral
resolution, which enables varieties of ground objects to be
identified and detected [9]. However, due to the relatively
low spatial resolution of sensors and the complex distri-
bution of materials, many mixed pixels exist in the HSI
and inevitably degrade the performance of high-level data
processing [10], [11]. To reveal the intrinsic material interac-
tion of mixed pixels, hyperspectral unmixing (HU) has become
an emerging strategy to address this issue. HU can be regarded
as a source separation problem whose goal is to separate the
measured spectrum as a combination of spectral signatures,
termed endmembers, and a set of fractional abundances. In the
RS community, HU techniques have been widely used in a
variety of applications, such as mineral exploration [12], [13]
and agriculture monitoring [14], [15].

The linear mixing model (LMM) is a simple but effec-
tive model for spectral unmixing [16], which assumes the
single interaction between the incident light and one mate-
rial. Nevertheless, the assumption of an LMM is untenable
due to the existence of spectral variability (SV) [17] and
nonlinear interactions [18]. SV refers to a certain degree of
endmember deformation because of lighting or atmospheric
conditions [19], [20]. Most LMM-based approaches usually
adopt additional parameters to model SVs. For example,
Hong et al. [21] proposed a novel spectral mixing model,
called the augmented LMM (ALMM), to model the princi-
ple scaling factors and other SVs simultaneously, yielding
a desirable unmixing performance. To address more com-
plex SV problems, nonlinear mixing models (NLMMs) have
been proposed to consider physical interactions between mul-
tiple materials in a scene, which may occur at the inti-
mate or multilayered level [22], [23]. Although numerous
NLMMs have achieved good unmixing results in some specific
scenarios [24]–[26], they usually require some prior knowl-
edge about the characteristics of nonlinear interactions to
establish the unmixing model in practice. Therefore, it is still
necessary to find a more generalized way to unmix HSI.

In recent years, deep learning (DL) has attracted increas-
ing attention in HU due to its powerful learning and data
fitting ability [27]–[29]. The autoencoder (AE) framework,
as an unmixing baseline network, has been proven to be
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successful for HU by automatically learning low-dimensional
embeddings (e.g., the abundance) and reconstructing the data
with the corresponding base (e.g., the endmember) [30].
In general, AEs consist of two parts: an encoder and a
decoder. The encoder extracts the representations of the data,
and the decoder reconstructs the data from representations.
By enforcing the nonnegative and sum-to-one constraints for
representations, an AE can be trained quite efficiently in
the process of minimizing reconstruction errors (REs) [31].
Moreover, to meet various functional requirements, many
improvements have been made on the basis of AE archi-
tecture. For instance, nonnegative sparse and denoising AEs
have been applied in HU by introducing superior denois-
ing and self-adaption abilities, which achieved excellent
unmixing performance, especially in highly noisy environ-
ments [32]–[34]. What is more, to fully synthesize the spa-
tial information of HSI [35], convolutional neural networks
(CNNs) [36]–[38] and multitask learning technologies [39]
have been introduced into the traditional AE architecture to
further enhance the unmixing accuracy. In addition, several
other AE-based methods considering the second-order non-
linear interactions have been developed [40], [41], demon-
strating the potential of AEs in the task of unmixing. Despite
being able to be successfully applied in HU, these aforemen-
tioned AE-based unmixing methods, which focus more on
the pixel-level reconstruction loss, tend to lose some detailed
physical information of certain materials in the reconstruction
process. As a result, the extracted endmembers and their
abundances have certain errors compared with the ground
truth (GT).

Inspired by the success of the perception mechanism, sig-
nificant progress has been made in the area of image trans-
formation by utilizing perceptual loss functions that depend
on the extracted high-level feature to improve the network
performance [42]–[45]. The reason is because the traditional
pixel-level reconstruction similarity cannot guarantee that the
extracted deep features are consistent [46], thereby resulting
in detailed information loss during network training. For this
reason, we propose a cycle-consistency unmixing network,
called CyCU-Net, in which two cascaded AEs are trained in
an end-to-end fashion, to effectively enhance the unmixing
performance. CyCU-Net is capable of utilizing the learned
high-level information dominated by cascaded AEs to further
guide the unmixing network toward a more accurate estimation
direction. More specifically, the main contributions of this
article can be summarized as follows.

1) We propose an end-to-end deep network by cascading
two AEs for HU tasks, called CyCU-Net. CyCU-Net
is capable of estimating the abundance information of
materials more efficiently and effectively than previous
methods, thereby yielding a significant performance
improvement.

2) A novel self-perception loss is introduced into the
proposed CyCU-Net by designing a cycle-consistency
strategy to further refine the detailed information in
the unmixing process. More specifically, the proposed
loss consists of two spectral reconstruction terms and
one abundance reconstruction term. To the best of our

knowledge, this is the first study to transfer the high-
level semantic information into an AE-based unmixing
network by relaxing the original pixel-level recon-
struction assumption and imposing a cycle-consistency
constraint.

3) Due to the structural diversity of current AE-based
unmixing methods, it is difficult to choose a suitable
structure to meet unmixing needs. To this end, we inves-
tigate the performance gain of CyCU-Net with extensive
ablation studies, involving different objective function
types, abundance constraints, convolution filter sizes,
and more complex unmixing scenes.

The remainder of this article is organized as follows.
Section II describes the proposed CyCU-Net architecture.
Section III reports the experimental results in synthetic and
real hyperspectral data sets and gives a specific analysis.
Finally, the conclusion is summarized in Section IV.

II. PROBLEM FORMULATION AND METHOD

In this section, we start with a review of the existing
AE approaches and then provide a detailed description of the
proposed CyCU-Net method.

A. Brief Review of AE-Based Unmixing Networks

According to the LMM, the observed spectral reflectance
can be formulated as

X =MA+ N (1)

where X ∈ R
L×N is the observed hyperspectral image with

L bands and N pixels. N ∈ R
L×N is the residual matrix,

including the addictive noise and other errors. M ∈ R
L×p rep-

resents the endmember matrix with p endmember categories,
and A ∈ R

p×N denotes the corresponding abundance matrix.
Moreover, three physical constraints need to be satisfied

in the unmixing problem. More precisely, the endmember
matrix M ≥ 0. The abundance vectors a j should satisfy the
abundance nonnegative constraint (ANC) and the abundance
sum-to-one constraint (ASC) by the following equations:

a j ≥ 0 (2)
p∑

i=1

ai j = 1. (3)

Due to their powerful learning and reconstruction capabil-
ities, AEs have become a typical representative in the field
of HU. In general, AEs are simply composed of two parts: an
encoder and a decoder.

1) Encoder: The encoder part transforms the input pixel
{xi}Ni=1 ∈ R

L into a hidden representation vi by utilizing some
trainable network parameters, which can be expressed as

vi = fE (xi) = f (W(e)T xi + b(e)) (4)

where f denotes a nonlinear activation function, such as
the sigmoid, rectified linear unit (ReLU), or the leaky
ReLU (LReLU) function. W(e) and b(e) represent the weight
and bias, respectively, in the eth encoder layer.
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Fig. 1. Architecture of the proposed framework (CyCU-Net) that consists of two cascaded AEs that aim to utilize cycle-consistency constraints to enhance
the unmixing performance. Specifically, the cycle-consistency constraints include the reconstruction and abundance consistency, respectively. BN stands for
batch normalization.

2) Decoder: Based on the definition of the LMM,
the decoder part adopts a hidden layer to reconstruct the input
pixel from the representation vi and is denoted by

x̂i = fD(vi) =W(d)T vi (5)

where W(d) is the weight matrix in the decoder part, which
represents the connection between the hidden layer and the
output layer, and x̂i denotes the reconstructed pixel.

The training of the AE network is mainly realized by
minimizing the mean squared error (MSE) objective function
between xi and x̂i , which is given by

LAE = 1

N

N∑
i=1

(x̂i − xi)
2. (6)

When the entire network is well trained, the AE network
can effectively encode and reconstruct HSI data. Due to the
characteristic of (5), it can be understood that the output of the
encoder is the estimated abundance vector âi , and the weight
matrix of the decoder represents the extracted endmember
matrix M̂. Therefore, the process of solving endmembers and
the corresponding abundances for most AE-based unmixing
methods can be expressed as

âi ← vi (7)

M̂ ← W. (8)

B. Cycle-Consistency Unmixing Network

To reduce the detailed and material-related information loss
in the process of reconstruction, the proposed CyCU-Net
method is used to relax the original pixel-level reconstruction
loss and introduce the cycle consistency to further explore the
high-level semantic information in HSI. Fig. 1 illustrates the
proposed CyCU-Net architecture.

The architecture of the proposed CyCU-Net is composed of
two cascaded AEs, in which the output of one AE unmixing
network is used as the input of the other same network.

This hybrid structure is designed to help the entire net-
work make full use of the cycle-consistency constraints to
improve the accuracy of unmixing. As shown in Fig. 1,
the input batch X extracted from HSI is compressed into the
abundance Â1 and then reconstructed into the first output
batch X̂1 in the first AE network. Subsequently, after the sec-
ond AE network, the abundance Â2 and the second output
batch X̂2 are generated again. Here, m represents the size of
the input batch. Note that the cycle consistency is achieved by
a newly proposed self-perception loss, including two recon-
struction terms and one abundance term. The definition of
self-perception loss is

L S = L R + δL A (9)

where δ is the regularization parameter to control the balance
between the reconstruction term and the abundance term.
Specifically, the MSE losses of the network reconstruction and
the abundance consistency are written as

L R = β

N

N∑
i=1

(x̂1i − xi )
2 + (1− β)

N

N∑
i=1

(x̂2i − xi)
2 (10)

L A = 1

N

N∑
i=1

(â1i − â2i )
2 (11)

where β is the tradeoff parameter to balance the reconstruction
consistency of the two cascaded AEs and the range of β is set
to [0, 1]. â1i and â2i denote the i th abundance vector in Â1

and Â2, respectively.
The network configuration for each AE in the proposed

CyCU-Net architecture is shown in Table I. According to
the characteristics of different layers, the architecture of each
AE network is divided into six blocks. Among them,
blocks 1–5 represent the encoder, and block 6 is the decoder.
It is emphasized that the 1 × 1 convolution (Conv) is used
here to represent the operations of extracting features in the
AE network since the input batch and the extracted abundance
map are the same size. In fact, the 1 × 1 Conv operation is
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Fig. 2. RGB images from the three real hyperspectral data sets used in the experiment. (a) Samson. (b) Jasper Ridge. (c) Washington DC Mall.

TABLE I

NETWORK CONFIGURATION FOR EACH AE IN THE

PROPOSED CYCU-NET ARCHITECTURE

a dot product operation, so it is equivalent to the fully con-
nected structure in the traditional AE network and there is no
additional computation cost. Note that the proposed CyCU-Net
can be extensible to spatial–spectral unmixing frameworks,
such as 3×3 and 5×5 filters, to further improve the unmixing
performance by combining the spatial information of HSIs.
That is not to say, however, that the filter with a larger
size must have a better performance. This is a tradeoff that
will be further clarified by experiments in Section III-G3.
The proposed cycle-consistency constraint can be seen as
a network regularization. Since the single AE architecture
is a severely nonconvex model, it makes it difficult to find
the local optimal solution. Adding meaningful and important
regularization will help shrink the solution space and get a
better unmixing result. Before applying the activation function,
batch normalization (BN) and dropout layers are applied to
normalize the input data and prevent the SV effect to a certain
extent.

To satisfy the ANC, the clamp function is applied to
the output of the encoder to force all components of the
abundance into the range of [0, 1]. Many researchers have
introduced the clamp function to control the output of a spe-
cific network layer, which shows excellent performance in the

HSI compared to the traditional activation functions [47], [48].
In Section II-B, we will focus on analyzing the effect of the
clamp function.

Moreover, to guarantee the ASC in (3), we limit the sum of
each abundance vector to meet the sum-to-one property, which
is given by

L reg =
N∑

i=1

∥∥∥∥∥∥1−
p∑

j=1

â1 j i

∥∥∥∥∥∥
1

+
N∑

i=1

∥∥∥∥∥∥1−
p∑

j=1

â2 j i

∥∥∥∥∥∥
1

(12)

where â1 j i and â2 j i represent the element in the j th row and
the i th column abundance matrices Â1 and Â2, respectively.
Although the softmax function can directly force the output of
the network to satisfy the ANC and ASC, it cannot produce
sparse output and achieve a certain convergence accuracy since
the softmax function considers only the relative probability
between different categories, leading to the lower conver-
gence rate. Compared with the softmax method, the proposed
strategy in (12) can obtain more separate and accurate abun-
dance results. Section III will explain this result in detail.

Finally, the overall loss of CyCU-Net can be formulated as

L = L S + γ L reg (13)

where γ is the tradeoff parameter used to balance the
cycle-consistency constraint and abundance regularization. It is
obvious that three parameters (β, δ, and γ ) together affect the
performance of the entire network. To be specific, the parame-
ters β and δ jointly determine the cycle-consistency constraint
of the network, while the parameter γ is adopted to control
ASC. Here, due to the abundance consistency constraint,
the extracted abundance results of Â1 and Â2 are basically
similar. Therefore, in the subsequent analysis, we adopt Â1

as the extracted abundance results in the proposed CyCU-Net
method for the experimental analysis.

III. EXPERIMENTS

To assess the performance of the proposed methods, one
synthetic and three real hyperspectral data sets are adopted in
the experiment. The RGB images of the three real hyperspec-
tral data sets are shown in Fig. 2. Note that, instead of the
Washington DC Mall data set, the GT endmembers and the
corresponding abundances are referenced in [49].
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Fig. 3. Illustration of the processing chain for generating the reference GT
in the Washington DC Mall data set.

Due to the lack of the GT in the Washington DC Mall
data set, we adopt a simple but feasible way to generate the
reference endmember and abundance results. For illustrative
purposes, the flowchart depicting the reference GT acquisition
is given in Fig. 3. First, we adopt the powerful classifiers
for HSI to obtain the classification maps. According to the
classification results, some spectral sets of different materials
in small regions are manually selected, and then, the aver-
age spectral value is calculated as the reference endmember.
Finally, the abundance maps are obtained by LMM-based
methods, such as the scaled constrained least-squares (SCLS)
method [17].

In addition, six classical and state-of-the-art unmixing
methods are adopted for comparison: the fully constrained
least-squares unmixing (FCLSU) [50], sparse unmixing by
variable splitting and augmented Lagrangian (SUnSAL) [51],
ALMM [21], spatial group sparsity regularized nonneg-
ative matrix factorization (SGSNMF) [52], deep autoen-
coder unmixing (DAEU) [31], and CNN AE unmixing
(CNNAEU) [37] techniques. For all the comparison methods,
the initial endmembers are extracted by vertex component
analysis (VCA) [53].

A. Data Description

1) Synthetic Data Set: The synthetic data set is simulated
using six endmember references with 224 bands selected
from the United States Geological Survey (USGS) spectral
library in the range of 0.39–2.56 μm, and the corresponding
abundance maps satisfy the ANC and ASC with a size of
100×100 pixels. To validate the effectiveness of the proposed
method, two different mixing models are used to generate
the synthetic data set: the LMM and the generalized bilinear
model (GBM). It should be noted that the abundance maps
follow a Dirichlet distribution, and the maximum purity of the
synthetic data set is set to 0.9. Fig. 4 shows the illustration of
the synthetic data set, including six endmembers and the data
distribution result. Since the abundance satisfies the Dirichlet

Fig. 4. Illustration of the synthetic data set, including six endmembers and the
data distribution result. (a) Endmembers. (b) Results of data samples projected
to two PCs.

distribution, the synthetic data samples are distributed in the
p − 1 dimensional simplex, as shown in Fig. 4(b).

2) Samson Data Set: The Samson data set obtained by
the SAMSON sensor [54] is one of the most widely used
hyperspectral data sets for HU. The original image con-
tains 952 × 952 pixels and 156 bands ranging from 0.401
to 0.889 μm. The adopted scene is a 95 × 95 pixel image
cropped from the original image. In this studied scene, three
main endmembers are investigated, that is, #1 Soil, #2 Tree,
and #3 Water.

3) Jasper Ridge Data Set: The Jasper Ridge data set was
captured via the airborne visible/infrared imaging spectrom-
eter (AVIRIS) of the Jet Propulsion Laboratory (JPL). The
original image is 512 × 614 pixels recorded in 224 bands
ranging from 0.38 to 2.50 μm. We select a popular region
of interest (ROI) with a size of 100 × 100 pixels and
retain 198 bands after removing the channels affected by the
water vapor and atmospheric effects. Four dominant materials
in this scene are investigated: #1 Water, #2 Soil, #3 Tree, and
#4 Road.

4) Washington DC Mall Data Set: The Washington DC
Mall data set was collected by the hyperspectral digital image
collection experiment (HYDICE) sensor [55]. The original
image is 1208 × 307 pixels and has 210 bands, covering
the spectra channels from 0.40 to 2.40 μm. We investigate a
256 × 256 pixel subimage cropped from the top-left corner
of the original image. Due to the effect of water vapor
and noise, only 191 bands remain. The five endmembers
in this scene are #1 Grass, #2 Water, #3 Roof, #4 Road,
and #5 Tree.

B. Experimental Setup

1) Hyperparameter Settings: The hyperparameters in the
proposed CyCU-Net are listed as follows: the number of layers
and neurons are determined empirically, and the size of the
input batch m is 50. The Adam optimizer is utilized to update
the network parameters, and the learning rate is set to 10−3.
Moreover, the momentum is parameterized by 0.9, and the
dropout rate is 0.9. The minibatch size is set to 20, and
the maximum number of iterations is set to 500. When the
maximum number of iterations is reached, CyCU-Net stops
training and outputs the unmixing result.

2) Evaluation Metrics: In the experiment, three evalua-
tion metrics are introduced to assess the performance of
algorithms: spectral angle distance (SAD), root mean square
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Fig. 5. Robustness evaluation of the synthetic data set with different SNR values, where the first and second rows represent the unmixing result of LMM
and GBM, respectively. (a) and (d) RMSE. (b) and (e) RE. (c) and (f) SAD.

error (RMSE), and RE that are defined as

SAD(m̂i , mi ) = 1

p

p∑
i=1

arccos

(
m̂T

i mi

�m̂i��mi�
)

(14)

RMSE(â j , a j ) =
√√√√ 1

N

N∑
j=1

∥∥â j − a j

∥∥2
2 (15)

RE(x̂ j , x j ) =
√√√√ 1

L N

N∑
j=1

∥∥x̂ j − x j

∥∥2
2 (16)

where m̂i and mi denote the extracted endmember and the
reference endmember, respectively. â j and a j are the estimated
abundance and the actual abundance, respectively. x̂ j and x j

represent the reconstructed and original pixels, respectively.

C. Experiment With Synthetic Data Set

1) Noise Robustness Analysis: To investigate the robustness
of the proposed method, different signal-to-noise ratio (SNR)
values from 20 to 40 dB are added in the synthetic experiment.
Fig. 5 illustrates the quantitative results on the synthetic
data set with different SNR values in terms of the RMSE,
RE, and SAD. As expected, the proposed CyCU-Net method
achieves the optimal RMSE, RE, and SAD results compared
with those of other state-of-the-art approaches, indicating
that it can extract more accurate endmember and abundance
results. In the LMM mixing data set, the DL-based unmix-
ing methods, such as the DAEU and CNNAEU techniques,
generally perform better than the traditional methods. It can
be explained that the powerful fitting and learning capabil-
ities of DL-based methods enable the network to be better
reconstructed, resulting in more accurate unmixing results.
However, for the GBM mixing data set, the RMSE and SAD
results of SGSNMF and ALMM are superior to those of the
DAEU technique in some cases. The reason may be that these

two methods are able to handle specific mixing problems
by considering the spatial group sparsity information and
modeling endmember variabilities, respectively. Regarding the
RE and SAD results, the performance of CyCU-Net is similar
to that of the CNNAEU technique. In contrast, the RMSE
of CyCU-Net is obviously lower. The main reason might be
that CyCU-Net can avoid the loss of detailed information and
guide the network toward extracting more accurate abundance
results due to the introduction of cycle-consistency constraints.
Overall, CyCU-Net can obtain lower RMSE, RE, and SAD
values compared with other methods, which demonstrates the
robustness and superiority of the proposed method.

2) Parameter Analysis: The performance of the proposed
CyCU-Net method is, to some extent, sensitive to the setting of
three regularization parameters (β, δ, and γ ). For this reason,
the corresponding experiments are conducted to investigate the
effects of parameter setting, as shown in Fig. 6. It can be
observed from Fig. 6 that, for the low SNRs circumstances,
such as 20 and 30 dB, the best RMSE result in CyCU-Net
comes from β = 0.5 and γ = 1e − 6, indicating that
the cycle-consistency constraint is effective for improving the
accuracy of unmixing compared to the RMSE result when
β = 0 or β = 1. However, for the higher SNR circum-
stance, such as 40 dB, the value of β tends to be larger,
and the value of γ is suitable to take 1e − 7. It can be
explained that the weight of the cycle-consistency constraint
can be appropriately reduced in the case of low noise. For
the parameter δ, the optimal value is always δ = 1e − 2
under different SNR circumstances. Therefore, we can empir-
ically summarize a general trend for the parameter set-
ting. It is expected that, when the SNR is low, β and
γ are suggested to be around 0.5 and 1e − 6 for noise
suppression. When the SNR is high, β is suggested to set
larger than 0.7, and γ tends to be around 1e − 7. Moreover,
it is clear that the optimal choice for δ is 1e− 2.
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Fig. 6. Parameter sensitivity analysis of the proposed CyCU-Net method in the synthetic data set. (a) LMM with SNR = 20 dB. (b) LMM with
SNR = 30 dB. (c) LMM with SNR = 40 dB. (d) GBM with SNR = 20 dB. (e) GBM with SNR = 30 dB. (f) GBM with SNR = 40 dB.

TABLE II

QUANTITATIVE RESULTS FOR THE SAMSON DATA SET, WHERE THE SAD FOR EACH MATERIAL AND THE

MEAN SAD, RMSE, AND RE ARE REPORTED. THE BEST RESULTS ARE SHOWN IN BOLD

Fig. 7. Abundance maps of the soil, tree, and water from the Samson data set obtained by the different algorithms.

D. Experiment With Samson Data Set
Table II and Fig. 7 present the quantitative results and

the corresponding abundance maps, respectively, in the Sam-
son data set. It can be seen that the proposed CyCU-Net
method achieves the best performance in terms of the SAD,
RMSE, and RE, which validates the effectiveness of the
proposed method. In addition, the abundance maps obtained
by CyCU-Net are similar to the GT in Fig. 7. For illustrative

purposes, the extracted endmember comparison between the
different algorithms and the corresponding GTs is shown
in Fig. 8. It is obvious that the DL-based unmixing methods
can obtain relatively smaller SAD results than the traditional
methods. Moreover, although the CNNAEU method achieves
the best results in terms of the extraction of soil and tree,
the proposed CyCU-Net ranks first in terms of the overall
endmember accuracy.
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Fig. 8. Extracted endmember comparison between the different algorithms and the corresponding GTs in the Samson data set.

TABLE III

QUANTITATIVE RESULTS FOR THE JASPER RIDGE DATA SET, WHERE THE SAD FOR EACH MATERIAL
AND THE MEAN SAD, RMSE, AND RE ARE REPORTED. THE BEST RESULTS ARE SHOWN IN BOLD

Fig. 9. Abundance maps of the water, soil, tree, and road from the Jasper Ridge data set obtained by the different algorithms.

E. Experiment With Jasper Ridge Data Set
Table III quantitatively lists the performance assessment

for all algorithms, and the corresponding abundance maps
are displayed in Fig. 9. It can be clearly observed that
most of the comparison methods cannot entirely separate
the road endmember even though they have undergone the
same VCA initialization. However, as shown in Fig. 9,
the DL-based unmixing methods have less trouble with the
road endmember due to their powerful learning abilities

and some reasonable model settings. Overall, CyCU-Net
can obtain better competitive results than other compar-
ison methods in terms of mean SAD, RMSE, and RE.
For illustrative purposes, the extracted endmember compari-
son between the different algorithms and the corresponding
GTs is depicted in Fig. 10. It is obvious that the extracted
endmember signatures of CyCU-Net basically match well
with GT, which further validates its effectiveness for HU in
real scenarios.
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Fig. 10. Extracted endmember comparison between the different algorithms and the corresponding GTs in the Jasper Ridge data set.

Fig. 11. Abundance maps of the grass, water, roof, road, and tree from the Washington DC Mall data set obtained by the different algorithms.

F. Experiment With Washington DC Mall Data Set
The cropped Washington DC Mall data set has a larger

size than the other two data sets mentioned above. Table IV
illustrates the quantitative results of different algorithms in
the Washington DC Mall data set, and the corresponding
abundance maps are depicted in Fig. 11. As seen from
Table IV, the DL-based unmixing methods can obtain more
accurate endmember and abundance results than traditional
methods. Moreover, the corresponding abundance maps for

DL-based unmixing methods are more separable and close
to the reference GTs. For example, although the endmember
signatures for grass and tree are basically similar, DL-based
unmixing methods can still separate them compared with
the traditional methods, which proves the effectiveness of
DL-based unmixing methods. Among the DL-based unmixing
methods, CyCU-Net can explore the high-level features of
the input HSI, thereby enhancing the extracted abundance
results, especially for the tree and road, as shown in Fig. 11.
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Fig. 12. Extracted endmember comparison between the different algorithms and the corresponding GTs on the Washington DC Mall data set.

Fig. 13. Abundance comparison results when using different constraint functions in the Jasper Ridge data set. (a) RMSE convergence comparison. (b) Function
curve comparison. (c) Corresponding abundance map comparison.

For illustrative purposes, the extracted endmember signatures
are depicted in Fig. 12. It can be observed that the endmember
signatures extracted by CyCU-Net are superior to those of
other competitive methods, demonstrating the effectiveness
and reliability of the proposed CyCU-Net method.

G. Performance of Different Network Configurations

In this section, we will evaluate the performance of different
network configurations (i.e., abundance constraints, objective
functions, convolution filter sizes, and more complex unmixing
scenes) in the proposed CyCU-Net.

1) Abundance Constraints: In this article, we introduce the
clamp function and (12) to satisfy the ANC and ASC, respec-
tively. To investigate the performance of different abundance
constraints, the softmax function is adopted for comparison in
this section. Fig. 13 shows the abundance comparison results
when using these two strategies in the Jasper Ridge data
set in terms of the RMSE convergence, function curve, and

corresponding abundance maps. The obtained RMSE value of
the clamp function is smaller than that of the softmax function
when converging, and the corresponding abundance maps for
the clamp function tend to be more separate and remarkable.
These results illustrate that the proposed clamp strategy can
effectively enhance the performance of the abundance results
compared with the softmax function. Fig. 13(b) can explain the
results of this experiment. It can be seen that the output for
the softmax function changes very little when the input is in
the range of [−4, 4], which causes the convergence speed to
be slow and the loss function to not be efficiently updated,
especially for the case in which the input value is small.
In contrast, for the clamp function, the output can show a
significant value change and have a faster update performance.

2) Objective Functions: Because the proposed CyCU-Net
method is based on an AE-based network, the RE is the main
factor influencing the unmixing performance in this process.
According to the characteristics of the objective function,
three typical objective functions namely, the SAD, MSE, and
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Fig. 14. Ablation study for the proposed CyCU-Net based on different objective functions. (a) RMSE. (b) SAD. (c) RE.

TABLE IV

QUANTITATIVE RESULTS FOR THE WASHINGTON DC MALL DATA SET, WHERE THE SAD FOR EACH MATERIAL
AND THE MEAN SAD, RMSE, AND RE ARE REPORTED. THE BEST RESULTS ARE SHOWN IN BOLD

Fig. 15. Performance evaluation of the proposed CyCU-Net with different
convolution filter sizes.

spectral information divergence (SID), are analyzed in the
three real hyperspectral data sets. The specific definition of
these objective functions can be found in [31]. Fig. 14 depicts
the experimental results for the Samson, Jasper Ridge, and
Washington DC Mall data sets, respectively. It can be seen that
the results for the MSE objective function can obtain lower
RMSE, SAD, and RE values than the other two objective
functions. Although the SAD and SID objective functions
focus on the proportional recovery of the input data and
are scale-invariant, the experimental results reveal that the
performance of the proposed CyCU-Net is more dependent
on relatively accurate and identical reconstruction results.
Therefore, the MSE objective function is more suitable for
the proposed method.

3) Convolution Filter Sizes: By introducing different convo-
lution filter sizes, the proposed CyCU-Net can be extended to
a spatial–spectral framework. In order to find out the optimal
size of convolution filter, the proposed method is evaluated
with different filter sizes: 1×1, 3×3, 5×5, and 7×7. Fig. 15
reports the RMSE results of different convolution filter sizes
in three real hyperspectral data sets. As can be seen, applying
a certain convolution filter size can effectively improve the

TABLE V

COMPUTATIONAL COST OF ALL ALGORITHMS ON DIFFERENT

DATA SETS IN TERMS OF SECONDS (s)

unmixing accuracy, and the optimal filter size is 3× 3. Thus,
we recommend setting the convolution filter size to 3 × 3 in
the spatial CyCU-Net method.

4) Abundance Visualization on Complex Cuprite Data:
In the section, we attempt to investigate a more complex
spectral unmixing scene, e.g., mineral exploration, by using the
proposed CyCU-Net. The used HSI is the well-known AVIRIS
Cuprite with the size of 250× 190× 188 after removing the
bands affected by the water vapor and low SNR [53]. The
complex scene consists of multiple exposed minerals, where
we select 12 principal endmembers to visualize and evaluate
the unmixing performance, by following the works in [34]
and [49]. The estimated endmembers and their corresponding
abundance maps of the proposed CyCU-Net method are shown
in Fig. 16. As can be seen, the proposed CyCU-Net can
extract multiple endmembers in the Cuprite scene, and the
result indicates the potential of the proposed method in real
scenarios.

H. Computational Cost

In this section, we evaluate the computational cost of the
proposed method, and the result of the running time is shown
in Table V. The experiments are performed on a computer
with a 2.9-GHz Intel Core i7 CPU and 16 GB of memory.
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Fig. 16. Estimated endmembers (in blue), along with the references from the USGS library (in red), and their corresponding abundance maps obtained from
the Cuprite mineral scene by the proposed CyCU-Net. (a) Muscovite. (b) Alunite. (c) Kaolinite KGa-2 (pxyl). (d) Kaolinite KGa-1 (wxyl). (e) Kaolin/Smect
KLF506. (f) Nontronite. (g) Buddingtonite. (h) Dumortierite. (i) Kaolin/Smect H89-FR-5. (j) Montmorillonite. (k) Chalcedony. (l) Desert Varnish.

It can be seen that the proposed CyCU-Net can achieve
similar computational efficiency as other comparison methods
on relatively small data sets, such as the synthetic data set
and the Jasper Ridge data set. However, our approach seems
to spend more time on the large data set (due to two AEs
involved in the training phase), yet the computational cost is
acceptable.

IV. CONCLUSION

In this article, we propose a novel cycle-consistency unmix-
ing network, called CyCU-Net, by training two cascaded
AEs in the end-to-end architecture. Benefiting from the cycle
consistency dominated by the cascaded AEs, the proposed
CyCU-Net method can reduce the detailed and material-related
information loss in the process of reconstruction more effec-
tively than previous methods, which further yields more rea-
sonable and superior unmixing results. Experiments with syn-
thetic and real hyperspectral data sets validate the effectiveness
and robustness of the proposed methods compared with other
state-of-the-art unmixing approaches. In the future, we will
aim to improve CyCU-Net by considering the spectral–spatial
information with the help of DL.
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