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Acomprehensive charge-coupleddevice (CCD) cameranoisemodel is employed to study the impact of CCD
camera signal-to-noise ratio (SNR)onpolarimetric accuracy.The study shows that the standarddeviations
of the measured degree of linear polarization (DoLP) and angle of linear polarization (AoLP) are mainly
dependent on the camera SNR. With increase in the camera SNR, both the measurement errors and the
standard deviations caused by the CCD camera noise decrease. When the DoLP of the incident light is
smaller than 0.1, the camera SNR should be at least 75 to achieve a measurement error of less than
0.01. When the input DoLP is larger than 0.5, a SNR of 15 is sufficient to achieve the same measurement
accuracy. An experiment is carried out to verify the simulation results. © 2014Optical Society of America
OCIS codes: (120.4570) Optical design of instruments; (120.4640) Optical instruments; (040.1520)

CCD, charge-coupled device; (120.5410) Polarimetry; (260.5430) Polarization.
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1. Introduction

Polarization imaging can highlight objects by acquir-
ing both the intensity and the polarization informa-
tion of a scene, while reducing the impact of the
complex background; thus, it has great potential in
target detection and identification [1–3]. Much re-
search has been done on polarization imaging design
[4–6], polarization property measurement [7,8],
polarization image processing [9,10], etc. The polari-
zation measurement accuracies of the degree of
polarization, degree of depolarization, angle of
polarization, retardance, and diattenuation are gen-
erally lower than those in intensity imaging systems.
They are impacted by a number of factors, such as
defects in wave plates and polarizers, light source
characteristics, target properties, atmosphere trans-
mission, and camera noises. Defects in wave plates
include nonideal retardance, retardance axis varia-
tion, spatial nonuniformity, chromatic variation,

and depolarization. Defects in polarizers include
nonideal diattenuation, elliptical polarization, depo-
larization, and spatial nonuniformity. Errors caused
by the camera include dark current, pixel offset, gain
variations, etc. [11].

In order to achieve higher polarimetric accuracy,
calibration and error analysis are necessary. Smith
investigated the defects of polarization optical
elements [12]. Masiero et al. presented the design
and calibration method for the Dual-Beam Imaging
Polarimeter [13]. Feng et al. presented a simple
approach for estimating errors in the degree of linear
polarization (DoLP) caused by radiometric measure-
ment uncertainty [14]. However, there is a lack of
comprehensive study on the impact of detector noise
on polarimetric accuracy. Since detector noise will
degrade the polarimetric accuracy, it is important
to take this into consideration when performing
precise polarization measurement or polarimetry
system design or optimization.

In this paper, we investigate the impact of charge-
coupled device (CCD) camera noise on polarimetric
accuracy. The camera signal-to-noise ratio (SNR) is
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utilized to study the impact of camera noise on po-
larimetric accuracy at different luminous exposures.
At different SNRs, we have analyzed the impacts of
CCD camera noise on the DoLP and the angle of
linear polarization (AoLP). Three linear analyzer
orientations (0°, 60°, and 120°) are chosen to assure
optimized measurements according to the condition
number of the measurement matrix, and a detailed
discussion is given in Section 3.

2. CCD Camera Noise Model

Several CCD camera noise models have been devel-
oped. Healy and Kondepudy modeled camera noise
in measuring scene variation, including offset
fixed-pattern noise (FPN), photon and dark-current
shot noises, photoresponse nonuniformity (PRNU),
and read-noise equivalent [15]. Boie and Cox ana-
lyzed CCD and vidicon camera noises, such as photon
shot and electronic shot noise, dark-current, and
readout noise [16]. Farrell et al. described a noise
model that includes readout noise, dark-current, off-
set FPN, PRNU, and photon shot noise [17]. Irie and
co-workers presented a comprehensive measure-
ment of CCD digital-video camera noise based on
the physical characteristics in the acquisition and
sampling of photons through the image capture proc-
ess [18,19]. The model incorporates all noise sources,
including PRNU, photon shot noise �SNph�, offset
FPN, dark-current shot noise �SNdark�, readout noise
�Nread�, demosaicing noise �ND�, digital filtering
noise �Nfilt�, as well as quantization noise �NQ�. In
this model, the image, Icap, is represented by

Icap � �I � I × PRNU� SNph�I� � FPN� SNdark

�Nread� ×ND ×Nfilt �NQ�Ifilt�; (1)

where I is an image without noise. Since this noise
model is more comprehensive and can be calibrated
with measured data, we use this model in our study.

3. Modeling and Simulation Fundamentals

A. Polarization Imaging System

Figure 1(a) shows a simple model of an optical sys-
tem with CCDs. The flux collected by the CCD at
wavelength λ is given by [20]

Φ0�λ� ≅
πτ0�λ�
4�f∕#�2 Lscenelh; (2)

where Lscene is the scene irradiance, τ0�λ� is optical
transmission at wavelength λ, l and h are, respec-
tively, the width and the height of the CCD sensor,
and f∕# is the effective f -number of the lens. The sim-
plest configuration of a polarization imaging system
is to place an analyzer in front of the camera to select
the detected polarization state, as shown in Fig. 1(b).
The Stokes vector S � �I; Q;U; V �T is typically used to
describe the polarization state of the light. In this
study, we only study the measurement accuracies
of the linear polarization properties. The normalized
input Stokes vector is described by Sin �
�Iin; Qin; Uin; 0�T. For the polarization measurement
system shown in Fig. 1(b), the orientation of the lin-
ear analyzer, θ, is measured from the x axis. The
Muller matrix of the linear analyzer with the trans-
mission axis oriented at an angle θ can be described
by LP�θ�:

LP�θ�� 1
2

2
64

1 cos 2θ sin 2θ 0
cos 2θ cos2 2θ sin 2θ cos 2θ 0
sin 2θ sin 2θ cos 2θ sin2 2θ 0

0 0 0 0

3
75:

(3)

Since the detector can only measure the flux, only the
first row in the analyzer’s Muller matrix is used to

Fig. 1. Schematic diagrams of imaging systems: (a) intensity
imaging and (b) polarization imaging.

Fig. 2. Condition number map versus combinations of linear ana-
lyzer orientations. One of the three orientations is fixed as 0°. The
horizontal and vertical axes represent the other two angles of ori-
entation. The color bar shows the condition number. It can be seen
that the combination of 0°, 60°, and 120° has the smallest condition
number.

Fig. 3. Simulation block diagram.
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calculate the flux transmitted. The flux detected can
be described by

Pθ �
1
2
�Iin �Qin cos 2θ�U in sin 2θ�Φ0: (4)

A linear polarization measurement is a set of mea-
surements acquired with a set of linear analyzer ori-
entations. Let the total number of orientations be N;
then the polarimetric measurement matrixW can be
described by [11]

W � 1
2

2
6664
1 cos 2θ1 sin 2θ1 0
1 cos 2θ2 sin 2θ2 0
..
. ..

. ..
. ..

.

1 cos 2θN sin 2θN 0

3
7775: (5)

TheN measured fluxes are arranged in ameasure-
ment vector P � fP0; P1; � � � PN gT. P is related to
Sin by the polarimetric measurement equation

P � W · Sin ·Φ0: (6)

To retrieve the input polarization state Sin, at least
three measurements are needed. According to polari-
zation measurement theories [6,21,22], a polarim-
eter has the lowest noise sensitivity when the
condition number of the measurement matrix, W,

is the smallest [23]. The condition numbers of
different combinations of analyzer orientations, for
instance, three orientations and four orientations,
are investigated. According to the condition number
calculation, both combinations have the smallest
condition number, 1.4142. For the four-orientation
combination, the smallest condition number corre-
sponds to an angle increment of 45°, while for the
three-orientation combination, the smallest condi-
tion number corresponds to an angle increment of
60° as shown in Fig. 2. The combination of 0°, 60°,
and 120° is chosen to assure that the system has
the best noise immunity.

In the simulation, Img0, Img60, and Img120 are
employed to represent the three acquired linear
polarization images. Now Eq. (5) can be revised as

2
4 Img0

Img60
Img120

3
5 � 1

2

2
4 1 1 0 0
1 −

1
2

��
3

p
2 0

1 −

1
2 −

��
3

p
2 0

3
5
2
664

Iin
Qin
U in
0

3
775: (7)

So the input Stokes vector can be retrieved as

Îin � 2∕3�Img0 � Img60 � Img120�
Q̂in � 4∕3�Img0 − 1∕2Img60 − 1∕2Img120�
Û in � 2∕

���
3

p
�Img60 − Img120�: (8)

The DoLP and AoLP can be calculated, respec-
tively, as

DoLP�

���������������������
Q̂2

in� Û2
in

q
Îin

�
�������������������������������������������������������������������������������������������������
�2Iout0 − Iout60 − Iout120�2�3�Iout60 − Iout120�2

p
Iout0� Iout60� Iout120

;

(9)

Fig. 4. Noise power ratio and SNR versus input luminous exposure. (a) A plot of the noise power ratio of the primary noises in the model
and (b) a plot of the SNR.

Table 1. Camera Parameters

Parameter Name Value

Charge conversion factor Kf (uV/e−) 6
Quantum efficiency η (at 0.6 μm) 0.8
Sensitivity R �V∕�lx · s�� 9
Pixel number H × V 1280 × 1024
Integration time τd (ms) 1
Saturation luminous exposure �lx · s� 0.30
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AoLP � 1
2
arctan

�
Ûin

Q̂in

�

� 1
2
arctan

� ���
3

p
�Iout60 − Iout120�

2Iout0 − Iout60 − Iout120

�
: (10)

B. Simulation Model

The image quality of the CCD camera is determined
by a number of factors, such as the input light inten-
sity, optical transmission, and camera sensitivity. To
focus the study on CCD camera noise, luminous ex-
posure at the image plane is used as the initial input.
Luminous exposure is expressed in lux seconds
�lx · s�, the product of lux (lx) and seconds (s), as de-
termined by shutter speed, lens aperture, and scene
luminance. Luminous exposure was varied in the
simulation to generate SNR variations in the camera
images. The definition of SNR employed in this paper
is the ratio of the average signal value, μsig, to the
standard deviation of the signal, σsig, as shown in
Eq. (11) [24]:

SNR � μsig
σsig

: (11)

Taking the CCD camera noise model into considera-
tion, three linear polarization images are generated

Fig. 5. Measurement error versusDoLPand SNR. (a) Relative error of the acquiredDoLP. (b) Relative error of the acquiredAoLP. (c) Stan-
dard deviation of the acquired DoLP versus the SNR. (d) Standard deviation of the acquired AoLP versus the SNR.

Fig. 6. Acquired DoLP versus input DoLP and SNR.
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according to the polarization imaging principle
described in Section 3.A. We use “input DoLP” and
“input AoLP” to change the polarization state of
the incident light. “Acquired DoLP” and “acquired
AoLP” are employed to represent the polarization
state retrieved. We use relative error and standard
deviation to evaluate the errors between the re-
trieved DoLP, AoLP, and their input values. The term
polarimetric accuracy is defined as the degree to
which the polarization parameters retrieved conform
to their true values. Finally, the relationship between
SNR and polarimetric accuracy is established.
A simulation block diagram is shown in Fig. 3.

4. Simulation Results and Analysis

The camera parameters used in this study are listed
in Table 1. The luminous exposure range is chosen to
be 10−5 − 0.3 lx · s in order to assure that the camera
SNR is not dominated by noise. The corresponding
noise power ratio plot of each camera noise is shown
in Fig. 4(a) and the camera SNR is shown in Fig. 4(b).
In Fig. 4(a), it can be seen that when the luminous

exposure is very weak, the photon shot noise,
SNph, and the read noise, Nread, dominate the noise
level and, thus, dominate the calculation of polari-
metric accuracy. However, with increase in luminous
exposure, PRNU noise begins to dominate the noise
level and mainly affects the polarimetric accuracy.

To reduce the random noise in the simulation, 100
images are averaged and the standard deviations of
DoLP and AoLP are calculated.

Fig. 7. Measurement error with different input AoLPs. (a) Acquired AoLP. (b) Relative error of the acquired AoLP versus the input AoLP
and the SNR. (c) Standard deviation of the acquired AoLP versus the input AoLP and the SNR. (d) Standard deviation of the acquired
DoLP versus the input AoLP and the SNR.

Fig. 8. Experimental setup.
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We analyze the polarimetric accuracies for parti-
ally polarized light and fully polarized light with
different SNRs. In the simulation, the AoLP of the
incident light is arbitrarily set to 65° and the DoLP
changes in the range from 0.1 to 1. Simulations of the
measurement error and the standard deviation are

shown in Fig. 5. It can be seen that both the relative
errors and the standard deviations of the DoLP and
the AoLP decrease with increase in SNR. The stan-
dard deviation of the acquired AoLP also decreases
with increase in the input DoLP. However, the stan-
dard deviation of the acquired DoLP is not dependent

Fig. 9. Experimental results. (a) Measured DoLP versus SNR. (b) Measured AoLP versus SNR. (c) Relative error of the measured DoLP.
(d) Relative error of the measured AoLP. (e) Standard deviation of the measured DoLP versus the SNR. (f) Standard deviation of the
measured AoLP versus the SNR.
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on the input DoLP. On the other hand, even if the
input DoLP is low, relatively high measurement ac-
curacy can still be achieved with a high camera SNR.
For instance, with an input DoLP of 0.1 and a SNR of
75, the measurement relative error of the DoLP is
approximately 0.01 and the relative error of the
AoLP is 3 × 10−4. In Figs. 5(c) and 5(d), it can be seen
that the standard deviation of the measured DoLP is
mainly dependent on the camera SNR, rather than
the input DoLP; the standard deviation of the
measured AoLP is dependent on both the camera
SNR and the input DoLP. We also investigate the ef-
fect of the input DoLPand AoLPon themeasurement
accuracies of the acquired DoLP and AoLP with
different camera SNRs. SNR values of 133, 92, 46,
16, and 4 are chosen, which correspond to luminous
exposures of 10−1, 10−2, 10−3, 10−4, and 10−5 lx · s,
respectively, as shown in Fig. 4(b). The AoLP of
the incident light is arbitrarily set to 40°. The simu-
lation results are shown in Figs. 6 and 7. Figure 6
shows the acquired DoLP versus different input
DoLPs and SNRs. Since the relative error and stan-
dard deviation of the acquired DoLP can be derived
from Fig. 5, they are omitted here. Figure 7(a) shows
the acquired AoLP versus different AoLPs and SNRs.
The DoLP of the incident light is set to 1. Note in
Fig. 7(a) the outliers around 0° and 180° when the
SNR is 4. This is caused by a standard deviation
of approximately 80° in the acquired AoLP near
these angles, as shown in Fig. 7(c). This large stan-
dard deviation results in an incorrect calculation for
the mean AoLP value. Figure 7(b) shows that with
different input AoLPs, the relative error of the AoLP
changes periodically at integer multiples of 30°,
which is the midpoint of two analyzer orientations.
The reason is that when the orientation of the
linearly polarized light is at the midpoint of two
analyzer orientations, two of the three images have
similar intensity distributions. Figure 7(c) shows the
standard deviation of the acquired AoLP. It also

changes periodically, with a period of 60°, which is
the angle between two analyzer orientations. One
of the three images is totally dark when the orienta-
tion of the linearly polarized light is at the midpoint
of two analyzer positions. Camera noise dominates
the image quality; therefore, the standard deviation
is maximized. On the other hand, the standard
deviation of the acquired DoLP in Fig. 7(d) ap-
proaches maximum at the midpoint of two analyzer
positions.

5. Experimental Demonstration

Experiments on polarization measurement were car-
ried out to verify the simulation results. The exper-
imental setup is shown in Fig. 8. A xenon arc lamp,
IR-blocking glass, and neutral-density filters are
used for the illumination path. A 6 in. integrating
sphere is employed to provide uniform illumination.
Two ROLYN linear polarizers (LPs) with an extinc-
tion ratio of 10,000:1 are employed. LP1 is placed in
front of the integrating sphere as the polarizer to
generate linear-polarization light and LP2 is placed
in front of the IMPERX CCD camera as the polariza-
tion-state analyzer. For each value of output inten-
sity, three images are captured to calculate the
polarization state as described in Section 3. Since
the setup can only generate fully linearly polarized
light with various intensities and polarization an-
gles, the input DoLP is 1. In the experiment, the ori-
entation of LP1 is set arbitrarily. The experimental
results are shown in Fig. 9. It can be seen that the
relative errors of measured DoLP and AoLP have
similar trends to the simulation results in Fig. 5.
The standard deviations of the measured DoLP
and AoLP match well with the simulation results.
However, the acquired DoLP and AoLP have larger
measurement errors, especially at high SNRs. Pos-
sible causes for these large errors include (1) the
noise level of the IMPERX camera, which may be
higher than the level used in the simulation, and

Fig. 10. Experimental results. (a) Standard deviation of the measured DoLP versus the input AoLP and (b) standard deviation of the
measured AoLP versus the input AoLP.
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(2) an unstable light source. Figure 10 shows the ex-
perimental results of the standard deviations of the
measured DoLP and AoLP versus the AoLP. Compar-
ing with Figs. 7(c) and 7(d), it can be seen that the
measured data have the same deviation distribution
and match well with the simulation results.

6. Conclusion

We have developed a polarization noise calculation
method based on a CCD camera noise model and
the polarization imaging theory. The impact of the
CCD camera noise on the DoLP and AoLP measure-
ment accuracy has been simulated and analyzed.
The simulation results show that with the same
SNR, higher measurement accuracy can be achieved
with a higher input DoLP. On the other hand, the
measurement errors and standard deviations caused
by the CCD camera noise decrease with increase in
the SNR. For an input DoLP smaller than 0.1, the
SNR should be at least 75 in order to acquire a rel-
ative error of less than 0.01. While for an input DoLP
of larger than 0.5, a SNR of 15 is adequate to acquire
the same accuracy. The standard deviations of both
the acquired DoLP and AoLP are mainly dependent
on the camera SNR.

The study provides a useful tool for polarimetry
system design and optimization, as well as for polari-
zation element selection in precise polarization
measurement applications.

This work is supported by a grant from the China
Scholarship Council.
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