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Abstract—The centralized radio access network (C-RAN) is
an effective architecture to promote CAPEX/OPEX reduction
and cell cooperation derived from its centralized baseband
processing. However, there is a contradiction between central-
ization gain and transport resource saving, which hinders the
vision of a resource-efficient and cost-effective RAN deployment.
Advanced RAN architectures with functional splits are then
introduced to cope with this challenge. Distinguished with other
studies, we are intended to investigate whether a fine-grained
functional split architecture could benefit to the RAN evolu-
tion, and how it impacts on the converged optical-wireless access
networks. To this end, we establish a quantitative model to ana-
lyze the performance of this architecture. With the fine-grained
split, baseband unit (BBU) is divided into a set of fine-grained
units (FU) to be placed in desired processing pools (PP) as a ser-
vice chain. To analyze the placement performance, we propose
a mixed-integer linear programming model (MILP) considering
the PP selection, routing, wavelength and bandwidth assignment,
as well as latency control to minimize the number of PPs, band-
width, latency, and functions deployment cost. We compare its
performance with other two coarse-grained split architectures,
i.e., SBBU (adopt low-PHY split like BBU in 4G) and recently
emerged DU-CU in both small-scale and large-scale network
scenarios. Our analyses provide insights into the modeling and
design of efficient converged optical-wireless access networks in
5G and beyond.

Index Terms—Baseband processing placement, functional split,
converged optical-wireless networks.

I. INTRODUCTION

F IFTH-GENERATION (5G) mobile communication has
launched a high-speed, intelligent, and interconnected era,

which is intended to deliver a 1000-fold higher data rate,
reduce round-trip latency, and support more connected smart
devices than 4G [1], [2]. Considerable challenges have
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emerged to stimulate new design principles on radio access
networks (RANs) [3], [4]. Centralized RAN (C-RAN) archi-
tecture, in which the legacy base station (BS) is disaggregated
into remote radio unit (RRU) and baseband unit (BBU), is
widely used in 4G for the CAPEX/OPEX reduction and cell
cooperation. The RRU, interfaced with antennas, is respon-
sible for the transmission and reception of radio signals,
analog/digital (A/D) conversion and power amplification. The
BBU performs the digital baseband signal processing and radio
resource scheduling, which is centralized in one or several
common processing pools (PPs) for sharing computational
resources and housing/cooling facilities. The optical transport
network is considered as an outstanding media to connect
RRUs and PPs with a load-independent common public radio
interface.

In the upcoming 5G/B5G era, the advanced wireless tech-
nologies and unprecedented service experience will be incor-
porated. A contradiction is then raised between baseband
processing centralization and transport resource saving that
prevents from a resource-efficient and cost-effective RAN
deployment. For example, fronthaul suffers from the large
bandwidth requirement to transmit raw in-phase and quadra-
ture (I/Q) samples under the continuous expansion of the
wireless spectrum and antenna scale. If BBUs are highly cen-
tralized into remote PPs, then 100-fold or even 1000-fold
transport bandwidth will be required than 4G. If BBUs are dis-
tributed to the RRU side for bandwidth saving, then more edge
PPs will be built with extra expenditure and power consump-
tion. In order to deploy a resource-efficient and cost-effective
network, advanced RAN architectures with functional splits
are introduced.

The functional split is to re-define the BBU into dif-
ferent function entities, which has been discussed both in
academic and industrial fields. Next-generation RAN (NG-
RAN) architecture is recognized as the solution for 5G, in
which BBU is split into two new entities named distributed
unit (DU) and centralized unit (CU) [5]. The large-bandwidth
and latency-sensitive BBU functions below packet data con-
verged protocol layer (PDCP) are provided in DU, while
functions above PDCP are provided in CU. Two split options
are adopted in NG-RAN to make it serve as a three-tier archi-
tecture. Recently, with the development of network function
virtualization paradigm, network functionality is split up and
modularized into multiple building blocks that can be chained
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Fig. 1. Three split architectures where split options follow the 3GPP specification [5].

together for specific purposes. Inspired by this point, whether
the fine-grained functional split can benefit to the RAN in 5G
and beyond deserves the further discussion.

In this study, we are intended to discuss whether a fine-
grained split architecture can deeply help RAN for cost saving.
With the fine-grained split, BBU is split into a set of fine-
grained units (FU) to be placed into desired PPs as a service
chain. In this paper, we focus on providing a quantitative
model to analyze the performance of this architecture. We
then formalize the FU placement problem as a multi-objective
mixed-integer linear programming model considering the PP
selection, routing, wavelength and bandwidth assignment, as
well as latency control. We aim to minimize the number of
used PPs (i.e., centralization gain), bandwidth consumption,
latency, and network deployment cost. To evaluate the fine-
grained split performance, we compare FU architecture with
other two coarse-grained split architectures, i.e., RRU-SBBU
and RRU-DU-CU. In three architectures, we adopt functional
split options proposed by 3GPP [6]. The low-physical layer
(low-PHY) functions are located with RRU, whereas remain-
ing functions are provided in PPs. As shown in Fig. 1,
1) Architecture I: RRU-SBBU (SBBU, i.e., Split BBU) only
adopts the option Split 7-2 to divide BBU into two parts. The
remaining functions are then combined as an SBBU, which
is like BBU in 4G; 2) Architecture II: RRU-DU-CU adopts
options Split 7-2 and Split PDCP-RLC to divide BBU into
three parts. The functions of high-PHY, media access con-
trol (MAC) and radio link control (RLC) layers are provided
in DU, while functions above PDCP are provided in CU;
3) Architecture III: RRU-FU adopts all available split options
to divide the remaining functions into five FUs. A generalized
interface (GI) between any adjacent FUs should be introduced
to support any possible data rate. We compare the baseband

processing placement of three split architectures in both small-
scale and large-scale networks with our proposed MILP. Our
analyses can provide insights into the modeling and design of
efficient converged optical-wireless access networks in 5G and
beyond.

The rest of this paper is organized as follows. We report
the current state of research under different split architec-
tures in Section II, where our contributions are also clarified.
Sections III and IV introduce the functional split-enabled
network architecture and model for computational complexity
and transport bandwidth, respectively. Section V describes the
FU placement scheme and latency model, while Section VI
proposes the MILP model. Section VII presents the sim-
ulation results to compare the performance of three split
architectures. Section VIII draws the conclusion and provides
a comprehensive evaluation on the fine-grained split.

II. RELATED WORKS AND CONTRIBUTIONS

A. Related Works

Several relevant studies have been conducted on the deploy-
ment optimization for 5G/B5G RAN, which can be categorized
into three aspects: 1) designing an effective baseband process-
ing (BBP) placement scheme based on non-split (i.e., BBU)
or specified split (i.e., DU-CU) architectures; 2) finding the
optimal functional split point between RRU and BBU, which
is shown as a dual-site processing manner; 3) focusing on
optical-enabled flexible networking.

For BBU architecture, [7] investigated the BBU placement
optimization problem for C-RAN over a WDM aggrega-
tion network, which is evaluated under the scenarios of
1) converged fixed and mobile traffic, 2) OTN and overlay
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Fig. 2. Illustration of functional split-enabled network architecture.

fronthaul options, and 3) joint placement of BBU and elec-
tronic switches. In [8], BBU pool allocation and selection were
jointly optimized to maximize wireless traffic capacity with the
minimum wavelength consumption. Reference [9] proposed an
adaptive BBU placement strategy for C-RAN under a dynamic
traffic case. The simulation result showed that adaptive place-
ment can achieve a balance between BBU centralization and
traffic blocking probability. The above works optimized the
BBU placement for resource saving without the functional split
considered.

For DU-CU architecture, [10] optimized the DU-CU
deployment using a mixed-integer quadratic programming
model considering the cost of DUCU pools and links.
Reference [11] focused on DU-CU placement in a slice-
enabled disaggregated RAN. In our previous study [12], effi-
cient placement of DU-CU was investigated to jointly optimize
the computational and bandwidth resources. The above stud-
ies were based on the novel NG-RAN architecture but ignored
other potential split options.

The dual-site processing manner is also a potential solution
for resource-saving and latency satisfaction. Reference [13]
investigated the selection of demarcation point between
centralized and distributed units to jointly minimize the
inter-cell interference and fronthaul bandwidth utilization.
Reference [14] evaluated the optimal split option for a BS
to minimize the total cost of ownership for Hybrid-
RAN. The numerical results showed that the optimal split
depended on BS configuration and data transmission direction.
Reference [15] proposed a novel concept of “Dis-aggregated
RAN” on converged optical-wireless networks. Energy effi-
ciency was compared among D-RAN, C-RAN, and Dis-
Aggregated RAN, in which the flexible split in the physical
layer is considered. In the above studies, BBU was flexibly
divided into two parts and then placed in RRU and one PP
respectively. However, this solution will increase the single
RRU cost to hinder the cell densification in 5G/B5G.

For flexible optical networking, a reconfigurable fronthaul
network architecture to support “any-RRH to any-BBU” con-
nection was essential. References [16], [17] designed this
architecture and verified it with SDN-enabled orchestration to
reduce the data exchange between different BBUs for CoMP
services in coordinated radio and optical networks.

B. Contributions

Our contributions and differences from the above mentioned
studies are summarized as follows.

1) This work investigates whether fine-grained split archi-
tecture can benefit to the RAN evolution and how it impacts
on the converged optical-wireless access networks. A quanti-
tative model to analyze the performance of the architecture is
established.

2) This work compares the fine-grained split with two
existing coarse-grained split architectures in terms of the cen-
tralization gain, bandwidth consumption, latency, and network
deployment cost. We also analyze the influence of the split
granularity on resource saving.

3) This work proposes a MILP model to evaluate the
performance of different split architectures considering PP
selection, routing, wavelength and bandwidth assignment, as
well as latency control. The evaluation results can provide an
insight into achieving a resource-efficient and cost-effective
RAN architecture.

III. FUNCTIONAL SPLIT-ENABLED NETWORK

ARCHITECTURE

We consider a flexible transport network that supports the
multipoint-to-multipoint connections (i.e., any-RRU to any-
PP) in Fig. 2. Several fibers are provided on each link, and
each of them comprises multiple wavelengths. Each node is
equipped with an electronic switch (E-switch) and a reconfig-
urable add/drop multiplexer (ROADM), which are responsible
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for the traffic switching on electronic and optical domains,
respectively. PP also comprises several general-purpose pro-
cessors (GPPs). The GPPs enable the virtualization of base-
band functions in virtual machines or containers to facilitate
the efficient sharing of computational resources and reduce
the processor cost [18], [19]. In this study, the low physical-
layer functions are located with RRU, whereas FUs (Functions
3∼7 in Fig. 2) are flexibly placed in PPs determined by MILP
model. The RRU is connected with one PP (i.e., local PP)
through the direct connection of fibers. The user traffic from
one RRU can be processed in the local PP or any other
PPs constrained to the computational and bandwidth capac-
ity and latency requirement. All traffic flows are assumed to
be aggregated into the DC node for 5G core and content
processing.

The multilayer ROADM-based transport network possesses
several advantages. First, this network is designed with
multiple switching granularity and elastic resource alloca-
tion. Second, the flexible BBP placement under different split
architectures can be supported to satisfy diversified service
requirements. Third, the re-configuration of lightpaths and
BBP locations is provided to guarantee the network resiliency.
Fourth, this network can afford shared network infrastructures
for fronthaul, midhaul, and backhaul for resource efficiency.
Finally, it can perform as a potential candidate for the
fixed/mobile converged network.

IV. FUNCTIONAL SPLIT MODEL

In this section, we present a detailed description of the
computational complexity and bandwidth model for each
functional split. The formulas for upstream are described as
follows.

A. Description of Functional Split

Based on 3GPP specifications, low-PHY functions are dis-
aggregated from BBU to the RRU side, including the cyclic
de-prefix, fast Fourier transform (FFT), and resource de-
mapping. The remaining functions of high-PHY, MAC, RLC,
and PDCP layers are provided in PPs. In the following part,
we provide a model for the computational and bandwidth
demands of each FU. The demand for SBBU (FU1-FU5), DU
(FU1-FU4), and CU (FU5) can also be obtained through the
model. The baseband functions in each FU are detailed as
follows [20]–[22]:

• FU1: For upstream, FU1 comprises functions of
channel estimation, MIMO equalization, and de-
modulation (QAM). For downstream, functions of mod-
ulation, layer mapping, and precoding are included.

• FU2: For upstream, FU2 comprises the functions of
descrambling, rate de-matching, and channel decoding.
For downstream, scrambling, rate matching, and channel
coding are contained.

• FU3: FU3 is responsible for MAC processing, including
the functions of hybrid automatic repeat request (HARQ),
mapping between logical and transmission channels,
multiplexing/de-multiplexing MAC service data unit
or protocol data unit (SDUs, PDUs) to/from PHY,

user priority management, and logical channel priority
management.

• FU4: FU4 completes the RLC layer processing, includ-
ing the segmentation or reassembly of RLC SDUs, error
correction through ARQ, and RLC re-establishment.

• FU5: FU5 completes the processing in the PDCP layer,
including the maintenance functions of PDCP sequence
number, IP packet header compression or decompres-
sion, ciphering or deciphering, and integrity protection
and verification in the PDCP layer.

B. Model for Computational Complexity

To quantitatively analyze the computational complexity of
FUs, a universal model derived from [23] is presented. The
digital baseband processing is modeled based on estimated
complexity in GOPS (Giga operations per second), which
denotes the computational capacity needed in GPPs. The
resource block (RB), number of antennas (A), number of
MIMO layers (L), modulation bits (M), and coding rate (C)
are included. The M and C are determined from modulation
and coding scheme (MCS) in [24].

CFUi [GOPS ] = αi ·
(
3 ·A+ A2 +

1

3
·M · C · L

)
· RB

5
(1)

where αi is a factor defined in [23]. However, [23] provided
a sum of computational demands for α1 and α2, but their
respective demand is absent. We then calculate the α1 and α2

through the model proposed in [25], which has estimated the
physical functions using the real experimental results.

C. Model for Bandwidth Requirement

The bandwidth model is provided to estimate the data rate
of each split option. We use the formulas in [26] as a basis
and update them with the parameters and calculation method
in the latest standard specification and reference [24], [27].
The calculation formulas are presented as follows (Mbps):

BSplit7−2 = NSYM · NSC · RB · A · BTW /1000 (2)

BSplit7−3 = NSYM · NSC · RB ·M · L · NLLR/1000

(3)

BMAC−PHY = TBS · NTBS/1000 (4)

BRLC−MAC =
TBS · NTBS · (IPpkt + HPDCP + HRLC

)
(
IPpkt + HPDCP + HRLC + HMAC

) · 1000
(5)

BPDCP−RLC =
TBS · NTBS · (IPpkt + IPPDCP

)
(
IPpkt + HPDCP + HRLC + HMAC

) · 1000
(6)

BBackhaul =
TBS · NTBS · IPpkt(

IPpkt + HPDCP + HRLC + HMAC

) · 1000
(7)

where TBS represents the bit size of transport block (TB),
which is calculated through the 3GPP specification [24]. The
other parameters are defined as: number of I and Q bits
(BTW, 16 + 16 bits), number of symbols per sub-frame
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Fig. 3. Examples of BBP placement for three split architectures.

(NSYM , 14), number of subcarriers per RB (NSC , 12), bits
of LLR (NLLR, 8 bits), number of TBs per TTI (NTBS , 1),
IP packet size (IPpkt , 1500 bytes), header size of MAC per
IP packet (HMAC , 2bytes,), header size of RLC per IP packet
(HRLC , 5bytes), PDCP header size for AM mode (HPDCP ,
2 bytes).

V. BBP PLACEMENT SCHEME

A. Placement Scheme for Three Split Architectures

The BBP placement of three split architectures is discussed
in this section. For each architecture, a complete BBP chain
should be established from source RRU to DC, in which each
function block should be placed once following the predefined
order in Fig. 1. For instance, FUs placement cannot violate
the processing order: FU1 → FU2 → FU3 → FU4 → FU5.
Different split architectures also have their specific placement
constraints. For RRU-SBBU, all functions (i.e., SBBU) should
be placed in a common PP. For RRU-DU-CU, DU and CU
can be placed together or separated into two different PPs.
For RRU-FU, FUs can be placed together or separated into
2-5 different PPs.

As shown in Fig. 3, an example is provided to explain the
BBP placement of three split architectures. 1) For RRU-SBBU,
a chain is established with SBBU placement in PP6, in which
a lightpath is established from RRU to DC passing through
PP4 and PP6. The SBBU cannot be placed in PP4 because
of its insufficient residual capacity for an entire SBBU pro-
cessing. Thus, the remaining computational resource in PP4 is
wasted. 2) For RRU-DU-CU, a chain is established with DU
and CU respective placement in PP2 and PP5, in which its
lightpath passes through PP2, PP5, and PP6. DU and CU
require less computational resource than SBBU that enables
their placement into high-load PPs. 3) For RRU-FU, a chain
is established with FUs placement in three PPs of higher load,
in which its lightpath passes through PP1, PP3, PP5, and PP6.

RRU-FU has the highest resource efficiency because of its
fine-grained split.

B. Establishment of Lightpath

The establishment of lightpath to interconnect source RRU,
DC and selected PPs is necessary. There are three aspects
should be considered. First, the service traffic from RRU to DC
should be routed and passes through all selected PPs. Second,
wavelength and bandwidth on each link should be sufficient
to accommodate the RRU data. Finally, the latency should be
controlled for service requirement satisfaction.

C. Latency

This latency model includes four parts:
(1) Transmission latency on fiber links which is linear with

the length of fiber links (i.e., 5µs/km).
(2) Traffic switching latency in ROADM and electric

switch. The ROADM is responsible for traffic switching on
a wavelength basis with short latency, while electric switch
supports a finer-grained switching using time slots with the
latency of optical-electric-optical conversion (OEO) and elec-
tric switching (E-switching).

In Fig. 4, we discuss all situations of OEO and E-switching.
The S1 ∼ S3 represents the service data of RRU1 ∼ RRU3.
1) As shown in Fig. 4 (a), switching occurs only in the optical
domain named “bypass”, in which traffic enters one port of
ROADM device and leaves from another port without any pro-
cessing in the electronic domain. This is a short-time switching
that can be ignored due to the absence of OEO conversion and
E-switching. 2) This situation denotes the switching in the
electronic domain where BBP occurs. As shown in Fig. 4 (b),
all services carried on λ 1 will experience the OEO and E-
switching (e.g., for service S2) because S1 is processed in PP.
3) Fig. 4 (c) denotes the switching caused by traffic groom-
ing. The OEO and E-switching are introduced for λ1 and λ2
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Fig. 4. The OEO conversion and E-switching operation for (a) bypass; (b) baseband processing; (c) traffic grooming; (d) traffic separation.

to aggregate traffics of both wavelengths onto a common
one for bandwidth efficiency. 4) As shown in Fig. 4 (d),
the OEO and E-switching is introduced for the traffic sep-
aration into different directions, in which S3 enters another
ROAM port to another link. The latency value of switching
in Fig. 4(c) and 4(d) are the same, but we distinguish them to
represent two different switching situations.

(3) Latency for baseband processing. As reported in [28],
BBU processing latency can be modelled as:

T (x , y ,w)[μs ] = c[x ] + p[w ] + ur [x ] + us(x , y) (8)

where the triple (x, y, w) represents RB, MCS, and plat-
form. The c[x] and ur [x ] is the latency of cell and user
processing, respectively. The us (x, y) is the specific user
processing depending on RB and MCS. The p[w] is the
base offsets for running/operating the platform of BBU func-
tions (i.e., virtualization environment). Thus, BBU processing
latency is relevant with the BBP itself and virtualization envi-
ronment. The latency of BBP itself depends on the CPU
frequency that high-frequency CPU can achieve a shorter pro-
cessing latency [25]. Therefore, we consider the BBP latency
as a fixed value regardless of the split granularity. For exam-
ple, if BBU is divided into five units, then the sum of the
processing latency of five units is equal to one entire BBU. In
contrast, we consider the virtualization environment latency in
the model. The virtualization platform processing is assumed
as TV . The processing in one PP will introduce one plat-
form latency. For example, if DU and CU are separated into
two different PPs, then 2 × TV latency is introduced. So
fine-grained split may introduce more platform latency than
coarse-grained split.

(4) Latency for interface encapsulation. For fine-
grained split, a reconfigurable and general interface (GI)
for data encapsulation will be introduced. In 5G, the radio
data is transmitted on a frame basis. So, we estimate the
interface encapsulation latency referred to eCPRI [29]. The GI
latency is defined as Tencap = LP/BSplit , where LP is the
length (bit) of a frame, Bsplit is the data rate of split options.
The GI encapsulation is applied to wireless data when finishing
processing the last FU placed in this PP.

VI. MILP FORMULATIONS AND ANALYSIS

In this section, we propose a MILP model to determine the
location of FUs to minimize resource consumption, latency,
and network deployment cost. This MILP model can be
adapted to all three split architectures.

A. MILP Model

In this model, we have set two objective functions (OF)
to evaluate the placement performance. 1) The first OF is
designed to minimize the number of used PPs, consumed
bandwidth, and total transport latency. The latency includes
the transmission latency for 5µs/km in fibers, latency of
OEO and E-switching for 20µs [8], platform processing for
52µs [28]. 2) The second OF is designed to minimize the
deployment cost, which comprises of PP cost and Path cost.
The PP cost comprises the constant expenditure for hous-
ing/cooling/devices ($45000) [30] and variable expenditure
described as dollar per GOPS for GPP ($1.59/GOPS) [31]. The
path cost comprises the expenditure of fiber cable ($80/km)
and fiber trenching/laying ($3000/km) [30].

Authorized licensed use limited to: BEIJING UNIVERSITY OF POST AND TELECOM. Downloaded on November 19,2020 at 03:13:04 UTC from IEEE Xplore.  Restrictions apply. 



1780 IEEE TRANSACTIONS ON NETWORK AND SERVICE MANAGEMENT, VOL. 17, NO. 3, SEPTEMBER 2020

1) Given:
Constant Description
B, L, R Set of RRUs, optical links, network nodes
K Set of FU (e.g., k = 2 for FU1, k = 1 for RRU)
W Set of wavelengths on each link
Fb,r 1 if RRU b is directly connected to PP r
Er 1 if DC is placed at node r
Ti ,j The transmission latency of link e(i, j), i, j ∈ R
Mi ,j 1 if PP i is directly connected to PP j
Tsoe Latency of OEO and E-switching operation
Tb Latency requirement of services in RRU b
TCb Transmission Latency from RRU b to its directly

connected PP
TEk GI encapsulation latency after FU k processed
CKb,k Computational demand of FU k of RRU b
RBb,k Bandwidth of RRU b after FU k processed
Cw Capacity of wavelength w
Cr Computational Capacity of PP r
Num A large positive integer
sp Number of FUs plus two (7 for FU, 3 for SBBU).
2) Variables:
Variable Description
Dr Binary, 1 if PP r is used
Hb,r Binary, 1 if RRU b is processed in PP r
Yb,r Binary, 1 if RRU b is E-switched in PP r
Ob,k ,r Binary, 1 if FU k of RRU b is processed in PP

r
X

i ,j ,w
b,k Binary, 1 if RRU b is carried on wavelength w

of link e(i, j) with the split state k
Zb,k ,r Binary, 1 if FU k is the last unit processed in

PP r
P i ,j Binary, 1 if link e(i, j) is used.
3) Objective Function 1:

Minimize : a
∑
r

Dr + b
∑
i ,j ,b,
k ,w

X i ,j ,w
b,k · RBb,k

+ c

⎡
⎢⎢⎣
∑
i ,j ,b,
k ,w

X
i ,j ,w
b,k · T i ,j +

∑
r ,b

Yb,r · Tsoe

+
∑
k ,r

Zb,k ,r · (Tv + 2 · TEk )

⎤
⎥⎥⎦ (9)

The first part is to minimize the number of PPs, the second
one is for bandwidth, and the third one is for latency. We set
a = 1/|R|, b = 1/(|L| · |W | · CW ), and c = 1/(10�log10|R|� ·∑

b Tb)). The weight for latency is set far less than other two
weights so that make the transport latency as the third objective
because its upper bound is guaranteed in constraint (18).

4) Objective Function 2:

Minimize : (45000 + 1.59 · Cr ) ·
∑
r

Dr + (3080/5)

×
⎛
⎝∑

r ,j>i

P i ,j · T i ,j

⎞
⎠ (10)

The first part is to minimize the cost of PPs, while the
second one is for the path cost. The value “3080/5” means
that transmission latency is 5-fold than path length.

5) Constraints:
• Routing:∑

i �=r ,k<sp,w

X
i ,r ,w
b,k −

∑
j �=r ,k<sp,w

X
r ,j ,w
b,k

=

⎧⎨
⎩

−1, Fb,r = 1
1, Er = 1
0, others

, ∀b, r (11)

∑
k ,w1∈W

X
i ,j ,w1
b,k +

∑
l∈K ,w2∈W

X
j ,i ,w2
b,l ≤ 1, ∀i , j (i �= j ), b

(12)

The constraint (11) ensures that a lighpath is selected
for each RRU from its directly connected PP to DC, while
avoiding the loop formation through constraints (12).
• Capacity:∑

b,k<sp

X
i ,j ,w
b,k · RBb,k ≤ CW , ∀i , j (i �= j ),w (13)

∑
b,k<sp

Ob,k ,r · CKb,k ≤ Cr , ∀r (14)

The constraint (13) ensures that data carried on each
wavelength cannot exceed its capacity limitation, while com-
putational capacity limitation is ensured in constraint (14).
• Latency:∑
i ,j ,k<sp,w

X i ,j ,w
b,k · T i ,j +

∑
r

Yb,r · Tsoe +
∑
k ,r

Zb,k ,r

× (Tv + 2 · TEk )

+ TCb ≤ Tb , ∀b (15)

The latency requirement of each RRU (from RRU to DC)
is satisfied with constraint (15). The first part of Eqn. (15)
is the transmission latency on fibers, the second one is for
switching latency, the third one is for the platform processing
and GI where “2” represents both encapsulation and decapsu-
lation, the last is for the transmission from RRU to its directly
connected PP.
• FU Chain Placement:

Ob,k ,r =

{
Fb,r , k = 1
Er , k = sp

, ∀b, r (16)
∑
r

Ob,k ,r = 1, ∀b, k (17)

Ob,k ,r =
∑
j ,w

k≤l≤sp−1

X r ,j ,w
b,l ·M r ,j , if Fb,r = 1,

∀b, k , r (18)

Ob,k ,r + 1 ≥
∑
i ,w ,

1≤l≤k−1

X i ,r ,w
b,l ·M i ,r

+
∑
i ,w ,

k≤n≤sp−1

X r ,j ,w
b,n ·M r ,j

≥ 2 ·Ob,k ,r , if Fb,r �= 1, ∀b, k , r (19)

Authorized licensed use limited to: BEIJING UNIVERSITY OF POST AND TELECOM. Downloaded on November 19,2020 at 03:13:04 UTC from IEEE Xplore.  Restrictions apply. 



XIAO et al.: CAN FINE-GRAINED FUNCTIONAL SPLIT BENEFIT TO CONVERGED OPTICAL-WIRELESS ACCESS NETWORKS IN 5G AND BEYOND? 1781

The constraint (16) describes the source and destination
nodes for each RRU. The constraint (17) ensures that each
FU is placed once in networks. The constraint (18) describes
the situation that RRU b is processed in its directly connected
PP, which means that split state (k) of RRU leaving this PP
equals to the serial number of the last FU processed in this
PP. The constraint (19) describes the situation that RRU b is
processed in other PPs, which means that split state of RRU
entering this PP equals to the serial number of the first FU
processed in this PP, and split state of RRU leaving this PP
equals to the serial number of the last processed FU.
• OEO Conversion and E-Switching:

Yb,r ≤
∑
b2∈B

(
Hb,r · Hb2,r

)

×
⎡
⎣ ∑
w ,i �=r

(∑
k

X
i ,r ,w
b,k ·

∑
k

X
i ,r ,w
b2,k

)

+
∑

w ,j �=r

(∑
k

X r ,j ,w
b,k ·

∑
k

X r ,j ,w
b2,k

)⎤
⎦

≤ Maxnum ·Yb,r , ∀b, r (20)

Constraint (20) is to judge whether RRU b has experienced
an OEO and E-switching in PP r. The Hb,r ·Hb2,r is designed
to judge whether RRU b or b2 or both are processed in PP r.
The remaining part of Eqn. (20) is designed to judge whether
RRU b and b2 are carried on the same wavelength to enter or
leave PP r. If RRU b and b2 share the common wavelength
and one of them is processed in PP r, then Yb,r = 1.
• Others:

Hb,r ≤
∑
k

Ob,k ,r ≤ Num ·Hb,r , ∀b, r �= dc (21)

Dr ≤
∑

b,1<k<sp

Ob,k ,r ≤ Num ·Dr , ∀r (22)

P i ,j ≤
∑
b,k ,w

(
X i ,j ,w
b,k + X j ,i ,w

b,k

)
≤ Num · P i ,j , ∀i , j

(23)

2 · Zb,k ,r ≤ Ob,k ,r −Ob,k+1,r+1

≤ Zb,k ,r+1, ∀b, k ∈ (2, sp), r (24)

Constraint (21) is designed to judge whether RRU b is
processed in PP r. Constraint (22) denotes whether PP r is
used. Constraint (23) describes whether link e(i, j) is used.
Constraint (24) is designed to judge whether FU k is the last
unit processed in PP r for RRU b. Eqn. (24) is relevant to the
GI encapsulation.

Note that constraint (20) is a non-linear formula and cannot
be solved via the optimization machinery. We have linearized
it by using a series of linear constraints.

Linearization for OEO and E-Switching Constraints:
6) Variables:
Variable Description
I rb1,b2 Binary, 1 if RRU b1 or b2 or both are processed

in PP r
Q i ,j ,w
b1,b2 Binary, 1 if RRU b1 and b2 share the same

wavelength w on link e(i, j)

Tin
r ,w
b1,b2 Binary, 1 if RRU b1 and b2 share the same

wavelength to enter PP r, and b1 or b2 or both
are processed in PP r

Tout
r ,w
b1,b2 Binary, 1 if RRU b1 and b2 share the same

wavelength to leave PP r, and b1 or b2 or both
are processed in PP r

G1rb1,b2 Binary, auxiliary variable for Gr b1,b2
G2rb1,b2 Binary, auxiliary variable for Gr b1,b2
Gr
b1,b2 Binary, 1 if RRU b1 and b2 enter PP r on the

same wavelength but leave with different wave-
lengths, or enter PP r on different wavelengths
but leave with the same one.

7) Constraints:
• Situation in Fig. 4 (b)

I rb1,b2 ≤ Hb1,r + Hb2,r ≤ 2 · I rb1,b2,
∀b1, b2 ∈ B , r ∈ R (25)

2 ·Q i ,j ,w
b1,b2 ≤

∑
k

X i ,j ,w
b1,k +

∑
l

X i ,j ,w
b2,l ≤ Q i ,j ,w

b1,b2 + 1,

∀b1, b2, i , j ,w (26)

2 · Tinr ,w
b1,b2 ≤ I rb1,b2 +

∑
i �=r

Q
i ,r ,w
b1,b2 ≤ Tin

r ,w
b1,b2 + 1,

∀b1, b2, r ,w (27)

2 · Toutr ,wb1,b2 ≤ I rb1,b2 +
∑
i �=r

Qr ,j ,w
b1,b2 ≤ Toutr ,wb1,b2 + 1,

∀b1, b2, r ,w (28)

Constraint (20) can be divided into two parts for lin-
earization, i.e., FU processing (Constraints (25)–(28)), and
E-switching (Constraints (29) – (31)). Constraint (25) denotes
whether RRU b1 or b2 or both are processed in PP r.
Constraint (26) describes whether RRU b1 and b2 share the
common wavelength on link e(i, j). Constraints (27) and (28)
ensure that all RRUs carried on wavelength w (ingress or
egress) will experience an OEO and switching when one of
these RRUs are processed in PP r.

• Situations in Fig. 5 (c)∼(d)

G1rb1,b2 ≥ −3 + 2 ·
∑
i ,w

Q i ,r ,w
b1,b2 + 2 ·

∑
j ,w

Qr ,j ,w
b1,b2

≥ 4 ·G1rb1,b2 − 3, ∀b1, b2, r (29)

G2rb1,b2 ≥ 1− 2 ·
∑
i ,w

Q i ,r ,w
b1,b2 +

∑
j ,w

Qr ,j ,w
b1,b2 ≥ 4 ·G2rb1,b2 − 3,

∀b1, b2, r (30)

Gr
b1,b2 = 1−

(
G1rb1,b2 +G2rb1,b2

)
, ∀b1, b2, r (31)

Constraints (29)–(31) are designed to denote whether traffic
grooming or separation have occurred, which can be known
through a comparison of contained RRUs on one wavelength
when entering and leaving PP r. If contained RRUs change
(e.g., some RRU joins or leaves), grooming or separation has
happened and introduced an OEO and E-switching operation.
For example, if RRU 1, 2, 3 and RRU 2, 3, 4 are respectively
carried on wavelength w when entering and leaving PP r, then
contained RRUs have changed because RRU 1 has left w with
RRU 4 joining in them. Constraint (29) and (30) are auxiliary
constraints to bridge the (Q i ,r ,w

b1,b2 , Qr ,j ,w
b1,b2 ) pair and Gr

b1,b2.
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• Judging whether OEO and E-switching occurs

Num ·Yb,r ≥
∑
b2,w1

Tin
r ,w1
b,b2 +

∑
b3,w2

Tout
r ,w2
b,b3 +

∑
b4

Gr
b,b4

≥ Yb,r , ∀b, r (32)

Yb,r ≥
∑

i ,k<sp

X
i ,r ,w
b,k −

∑
j ,l<sp

X
r ,j ,w
b,l

≥ −1 ·Yb,r , ∀Er �= 1, b,w (33)

Constraint (32) describes whether there is an OEO and
E-switching operation for RRU b in PP r. Constraint (33)
ensures that bypassing data shouldn’t change its wavelength.

B. Analysis of Relationship Between BBP Centralization and
Split Granularity

As mentioned above, future RAN will significantly bene-
fit from the BBP centralization, which dominates the network
expenditure and power consumption. But how split granular-
ity influences the centralization gain is still a problem that
deserves our further discussion. In this section, we will present
a theoretical analysis on the centralization performance under
different split granularity.

Here, we consider a limit case of a fully flexible functional
split (FFS) where BBU can be divided into units of arbitrary
size. Although this case is somehow unreasonable from the
perspective of actual baseband processing, it really reflects
the ultimate advantage of the fine-grained split. The RRU-
SBBU is provided as a benchmark because of its non-split for
remaining functions.

First, we evaluate the centralization gain of FFS and SBBU
by calculating the respective number of used PPs (NUP) in
Eqn. (34) and Eqn. (35). For ease of analysis, bandwidth on
each link is assumed to be sufficient. And the non-sufficient
case will show a similar trend subject to its bandwidth capac-
ity. The parameters N, M, C represent the number of RRUs,
computational demands per RRU, and computational capacity
per PP. In Eqn. (34), the symbol 	·
 represents the operation
for taking the smallest integer larger than •, while 	·
 is the
opposite.

NUPFFS =

⌈
NC

M

⌉
, NUPSBBU =

⌈
N

�M /C �
⌉

(34) &(35)

To evaluate the NUP, we define M = ρ·C (ρ ∈ R+), where ρ
is defined as the ratio of PP capacity to computational demand
per RRU, to convert above formulas as follows:

NUPFFS =

⌈
N

ρ

⌉
, NUPSBBU =

⌈
N

�ρ�
⌉

(36) & (37)

Given the computational complexity of �·� operation, we
then define ρ = a · N + b (a ∈ Z , b ∈ [0, N ]) and �ρ� =
a ·N +b− s(s is the fractional part of ρ, s ∈ [0, 1]) for the
following comparison.

NUPFFS

NUPSBBU
=

	1/(a + b)/N 

	1/(a + (b − s))/N 
 (38)

Concluded from the above analysis, we can obtain the fol-
lowing result in Eqn. (39), and then convert Eqn. (38) to

Eqn. (40).⌈
1

a + b/N

⌉
≤
⌈

1

a + (b − s)/N

⌉
≤
⌈

1

a + (b − 1)/N

⌉

(39)

1 ≥ NUPFFS

NUPSBBU
≥ 	1/(a + b/N )


	1/(a + (b − 1)/N 
 (40)

We assume that number of RRUs (N) is already known
in our discussion and the right side of inequality is relevant
to a and b, which increases with the increment of ρ. The
piecewise function is introduced to elaborate the change of
NAPFFS/NAPSBBU along with ρ. 1) ρ<N. Under this cir-
cumstance, we can calculate that parameter a equals zero. The
right side of inequality can be converted to 	Nb 
/	 N

b−1
 in
Eqn. (41). The difference between 	Nb 
 and 	 N

b−1
 becomes
smaller with the increment of b (i.e., ρ). 2) ρ ≥ N. Under this
circumstance, parameter a is larger than “1”. We can calculate
that 	 1

a+b/N

 and 	 1

a+(b−1)/N

 both equal “1” in Eqn. (42),

which means that the number of used PPs in FFS and SBBU
are the same.

ρ < N : 1 ≥ NAPFFS

NAPSBBU
≥ 	N /b


	N /(b − 1)
 (41)

ρ ≥ N :
NAPFFS

NAPSBBU
= 1 (42)

Therefore, we can obtain that advantage on centralization
gain from fine-grained split is significantly obvious in low-
ρ scenario but decreases generally with the increment of ρ.
Thus, there are two factors influencing the centralization gain,
i.e., split granularity and ρ. Fig. 5 presents the relationship
between the granularity of split, ρ, and number of used PPs,
which has also been confirmed in the simulation.

VII. PERFORMANCE EVALUATION

A. Simulation Setup

In the simulation, each RRU contains four antennas, two
MIMO layers, a 100MHz wireless spectrum (i.e., 500 RBs),
and MCS 23. Thus, calculated from formulations in Section
IV, the total computational demand of one RRU is about
1800 GOPS. The latency requirement of each RRU is set as
500 μs (not contain the processing of BBP itself). The MILP
formulations are programmed on IBM CPLEX 12.7 software,
which runs on a high-performance server of 32G RAM.

We have designed two simulation scenarios in the follow-
ing part: 1) small-scale network with 1∼8 RRUs to compare
different ρ scenarios, and 2) then extend the comparison to
a large-scale network with 10∼40 and 10∼80 RRUs.

B. Simulation Scenario I

As shown in Fig. 6, we consider a network topology of 8 PP
nodes [7], 1 DC node, and 16 optical links. Each optical link
ranges in [5], [30] km, while the distance between RRU and
its directly connected PP ranges in [0, 3] km. The PP 1, 2 are
assumed to be directly connected with RRUs (up to 4 RRUs
per PP). The data center is located at Node 9. Each optical
link runs at 50Gbps capacity. We have studied on the place-
ment performance under different ρ (ρ = 1.5 → 2700 GOPS,
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Fig. 5. Diagram of relationship between granularity of split, ρ, and No. of
PPs.

Fig. 6. Simulation topology for small-scale network [7].

Fig. 7. Simulation topology for large-scale network.

ρ = 1.75 → 3150 GOPS, ρ = 2.5 → 4500 GOPS). For each
ρ, we fix the computational and link capacity in the network
and increase the number of RRUs.

We compare the three split architectures in six aspects in
the small-scale network.

1) Number of Used PPs vs. Number of RRUs: The PP
selection is an important property for network operators to
consider. As shown in Fig. 8 (a), 9(a), and 10(a), the number
of PPs increases with RRUs in all three architectures. Because
the increment of RRU requires more computational resources
and then activates more PPs. RRU-FU obtains the optimal

performance because it divides BBU into multiple fine-grained
units to promote the centralization gain (seen as a bin-packing
problem). RRU-DU-CU achieves a higher centralization gain
compared with RRU-SBBU due to its two splits. We can also
find that gaps between three architectures become smaller with
the increment of ρ, which is consistent with our analysis in
Part B of Section VI.

2) Bandwidth vs. Number of RRUs: Optical bandwidth is
a scarce resource that should be evaluated. We calculate the
summed bandwidth consumption on all links for three archi-
tectures. As shown in Fig. 8(a), 9 (a), and 10 (a), FU saves
72% and 61% bandwidth than SBBU and DU-CU on average,
respectively. That’s because bandwidth decreases with base-
band processing layer-by-layer, e.g., split 7-2 requires 16-fold
bandwidth than split PDCP-RLC. Fine-grained split can pro-
vide more choices in wavelength and PP allocation so that
high-bandwidth functions can be processed in nearby PPs of
each RRU (i.e., avoid the multiple-hop and long-reach trans-
mission). Through the simulation, it can be confirmed that the
fine-grained split can promote optical bandwidth saving.

3) Latency vs. Number of RRUs: The transport latency may
influence the service experience that should also be optimized.
We can observe in Fig. 8(b), 9(b), 10(b) that latency increases
with the number of RRUs because of the more transmitted
data. We can also observe that RRU-SBBU needs the mini-
mum latency followed by RRU-DU-CU and RRU-FU. That’s
because functional split introduces more switching and virtu-
alization platform processing latency. We can also observe that
FU needs shorter latency than DU-CU at low network load.
For example, FU requires shorter latency when there are less
than 5 RRUs in Fig. 9 (b). This conclusion is also the same
in Fig. 10(b) when there are less than 8 RRUs (only 4 PPs
are activated for 8 RRUs, so it is still at a low network load).
The reason for this phenomenon is that FU can provide more
choices in routing at low network load because of its fewest
bandwidth consumption.

4) Number of OEO and E-Switching vs. Number of RRUs:
As showed in Fig. 8(c), 9(c), 10(c), we can observe that
RRU-SBBU requires fewest OEO and E-switching operations.
That’s because RRU-FU and RRU-DU-CU introduce the fre-
quent baseband processing that results in extra OEO and
E-switching as described in Fig. 4(b).

5) Number of Splits vs. Number of RRUs: As showed in
Fig. 8(d) and 9(d), RRU-FU requires the most splits to achieve
the highest centralization gain. In Fig. 10(d), RRU-DU-CU
requires slightly more splits compared with RRU-FU at low
network load. That’s because all DU-CU pairs are separated
into two PPs, but not all FU sets are separated which derives
from its more available split options.

6) Network Deployment Cost vs. Number of RRUs:
Operators show great attention on network cost that deserves
our further discussion. In Fig. 11, we can observe that
RRU-FU can achieve the best cost budget because of its cen-
tralization gain. RRU-FU saves 23.6% and 14.7% expenditure
than RRU-SBBU and RRU-DU-CU on average, respectively.
Moreover, the advantage of bandwidth consumption also
contributes to path economization. That’s because the path
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Fig. 8. (a) Number of PPs (bandwidth) vs. RRUs, (b) Latency vs. RRUs, (c) Number of OEO and E-switching vs. RRUs, (d) Number of functional splits
(i.e., platform processing) vs. RRUs for ρ = 1.5 in small-scale network.

Fig. 9. (a) Number of PPs (bandwidth) vs. RRUs, (b) Latency vs. RRUs, (c) Number of OEO and E-switching vs. RRUs, (d) Number of functional splits
(i.e., platform processing) vs. RRUs for ρ = 1.75 in small-scale network.

Fig. 10. (a) Number of PPs (bandwidth) vs. RRUs, (b) Latency vs. RRUs, (c) Number of OEO and E-switching vs. RRUs, (d) Number of functional splits
(i.e., platform processing) vs. RRUs for ρ = 2.5 in small-scale network.

selection can be more flexible, and each activated link can
carry more services.

C. Simulation Scenario II

As shown in Fig. 7, we consider a large-scale network
scenario, which contains 16 PP nodes, 5 RRU nodes, and
28 optical links. The DC is located at Node 22. Each opti-
cal link ranges in [10], [30] km which are assumed to
provide 200 Gbps capacity. Also, we compare three archi-
tectures under two ρ scenarios (ρ = 3.75 → 6750 GOPS,
ρ = 6.75 → 12150 GOPS) on six aspects in the large-scale
network. There are 5∼40 RRUs in ρ = 3.75 scenario and
10∼80 RRUs in ρ = 6.75 scenario.

1) Number of Used PPs vs. Number of RRUs: As shown in
Fig. 12(a) and 13(a), RRU-FU shows the highest centralization

gain compared with the other two architectures. The result is
consistent with that in the small-scale network.

2) Bandwidth vs. Number of RRUs: As shown in Fig. 12(a)
and 13(a), RRU-FU consumes the minimal bandwidth in most
cases. In Fig. 12(a), we can observe that RRU-FU saves 44%
and 34% bandwidth than RRU-SBBU and RRU-DU-CU on
average, respectively. In Fig. 13(a), RRU-FU saves 52% and
43% bandwidth than RRU-SBBU and RRU-DU-CU on aver-
age, respectively. The reason is consistent with that in the
small-scale network. However, at 10-RRUs and 15-RRUs sim-
ulation node in Fig. 12(a), RRU-FU requires more bandwidth
because of its PP saving at low network load. The PP saving
has resulted in the long-reach and multi-hop transmission for
some RRUs to remote PPs that consumes more bandwidth.

3) Latency vs. Number of RRUs: As shown in Fig. 12(b)
and 13(b), RRU-SBBU achieves the shortest latency followed
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Fig. 11. Network deployment cost vs. RRUs at (a) ρ = 1.5, (b) ρ = 1.75, (c) ρ = 2.5 in small-scale network.

Fig. 12. (a) Number of PPs (bandwidth) vs. RRUs, (b) Latency vs. RRUs, (c) Number of OEO and E-switching vs. RRUs, (d) Number of functional splits
(i.e., platform processing) vs. RRUs for ρ = 3.75 in large-scale network.

Fig. 13. (a) Number of PPs (bandwidth) vs. RRUs, (b) Latency vs. RRUs, (c) Number of OEO and E-switching vs. RRUs, (d) Number of functional splits
(i.e., platform processing) vs. RRUs for ρ = 6.75 in large-scale network.

by RRU-DU-CU and RRU-FU. In Fig. 12(b), we can observe
that RRU-FU requires 21.6% and 10.1% more latency than
RRU-SBBU and RRU-DU-CU, respectively. In Fig. 13(b),
RRU-FU needs 26.1% and 16.3% more latency than RRU-
SBBU and RRU-DU-CU, respectively. That’s because FU
benefits from the functional split but requires more dis-
tributed baseband processing during its whole BBP chain,
and then introduces extra OEO and E-switching and platform
processing.

4) Number of OEO and E-Switching and Splits vs. Number
of RRUs: Fig. 12(c) and 13(c) show the number of OEO and
E-switching in three split architectures. From numerical results
in Fig. 12(c), we can observe that RRU-FU and RRU-DU-
CU introduce 55.6% and 36.9% more operations than RRU-
SBBU on average. In Fig. 13(c), we can observe that RRU-FU
and RRU-DU-CU introduce 36.3% and 35.9% more operations
than RRU-SBBU. That’s because more OEO and E-switching
is resulted from the distributed baseband processing.

Moreover, we can observe in Fig. 12(d) that 78.9% and
38.9% more platform processing are introduced by FU
and DU-CU on average, respectively. In Fig. 13(d), 90.5%
and 63.8% more platform processing are introduced by FU
and DU-CU. That’s because PP centralization benefits from
the distributed baseband processing, where more virtualization
platform processing is also introduced.

5) Network Deployment Cost vs. Number of RRUs: As
shown in Fig. 14-15, RRU-FU achieves the best cost bud-
get followed by RRU-DU-CU and RRU-SBBU. From the
numerical results, RRU-FU can economize the expenditure of
21.5% (10.1% in Fig. 15) than RRU-SBBU and 8.2% (5.3%
in Fig. 15) than RRU-DU-CU on average.

VIII. CONCLUSION

We provide a detailed discussion on RAN deployment under
the fine-grained split architecture with our proposed MILP
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Fig. 14. Deployment cost vs. RRUs at ρ = 3.75 in large-scale network.

Fig. 15. Deployment cost vs. RRUs at ρ = 6.75 in large-scale network.

model. We compare the RRU-FU architecture with RRU-
SBBU and RRU-DU-CU in terms of the resource efficiency,
deployment cost, and latency. The simulation results show that
RRU-FU can achieve the best performance on PP centraliza-
tion, bandwidth saving (over 40% and 30% reduction than
SBBU and DU-CU), and network deployment economization
(∼18.4% and 9.4% economization than SBBU and DU-CU).
However, RRU-FU may require more latency than coarse-
grained split (over 20% and 10% more latency than SBBU
and DU-CU in the large-scale network) because of introduc-
ing more OEO and E-switching operations and virtualization
platform processing. With the results and analysis of the sim-
ulation, we conclude some pros and cons of fine-grained split
architecture for summarization.

• Pros: 1) The fined-grained split (FGS) can balance the
trade-off between the BBP centralization gain and optical
bandwidth saving. 2) FGS can contribute to the deploy-
ment cost economization because of using few PPs and
fiber cables. 3) FGS can benefit the isolation between
network slices by using a finer virtual network function.
For example, if the MAC layer of slice1 should be iso-
lated with other slices, then only the MAC layer will be
dependently placed, and other functions can still share
the computational resource with other slices.

• Cons: 1) A general and re-configurable interface should
be designed between any adjacent FUs, which may
increase the transport latency because of the frequent
encapsulation and decapsulation. 2) More latency for

virtualization platform processing may be introduced
that a lightweight virtualization technology should be
designed to support the fine-grained split. 3) The com-
plicated network element control and management will
be introduced to orchestrate and monitor these indepen-
dent units.
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