Robust real-time multi-user pupil detection and tracking under various illumination and large-scale head motion
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A novel approach to Robust real-time multi-user pupil detection and tracking is presented, and this kind of detection and tracking behaves well under the circumstance of various illumination or large-scale head motion. Firstly, with active IR illumination, the possible positions of human pupils are depicted according to bright pupil effect and then some image pretreatment is conducted to diminish the fake pupil positions. Secondly, other than detecting human pupils directly, human faces in the image would be detected with real AdaBoost and the detected face positions would be optimized in order to save the time of whole processing. Thirdly, based on the faces detected, human pupils would be detected with real support vector machine (real SVM) and correlation matching. At last, the human pupils detected would be tracked with Kalman forecast in order to save the detection time of next image. Results from a series of experiments show that the new method could achieve real-time (30 frame per second) with a success rate of 95% for multiple users, and it is also proved that the new method is robust for illumination variation and large-scale head motion.
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1. Introduction

Pupil detection and tracking plays an significant role in many domains, such as pattern recognition [3,12,13], driver alert [4,9,14], disabled people self-service [6], human-computer interaction (HCI) [15–17], multi-user 3D display [11], and gaze tracking [18–20]. For pattern recognition, it could be used for human identification, facial expression identification and gender identification; for driver alert, it could be used to monitor drivers’ eye state in order to avoid drowsy drive; for HCI, computers could generate images timely according to the viewers’ eye state; for multi-user 3D display, right views and left views could be delivered into the corresponding human pupils detected; for gaze tracking, the human pupils detected together with the human corneas could depict the users’ gaze, and pupil detection and tracking also could help disabled people to communicate with computers.

There are still some obstacles in front of pupil detection and tracking. Illumination variation [6,7,21,25], wearing glass [22,16,25], eyes partly occluding [22,25], face leaning [21–23] and face rotating [4,7,22] could all decrease detection accuracy rate; viewers’ fast move [22,16,25] and the sharply increase of viewer number would challenge detection responding speed. In addition, the different race, gender or age [24,16] of viewers could also influence the detection robustness level. Some obstacles in front of pupil detection and tracking are shown in Fig. 1.

2. Previous work

To overcome these difficulties and obtain well-performance pupil detection and tracking systems, many approaches have been brought up in the last two decades. Generally speaking, all these approaches belong to two different categories: One analyzes the images captured under natural illumination directly, which could be finished with some software and without any illumination hardware; the other one is based on active infrared (IR) illumination, which could be used to emphasize the human pupil positions, and then this kind of methods need both software support and hardware support. The first category has no dependence on illumination, which could be used to emphasize the human pupil positions, and then this kind of methods need both software support and hardware support. The second category needs additional hardware support; even so, it behaves
robust for various illumination and it has fast processing speed with detection beginning reference.

There are four classes broadly included in the first category: knowledge-based methods [26–29], feature-based methods [13,30–32], template matching methods [13,21,33] and appearance-based methods [34–36]. Knowledge-based methods mean to detect human pupils based on the relevant knowledge mankind have accumulated, such as pupil shape, eye outline, eye blink, and pupil positions in human face. Feature-based methods mean to detect human pupils based on some pupil characteristics such as gray distribution around pupil, color distribution around pupil. These characteristics could not be observed directly, but they could be obtained with machine learning. Template matching methods mean to detect human pupils by calculating the correlation coefficient of different image areas. This kind of methods demand establishing an initialized template to start the whole processing, and the initialized template is very crucial for method detection accuracy. Appearance-based methods mean to detect human pupils based on statistics analysis and sample training. This kind of methods demand collecting a large amount of simples, and the simple universality is also very significant for method detection accuracy.

For knowledge-based methods, Zhou et al. [26] proposed a generalized projection function (GPF) for eye detection, which combines integral projection function (IPF) and variance projection function (VPF). The experimental results showed that GPF was more powerful than sole VPF or sole IPF, but GPF could not detect human eyes in real time. Dubes et al. [27] presented an eye localization method based on modified Hough transformation, the location correctness of which is higher than 92% on two publicly available face image databases. But this method is quite time-consuming. Torricelli et al. [28] brought up a remote eye gaze tracking method based on blink detection. The method has also been tested on a publicly available database. The obtained average true prediction rate is higher than 95% and the method could work in real time at 30 fps. How could we transform human knowledge into efficient rules in pupil detection the key point. This transformation should be appropriate: if the rules we make are too strict, the detection correctness could not be as high as we expected; if the rules we make are too loose, the detection false alarm rate could not be as low as we expected.

For feature-based methods, Feng et al. [30] explored eye detection based on gray intensity image and this method utilized three features of human eye: low intensity, line direction of eye corners, convolution of eye variance and face image. The method obtained a good performance on MIT face database but this method would fail when there was a rotation in depth (facing downwards). In [31], a recursive nonparametric discriminant analysis feature was employed to detect multi-view human eyes. The authors believed this new feature could handle more general class distributions than Fisher discriminant analysis and this new feature had less computational complexity than traditional nonparametric discriminant analysis. Smeraldi et al. [32] applied the log-polar sampling of Gabor decomposition as a kind of feature to eye detection. This method based on frequency domain could detect human eyes in real time. But it would fail when the viewer had a quick move, and it could not be used for multiple viewers. Although feature-based methods almost need machine learning to gather features, they are extensively used for their high correctness rate.

For template matching methods, Li et al. [13] proposed a judgment system of eye or non-eye based on template matching. The system utilized five parameters to measure the similarity of input image sub-window and eye template. The experimental results showed that this method was insensitive to different intensity contrast and different illumination. But this method would fail when there was a narrow eye and this method was not in real time. In [21], two unified deformable templates are introduced for single tracking and double eyes tracking respectively, each deformable template can describe both open and closed eye states. Experimental results showed that this method could track the locations of eye/eyes accurately, but it could not deal with low resolution image sequences and bad illuminated conditions still cause tracking failures. Zhu et al. [33] developed an algorithm that utilized a template-matching technique to calculate torsional eye position. Template matching methods are usually accurate. However, this kind of methods are comparatively more computational expensive.

For appearance-based methods, Coughlin et al. [34] brought up an automated eye tracking system based on artificial neural networks (ANN), which mapped two-dimensional (2D) eye movement recordings into 2D eye positions. In [35], AdaBoost algorithm was employed to track eye regions. Combined with Lucas–Kanade–Tomasi features, this method could track the eye regions in the rotated faces. Qian and Xu [36] proposed an eye detection method based on cluster analysis. Combined with Gabor transformation, this method could locate the positions of the eyes from frontal face.
images, with an accuracy rate of 96.1% on the LFW database. But experimental results showed that wearing glasses could cause failures in this method. Generally speaking, appearance-based methods firstly obtain sample distribution model or discriminant function; then this kind of methods will detect target object.

Although pupil detection based on active IR illumination appeared much later than the methods above-mentioned, this kind of methods grew much fast for their high-efficiency. IBM [37] firstly proposed pupil detection and tracking using near-infrared light source in 1998. They succeeded in pupil detection with bright pupil effect, but their detection was simple and immature. Fast head motion, illumination variation, eyes occluding, wearing glasses or makeup could all caused failures in their method. To overcome these shortcomings, many approaches have been brought up: in [25], likelihood-ratio function was combined with active IR for pupil detection and this combination could handle moderate head motion and significant lighting changes; in [7], by combining appearance-based object recognition and tracking with active IR illumination, the eye tracker could track eyes under variable and realistic lighting conditions and under various face orientations; in [38], an active eye tracker combining particle filtering, expectation maximization with active IR illumination was presented and this method exhibited robustness to light changes and camera defocusing. Active IR pupil detection takes advantage of bright pupil effect, which will be introduced in the following paragraphs in details.

3. Pupil detection and tracking

Our pupil detection algorithm combines active IR illumination and appearance-based method, and the whole process contains three main steps: face detection, pupil detection and pupil tracking. The Fig. 2 summarizes our pupil detection algorithm.

3.1. Pupil candidate points obtain

To facilitate pupil detection, bright pupil effect [39–41] is taken advantage of to pre-find eyes' approximate locations. After incident ray passing thought pupil and being reflected by retina, reflected light beam would take almost the same way as incident ray does. As is shown in Fig. 3, if CCD could capture the reflected light beam, the grayscale of human pupil will much higher than the grayscale of areas around pupil. This phenomenon is called bright pupil effect. There are many factors which have influence on bright pupil effect, such as: light wavelength, distance between light source and CCD, gaze orientation, pupil size and so on. Fig. 4 demonstrates the influence on bright pupil effect by light wavelength. From this figure, we could conclude that bright pupil effect is most obvious under infrared illumination (850 nm wavelength) when other factors are equal. Bright pupil effect not only provides us detection starting reference, but also minimizes the impact of different ambient illumination conditions, ensuring image quality under varying real-world conditions including poor illumination, day and night [7]. At the same time, infrared illumination is invisible, so it will not interfere with users' work.

To utilize bright pupil effect, active infrared illumination is designed as follows: a circle of LEDs are closely around CCD camera, while two lines of LEDs are separated from CCD camera; the driving signals of these two kinds of LEDs are synchronized with odd field scanning signal and even field scanning signal respectively. So odd field image will be bright pupil image while even field image will be dark pupil image, then interlaced image would be obtained. By subtracting odd field image and even field image, owing to the great grayscale difference of pupil in these two field images, the approximate pupil locations could be gained, which we call them pupil candidate points. Illumination diagram, bright pupil image, dark pupil image and subtracted image are shown in Fig. 5.

But only subtracting two field images is far less than needed, because there will be many fake pupil candidate points as a result of edge or movement. So some image pre-processing work should be done to minimize the interference of fake pupil candidate points. Firstly, in general, several pupil candidate points gather together, so the solitary pupil candidate point would be fake and should be removed. In our algorithm, we gather the pupil candidate point numbers of every 2*4-pixel area in the subtracted image. If the candidate point number of one area is less than 3, this area will be ignored; only if the candidate point number of one area is more than 2, one pupil candidate point in this area will be picked up to be genuine pupil candidate point. Secondly, if the pupil candidate points in one area are in the same line or the same row, these pupil candidate points would be edge points or movement candidate points, and this area will also be ignored. Fig. 6 illustrates the course of pupil candidate points obtain.

3.2. Face detection

Although genuine pupil candidate points provide us pupil detection reference, it is very computational expensive to detect pupils directly because there are still many fake pupil candidate points left after image pre-processing work. So face detection is introduced to further eliminate fake candidate points. Considering time complexity, we decide to use real AdaBoost, one appearance-based method, as our face detection algorithm. Though this method demands machine learning to gain strong classifiers, it is very fast to utilize real AdaBoost for face detection because real AdaBoost only concerns statistics query and statistics comparison.

By integration and training, Boosting algorithm could switch weak classification algorithm to strong classification algorithm.
AdaBoost algorithm [42, 43] is one kind of Boosting algorithm, which could be adaptive. AdaBoost algorithm is able to adaptively adjust the weight of training samples, and selects the best weak classifiers, then integrates them to become a strong classifier, in which the different weak classifiers vote respectively. According to whether the algorithm has confidence level, AdaBoost algorithm could be divided into two categories: discrete AdaBoost [44] and real AdaBoost [45]. Real AdaBoost has continuous confidence level, so it could depict classification border more accurately than discrete AdaBoost does. Hence, we chose real AdaBoost as our face...

Fig. 3. Theorem diagram of bright pupil effect.

Fig. 4. Bright pupil effects under different illuminations (A) 850 nm infrared illumination, (B) 620–645 nm red light, (C) 515–530 nm green light, (D) 465–475 nm blue light).

Fig. 5. (A) Active infrared illumination diagram, (B) bright pupil image, (C) dark pupil image, (D) subtracted image.
detection algorithm. At the same time, we make an improvement to real AdaBoost: the smoothing factor $\varepsilon$ will no longer be fixed at a predetermined value, and it will be changed according to the ratio of positive samples’ weight and negative samples’ weight. This improvement could resist over-learning more effectively.

AdaBoost algorithm is an algorithm that is based on features. Because given limited information, the recognition based on features could code the condition of special areas, and the recognition based on features is much faster than the recognition based on pixels. AdaBoost algorithm uses Haar feature. Haar feature is brought up by Viola and Jones [46], which are a kind of simple rectangle feature and has five basic feature templates, as is shown in Fig. 7. The value of Haar feature is defined as that the sum of grayscale value of the black (white) pixels subtracts the sum of grayscale value of the white (black) pixels.

These five kinds of basic Haar features are used in our face detection phase, and they behave great for front faces and leaning faces less than 30°. Nevertheless, large degree face leaning will cause failure to our face detection. So some kinds of Haar features have been taken into our consideration in order that the large leaning faces could also be detected in our face detection phase. Some of these Haar features are shown in Fig. 8, and the classifiers with these Haar features are now during the process of machine learning.

The Haar features could be placed in any size and on any position of image, so just one sub-window of an image will have a lot of Haar features. For example, a 24 x 24 pixel image has more than 160,000 Haar features. Hence, if we calculate their feature values directly, it will cost considerable time. To solve this problem, integral image is used in calculating feature values. Value of every pixel in integral image is the sum of grayscale of the pixel’s top-left pixels. For example, the value of pixel $A(x, y)$ in integral image is:

$$I(x, y) = \sum_{x' < x, y' < y} i(x', y')$$

$i(x', y')$ in this formula is the grayscale of pixel $(x', y')$.

With integral image, we could calculate Haar feature values much faster. As is shown in Fig. 9, the sum of grayscales of area 1 could be obtained only with the values of pixels A, B, C, D.

$$I_{area 1} = I_A + I_D - I_B - I_C$$

The calculating of rectangle Haar feature values, with integral image, is only related to the values of four rectangle’s endpoint pixels and the calculating is only concerning adding and subtracting. Therefore, integral image improves the speed of face recognition largely.

Because the distances between CCD camera and different people are not the same, the faces in one image are in different sizes. In order that all faces could be detected, we prefix 8 face sizes and we firstly detect faces in the largest size, and then we will go down to detect faces in the smaller sizes until the smallest size. During this course, if a face is detected, the face area will be marked to avoid that this area will be detected for faces in the smaller sizes, which is an effective method to lower the time complexity of face recognition.
3.3. Pupil detection

Up to now, faces have been detected and each of them has a genuine pupil candidate point. Then candidate eye areas will be selected according to locations of these genuine pupil candidate points in faces and geometry relation between face and eye and these candidate eye areas will be detected by real support vector machine (SVM) and correlation matching. Nevertheless, SVM and correlation matching are time-consuming, so real AdaBoost is introduced once again to diminish fake candidate eye areas and leave just several candidate eye areas for SVM and correlation matching detection. The real AdaBoost classifier here is much more simple than the real AdaBoost classifier for face detection and has much less weak classifiers. Fig. 11 demonstrates this flow path.

SVM [47,48] is an excellent two-class classification algorithm which, by transforming no-linear classification issue in low dimensional space to linear classification issue in high dimensional space, finds optimal decision hyper-plane [47] to finish the classification task. The foundation of SVM is structural risk minimization. And kernel function is introduced to combining transformation from low dimensional space to high dimensional space and depicting of optimal decision hyper-plane, reducing the dimension of classification space and lowering algorithm time complexity. Polynomial kernel [49], radial basis function (RBF) kernel [50] and Gaussian kernel [51] are three common kernel functions. Because RBF kernel is used most extensively and it has highest maturity, it is used in our eye detection method.

Features selection and support vectors selection are two significant items for SVM classification. On one hand, Haar features are still used in our eye detection algorithm since they could resist salt and pepper noise greatly. The features selection could be formulated as follows. Firstly, value range of a feature is divided equally into M segments; secondly, \( F(i) \) of this feature is calculated with following formula:

\[
F(i) = \sum_{m=1}^{M} P_i(m)w_i(m)P_{-i}(m)w_{-i}(m)
\]

where \( P_i(m) \) is the probability of that positive samples’ \( i \)th feature value is in segment \( m \); \( P_{-i}(m) \) donates the probability of that negative samples’ \( i \)th feature value is in segment \( m \); \( w_i(m) \) represents the sum of positive samples’ weights; and \( w_{-i}(m) \) represents the sum of negative samples’ weights. The weights of samples are adjusted adaptively, making SVM classifier more robust. Some Haar features selected for SVM detection are shown in Fig. 12.

On the other hand, the support vectors selection could be summarized as follows. For linearly separable case, the construction of optimal decision hyper-plane could be converted to the following optimal issue:

\[
\min \phi(w) = ||w||^2,
\]

and constraint condition is:

\[
y_i(w \cdot x_i + b) \geq 1, \quad i = 1, 2, \ldots, l
\]

where \( w \) is whole vector; \( \phi(w) \) is vector function; \( x_i \) represents the \( i \)th training sample; \( y_i \) donates the class, which has only two values \(-1\) and \(+1\); and \( b \) is a constant. Then with lagrange optimization method this optimal issue could be converted to its pairing issue:

\[
\max W(x) = \sum_{i=1}^{l} \alpha_i \frac{1}{2} \sum_{ij} \alpha_i \alpha_j y_i y_j (x_i \cdot x_j)
\]

and constraint condition is:

\[
\sum_{i=1}^{l} \alpha_i y_i = 0, \quad \alpha_i \geq 0, \quad i = 1, 2, \ldots, l
\]

where \( x \) is lagrange multiplier. The samples corresponding to the nonzero roots of this pairing issue are support vectors. So the classification function corresponding with optimal decision hyper-plane is as follows:

\[
f(x) = \text{sgn}((w \cdot x) + b) = \text{sgn}(\sum_{i=1}^{l} \alpha_i y_i (x_i \cdot x + b))
\]

where \( x_i \) represents the \( i \)th support vector, and \( x \) is the sample which will be classified. For not linearly separable case, the construction of optimal decision hyper-plane could be converted to the following optimal issue:

\[
\phi(w,c) = \frac{1}{2} ||w||^2 + c \sum_{i=1}^{l} \epsilon_i
\]

and constraint condition is:

\[
y_i(w \cdot x_i + b) + \epsilon_i \geq 1, \quad i = 1, 2, \ldots, l
\]

\[
f(x) = \text{sgn} \left( \sum_{i=1}^{l} \alpha_i y_i K(x_i \cdot x + b) \right)
\]

where \( \epsilon_i \) is a nonnegative relaxation factor. With kernel function, the classification function corresponding with optimal decision hy-
per-plane in a higher dimensional space could be obtained as follows: where $K(x_i, x_j)$ is the inner product of $\varphi(x_i)$ and $\varphi(x_j)$.

Eye “ready-for-detect” positions are composed of positions in two classes: eye positions anticipated by Kalman tracking algorithm based on the eye positions detected in the former image and eye positions in the faces newly detected. The Kalman tracking algorithm will be described in detail in the next part. Because there possibly is some deviation about the eye positions anticipated by Kalman tracking algorithm or some noise about the eye positions in the faces newly detected, not only the eye “ready-for-detect” positions are detected, but also the areas around the eye “ready-for-detect” positions. The spiral detection order is shown in Fig. 13: area zero is the eye “ready-for-detect” positions, which is detected firstly, and then the rest areas will be detected in numerical order.

Both eyes in the same face are detected with real SVM in the spiral detection order, and firstly one eye position which has passed the real SVM detection with the highest confidence level is selected for each eye in the same face. Secondly the number of eye positions which have passed the real SVM detection with confidence levels higher than 80 percents of the highest confidence level is obtained for each eye in the same face. If the number is more than 2, the eye positions corresponding with the 3 highest confidence levels will be picked up for each eye in the same face; if the number is less than 3, the eye positions with confidence levels higher than 80 percents of the highest confidence level will be picked up for each eye in the same face. Thirdly, each eye position picked up for one eye is matched with each eye position picked up for the other eye in the same face, which is called correlation matching. And then the pair of eye positions with the highest correlation coefficient will be deemed as a pair of eyes in the same face. At last, the pupil candidate points corresponding with this pair of eye positions are the pupils detected in the same face. To avoid illumination variation and movement inaccuracy, only the bright pupil field image is used in pupil detection phase.

3.4. Pupil tracking

It is computational expensive to detect pupils, traveling one whole image, in the “candidate points-faces-pupils” detection order for every image. So after obtaining the pupils in current image, the possible pupil positions in the subsequent image are anticipated with Kalman algorithm [52,53], and the areas around these positions anticipated are detected with SVM algorithm preferentially in the subsequent image.

Simulating the motion situation of the “ready-for-detect” target in front of CCD camera, we suppose the motion of the target both in x and y axles are even-speed straight motion which is bothered by a random acceleration $a$. $a$ is a random variable, $a(t) \sim N(0, \sigma^2_a)$. And the motion state vector of the “ready-for-detect” target is supposed as follows:

$$X(k) = [X_{\text{MO}}(k), Y_{\text{MO}}(k), V_x(k), V_y(k)]^T.$$ 

where $X_{\text{MO}}(k)$ and $Y_{\text{MO}}(k)$ are the abscissa and ordinate of the “ready-to-detect” target; $V_x(k)$ and $V_y(k)$ are the speeds of the “ready-to-detect” target in x and y axles. The measure matrix is $Y(k)$:
\[ Y(k) = [X_{ME}(k), Y_{ME}(k)]^T. \]

where \( X_{ME}(k) \) and \( Y_{ME}(k) \) are the measure abscissa and measure ordinate of the “ready-to-detect” target. So Kalman anticipation algorithm includes two models: Motion state vector model:

\[ X(k + 1) = A(k)X(k) + W(k), \]

where \( A(k) \) is state transition matrix and \( W(k) \) donates system perturbation. Measure vector model:

\[ Y(k) = C(k)X(k) + M(k), \]

where \( C(k) \) is the state transition matrix from current to current measurement and \( M(k) \) represents measurement uncertainty. Because the motion of the target is supposed to be even-speed straight motion and \( Y(k) \) only involves position, these two models could be also described with the following two matrixes:

\[
\begin{bmatrix}
X_{MO}(k + 1) \\
Y_{MO}(k + 1) \\
V_x(k + 1) \\
V_y(k + 1)
\end{bmatrix} =
\begin{bmatrix}
1 & 0 & t & 0 \\
0.1 & 0 & t & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
X_{MO}(k) \\
Y_{MO}(k) \\
V_x(k) \\
V_y(k)
\end{bmatrix} +
\begin{bmatrix}
W(k) \\
W(k) \\
W(k) \\
W(k)
\end{bmatrix},
\]

and

\[
\begin{bmatrix}
X_{ME}(k) \\
Y_{ME}(k)
\end{bmatrix} =
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
X_{MO}(k) \\
Y_{MO}(k) \\
V_x(k) \\
V_y(k)
\end{bmatrix} +
\begin{bmatrix}
M(k) \\
M(k)
\end{bmatrix},
\]

where \( t \) is the time interval between adjacent images; the state transition process noise covariance \( \sigma^2 \) equals 1; \( M(k) \) is normally distributed as \( p(M) \sim N(0, R) \), and \( R \) represents measurement noise covariance.

For one image, the possible pupil positions anticipated with Kalman algorithm and the areas around them are detected firstly with SVM algorithm and correlation matching directly. If none pupil is detected, the whole image will be detected in the “candidate points-faces-pupils” detection order for pupils; if some pupils are detected, the face areas according to these pupils will be marked so that these areas will not be detected in the subsequent “candidate points-faces-pupils” cascade detection course. The program pseudo-code of this strategy is shown in Fig.14. This strategy could save processing time effectively and the effectiveness of this strategy will be much higher when there are many users.

4. Experiments

4.1. Classifiers training

For face detection, a cascade AdaBoost detection system which has eight strong classifiers is obtained with machine learning. Because in realistic video captured by CCD camera, non-faces usually take much more space than faces do in the same image, we decide that the ratio of face sample number and non-face sample number is approximately 1:8. The number of face samples in our training database is 5009, and the number of non-face samples is 41,700. Besides, to solve the problem that the non-face samples, which have abundant texture, are much easier to be classified wrongly than the usual non-face samples, we make sure the non-face samples which have abundant texture are more than half of total non-face samples when we try our best to make non-face samples discrete. Some samples used in our face classifiers’ training database are shown in Fig. 15. The face detection accuracy we achieve is 98.2721% and Fig. 16 illustrates the detection effect of our face detection system.

For eye detection, firstly a cascade AdaBoost pre-detection system which has just three strong classifiers is obtained. In the AdaBoost eye training set, there are 4764 eye samples and 30,000 non-eye samples. Secondly, an SVM eye detection system which involves 30 Haar features is obtained. In the SVM eye training set, there are 4764 eye samples and 11,926 non-eye samples. And there are 1687 support vectors in the SVM classifier obtained. Because only eye area contains too little information, the eye-brow area, which contains more information than only eye area does, is detected as a whole. As a result, the non-eye samples are pictures which contain both eyes and brows. Some samples used in our eye classifiers’ training database are shown in Fig. 17. And the eye detection accuracy we achieve is 96.1033%

To test our pupil detection and tracking system, a series of experiments are conducted, including pupil detection for just single people, pupil detection for multiple people, pupil detection with glasses, pupil detection with face rotation, pupil detection with occlusion, pupil detection under various illumination and pupil detection under large-scale head motion. The results of these experiments show that our pupil detection and tracking system could handle the above-mentioned situation and have a great performance in pupil detection. The experimental results and related discussion are presented respectively as follows.
4.2. Pupil detection for just a single people

The pictures in Fig. 18 are captured in three different distances between CCD camera and the man, and the distances are respectively 500 mm, 1000 mm and 2000 mm. The results of this experiment shows that despite different distances between CCD camera and the target people, our pupil detection and tracking system can manage to depict pupils correctly. In Fig. 18, the big blue rectangles demonstrate faces detected and the small blue rectangles illustrate the pupils detected.

4.3. Pupil detection for multiple people

Our pupil detection and tracking system not only can detect pupils for just a single people, but also can detect pupils for multiple people simultaneously. Fig. 19 shows some detection results of our
pupil detection and tracking system for multiple people. The first three pictures demonstrate the pupil detection results for two people simultaneously; the last three pictures illustrate the pupil detection results for three people simultaneously. The people in these pictures are in different distances from CCD camera, and they are with different facial expression. From these detection results we could see that our pupil detection and tracking system can detect pupils for multiple people correctly and simultaneously.

4.4. Pupil detection with glasses

Wearing glasses is a great challenge for pupil detection and tracking because not only glasses lower the intensity of bright pupil effect, but also the light reflection of glasses imports noise to pupil detection and tracking. The pupil detection results of our system for people with glasses are shown in Fig. 20, and these detection results behave the robustness of our pupil detection and tracking system for people wearing glasses. However, if the light reflection covers the whole pupil area, our system will fail. So how to handle this obstacle is part of our feature work.

4.5. Pupil detection with face rotation

Face rotation is another big challenge for pupil detection and tracking and there are two kinds of face rotation: face rotation in the same plane and face rotation out of a plane. Fig. 21 shows the detection results of our system for people with face rotation. The face rotation in our experiment includes all rotating situation: rotating upside, rotating downside, rotating left in the same plane, rotating right out of a plane. The results prove that our pupil detection and tracking system are robust for face rotation. However, it will cause our system to fail when faces rotate substantially, so that how to detect pupils when faces rotate sharply is also part of our future work.

4.6. Pupil detection with occlusion

Occlusion handling is a significant issue for object detection and pattern recognition. The detection results of our system for people with occlusion are shown in Fig. 22. Although faces are occluded partially even mostly, our system can still detect pupils correctly. Considering our pupil detection method is based on face detection, we could figure out that most features in our face detection come from brow-eye area. The small blue rectangles in Fig. 22 illustrate the pupils detected.

4.7. Pupil detection under various illumination

A robust pupil detection and tracking system should resist the influence of illumination variation and perform great in any illumination situation. To test our system, an experiment is conducted as follows: firstly pupils are detected with ambient lights on; secondly pupils are detected with ambient lights off; thirdly pupils are detected with a surrounding mobile light source. Illumination variation could make the grayscale of faces change, but from the pupil detection results in Fig. 23 we could see that our system can cope with the change successfully.

4.8. Pupil detection under large-scale head motion

A robust pupil detection and tracking system should also perform well when target people move fast and substantially. Fig. 24 demonstrates the performance of our system under large-scale head motion. The motion of target face includes moving forward, moving backward, moving upward, moving downward, moving left and moving right, and the motion is fast and large-scale. The pictures in Fig. 24 are picked up every 1 or 1.5 s from the same video. And Fig. 24 illustrates the robustness of our pupil detection and tracking system for large-scale head motion.

Our pupil detection and tracking system does not ask for advanced hardware. Both classifiers training and above-mentioned test experiments can be conducted on the circumstance of Windows XP, Pentium IV, 512 Memory, 2.4GHZ. The resolution of test video is 640 × 480-pixel, and the frame frequency of test video is 30 fps, satisfying the demand of real-time detection.

5. Conclusions and future goals

In this paper, a novel approach to Robust real-time multi-user pupil detection and tracking is brought up, which combines active IR illumination, real AdaBoost, real SVM, correlation matching and Kalman forecast. At the same time, a series of experiments is conducted to test this new method, and the experimental situation includes multiple people in different distances from CCD, wearing glasses, face rotation, occlusion, illumination variation and large-scale head motion. The lessons we learned from the whole research are: (1) active IR illumination not only can produce bright pupil ef-
fect to provide pupil detection reference, but also can help resist the influence of ambient light on pupil detection; (2) face-pupil detection order can eliminate fake pupil candidate points, saving much time compared with detecting pupils directly; (3) the combination of SVM and correlation matching utilizes the great classification function of SVM as well as the symmetrical relation of two eyes in the same face, performing well in pupil detection; (4) with Kalman forecast and face area marking, the time complexity of pupil detection can be decreased effectively. The experimental results show that this new method behaves great under various illumination or larger-scale head motion, and this new method can handle occlusion, face rotation, glasses interference and pupil detection for multiple people successfully. However, to improve our pupil detection and tracking system, there are still three goals we should

**Fig. 17.** Some samples used in our eye classifiers’ training database.
A The distance between CCD camera and the man is 500mm.

B The distance between CCD camera and the man is 1000mm.

C The distance between CCD camera and the man is 2000mm.

**Fig. 18.** Experimental results of our pupil detection and tracking system for just a single people.

**Fig. 19.** Experimental results of our pupil detection and tracking system for multiple people (the big blue rectangles demonstrate faces detected and the small blue rectangles illustrate the pupils detected). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
reach in our future work: (1) our system should detect pupils correctly when faces rotate substantially; (2) our method should be more robust when there is sharp glasses interference; (3) to extend the applicable scope of our system, the novel method should be utilized just with embedded apparatus.
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Appendix A. Specific AdaBoost training method (Real AdaBoost)

1. Given the set of training samples $S = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}$, weak classifier space $H$. In the set, $x \in X$ is the sample data; $y = \pm 1$ is class label; $n$ is the number of samples. The initialized sample weight is $D_t(i) = \frac{1}{n}, i = 1, 2, \ldots, n$.

2. For $t = 1, 2, \ldots, T$ ($T$ is the number of features which are aimed to get:)
   1. Apply the following steps to every weak classifier in $H$:
      1. Divide the sample space $X$ to $x_1, x_2, x_3, \ldots, x_n$;
      2. With the weight of training samples $D_t$, calculating:
         $$W^t_k = P(x_i \in X_j, y_i = k) = \sum_{x_i \in X_j} D_t(i), k = \pm 1$$
   3. Under the division, set the output of weak classifier as:
      $$\forall x \in X_j, h(x) = \frac{1}{2} \ln \left( \frac{W^t_j + e}{W^t_{j-1} + e} \right), j = 1, 2, \ldots, m.$$  
      $e$ is a tiny positive number.
   4. Calculating the initialization factor:
      $$Z = \sum_j \sqrt{W^t_j W^t_{j-1}}$$
   5. Select $h_t$ in weak classifier space to minimize $Z$:
      $$Z_t = \min_{h_t \in H} Z_t, h_t = \arg\min_{h_t \in H} Z_t$$
   6. Update the weight of training samples:
      $$D_{t+1}(i) = \frac{D_t(i) e^{y_i h_t(x_i)}}{Z}$$

Fig. 22. Experimental results of our pupil detection and tracking system for people with occlusion.

Fig. 23. Experimental results of our pupil detection and tracking system for people under various illumination (the big blue rectangles demonstrate faces detected and the small blue rectangles illustrate the pupils detected). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
$D_{t+1}(i) = D_t(i) \exp \left[ -\gamma_t h_t(x_i) \right] / Z_t$

$Z_t$ is the initialization factor, to make $D_{t+1}$ a probability distribution.
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