A Methodology to Exploit Profit Allocation in Logistics Joint Distribution Network Optimization
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Logistics joint distribution network (LJDN) optimization involves vehicle routes scheduling and profit allocation for multiple distribution centers. This is essentially a combinational and cooperative game optimization problem seeking to serve a number of customers with a fleet of vehicles and allocate profit among multiple centers. LJDN routing optimization based on customer clustering units can alleviate the computational complexity and improve the calculation accuracy. In addition, the profit allocation mechanism can be realized based on cooperative game theory through a negotiation procedure by the Logistics Service Provider (LSP). This paper establishes a model to minimize the total cost of the multiple centers joint distribution network when each distribution center is assigned to serve a series of distribution units. An improved particle swarm optimization (PSO) algorithm is presented to tackle the model formulation by assigning distribution centers (DCs) to distribution units. Improved PSO algorithm combines merits of PSO algorithm and genetic algorithm (GA) with global and local search capabilities. Finally, a Shapley value model based on cooperative game theory is proposed to obtain the optimal profit allocation strategy among distribution centers from nonempty coalitions. The computational results from a case study in Guiyang city, China, suggest the optimal sequential coalition of distribution centers can be achieved according to Strictly Monotonic Path (SMP).

1. Introduction

A logistics joint distribution network (LJDN) is usually composed of several logistics facilities (e.g., logistics centers and distribution centers) and a large number of customers [1–3]. Different from single-depot logistics distribution network optimization problems, the cooperation mechanism widely exists for LJDN. How to allocate the cost savings among different logistics participants in LJDN is considered as the most critical issue during the optimization procedure. Properly optimizing LJDN not only mitigates network-wide traffic congestion and reduces negative environmental effects (i.e., energy consumption and traffic pollution), but also promotes mutual cooperation for profit maximization [4, 5]. To achieve these goals, a necessary negotiation process between multiple participants is desired, and this process can be implemented by introducing a Logistics Service Provider (LSP) to coordinate or discussing within the existing participants [6–8]. The LSP can be defined as a Logistics Service Provider that performs corresponding logistics operations on behalf of other participants [9]. LSPs are actively looking for opportunities to increase both efficiency and profit for their own clients (i.e., participants) [10, 11]. In addition, logistics companies and manufacturers tend to outsource their noncore business to a third-party for financial savings, and this raises the transportation demand and stimulates resource integration in LSP market.

LJDN optimization is a strategic and tactical procedure with multiple complicated steps, such as multiple depots (or centers) vehicle routing optimization and profit allocation procedures. Most previous studies focused on designing efficient algorithms for solving Multiple Depot Vehicle Routing Problems (MDVRP) [2, 12–14]. To ensure successful delivery
and pickup services in MDVRP, the coordination among multiple depots should be taken prior to vehicle routing. This incurs an interesting issue on how to allocate profit within multiple logistics entities in a cooperative manner [15, 16]. Traditional MDVRP neglected such a profit allocation procedure by assuming that each logistic entity is willing to cooperate. This assumption oversimplifies the realistic condition where the logistics activities are profit-driven, and thus individual benefit should be incorporated during horizontal and vertical cooperation [11], which can be achieved via a profit allocation mechanism to retain a mutually beneficial relationship. The stability of cooperation relies on the rationality of profit allocation. Therefore, the rationality of profit allocation is the core of the logistics joint distribution network optimization [17] and should be taken into account in this study.

The cost savings from multiple depots vehicle routing optimization will be served as the input to allocate profit among various logistics entities. Therefore, developing a robust solution algorithm to find optimal solutions for MDVRP is necessary. However, in metropolitan logistics distribution network with thousands of customers, traditional approach for MDVRP may not be effective to cope with such a sophisticated scenario [18, 19]. To alleviate the computational complexity and improve the calculation accuracy, customer clustering should be initially applied before VRP optimization. A large logistics region can be grouped into several smaller zones where customers share certain common features (i.e., geospatial location, demand, etc.). Then, customers within each zone form a clustering unit and request service from each depot. Many researchers have proposed a variety of clustering methods to study MDVRP [14, 20–24]. Thangiah and Salhi [21] presented a generalized clustering approach based on genetic algorithm, and their genetic clustering method can be further used to solve the MDVRP. Wu et al. [22] proposed a hybrid simulated annealing algorithm to solve MDVRP, where insertion and 2-swap operators were used to manipulate customers from one cluster to another cluster. Dondo and Cerdà [23] developed a three-stage heuristic approach for the multiple depots routing problem with time windows and heterogeneous vehicles: cluster generation, cluster assignment and sequencing, and nodes sequencing within clusters (i.e., vehicle scheduling). Mirabi et al. [14] presented three hybrid heuristics to solve the MDVRP. Yücenur and Demirel [24] developed a genetic algorithm based on the clustering technique for studying the multidepot vehicle routing problem, and the cluster first-route second algorithm was proposed. In their paper, clustering procedures were used to group customers with similar characteristics to reduce the calculation complexity.

Customer clustering is usually an intermediate stage during the MDVRP optimization procedure. The distribution centers (DCs) can be assigned to a number of customer clustering units for delivery service, and this issue can be considered as a variant of the quadratic assignment problem (QAP) [25, 26]. The QAP was first introduced by Koopmans and Beckmann [27] and aimed to assign \( n \) facilities to \( n \) locations in such a way that each facility is assigned to one exact location. The goal of the QAP is to minimize the sum of the distances multiplied by the corresponding flows and the associated cost of allocating each facility to a certain location [28–30]. Within each clustered region, the mathematical programming model and solution algorithm can be further developed to solve MDVRP [12, 15, 31]. Ho et al. [13] presented two hybrid genetic algorithms based on customer clustering techniques for dealing with MDVRP. Liu et al. [32] presented a mathematical programming model and a two-phase greedy algorithm to study the full truckloads multi-depot capacitated vehicle routing problem in carrier collaboration. Aras et al. [16] formulated two mixed-integer linear programming models (MILP) for selective MDVRP with pricing, and a Tabu Search on the basis of heuristic method was proposed to solve the MILP model. Bettinelli et al. [33] established an integer linear programming model and presented a branch-and-cut-and-price algorithm to solve the multidepot heterogeneous vehicle routing problem with side windows. Narasimha et al. [34] proposed an extension of ant-colony technique to solve the min-max MDVRP. Tu et al. [35] presented a bi-level Voronoi diagram-based metaheuristic to tackle the large-scale MDVRP.

Based on the aforementioned discussion, a natural thought is to incorporate the profit allocation paradigm into multiple depots’ vehicle routing optimization for logistics joint distribution network. However, only a small number of relevant studies have been conducted on this research domain. Özener and Ergun [36] presented cost allocation mechanisms based on the cooperative game theory, and then a set of new properties and several cost allocation schemes were proposed to study a collaborative transportation procurement network. Krajewska et al. [37] presented the profit margins resulting from horizontal cooperation among freight carriers, which is based on the cooperative game theory for a pickup and delivery problem with time windows. The possibilities of sharing these profit margins among the partners were also discussed. Wang et al. [38] constructed two mathematical models to study the optimal allocation of the module members for given garment assembly tasks in a modular production system. Frisk et al. [17] proposed a new cost allocation method based on economic models. These models include Shapley value, the nucleolus, shadow prices, and volume weights for collaborative forest transportation. Crijnsen et al. [7] proposed a novel “supplier-initiated outsourcing” procedure to exploit synergy in transportation. Lozano et al. [39] presented a linear model to allocate the cost savings among different companies when their transportation requirements are simultaneously considered. However, the above studies suffer from the following issues. (1) The network size in most studies is relatively small. When considering the large-scale logistics distribution network, customer clustering should be adopted prior to VRP optimization for reducing the calculation complexity. Consequently, the mathematical programming model and solution algorithm should be designed to optimize the logistics distribution network based on customer clustering units rather than customers. (2) Most studies focus on investigating the mechanism of profit allocation from economic perspectives but neglect the interaction between profit allocation and VRP optimization. To the best of our knowledge, no explicit architecture was developed
to explain how optimized vehicle routings affect the profit distribution among multiple logistics participants. Therefore, a reasonable profit allocation approach based on cooperative game theory should be designed and combined with MDVRP for LJDN optimization.

This study aims to construct a multiple centers logistics joint distribution network and then develops a linear programming model with a solution algorithm to optimize the network for cost savings calculation. Based on the computed cost savings, a profit allocation approach is proposed to distribute the total profit within logistics participants and determine the optimal strategy for sequential coalitions. Compared with the previous studies, the main contributions of this paper lie in the following. (1) The model formulation is first established to minimize the total cost in the LJDN optimization procedure. (2) An improved particle swarm optimization (PSO) algorithm is proposed to assign distribution centers (DCs) to distribution units and resolve the model. (3) Shapley value model is utilized to study the profit allocation among multiple distribution centers in LJDN. (4) A real-world numerical study is undertaken to demonstrate the applicability of the proposed method.

2. Logistics Joint Distribution Network

Logistics joint distribution network (LJDN) can be established through negotiation. The negotiation procedure is organized by either Logistics Service Provider (LSP) or players from the distribution network. LJDN can reasonably integrate the resources together. Therefore, it can reduce the crisscross transportation phenomenon and realize information sharing. In our study, the logistics distribution network contains multiple DCs and a large amount of customer clustering units. Figure 1 presents a logistics network structure change before and after joint distribution. DCs are independent with each other before the LJDN is established. Each customer clustering unit is a group of customers with common features, such as similar temperature controlled goods and similar geographical conditions; the customer clustering unit is referred to as a distribution unit.

The logistics distribution network structure without joint distribution exhibits a nonoptimal condition as shown in Figure 1(a), where several DCs still serve those distribution units with long distances, even if these distribution units are adjacent to other peer DCs. This is probably due to the customer loyalty and market condition. For instance, customers may still continue to request the same service from their previous DCs for long-term cooperation relations. In addition, if no equivalent policies (e.g., door-to-door service, discount, etc.) are available from the other alternative DCs in the market, customers are more likely to accept services from previous DCs even if these DCs are far away from them. To optimize the unreasonable network structure, the cooperation between DCs should be promoted by reassigning distribution units to different DCs. Such a network structure adjustment may lead to cost savings compared with the previous "unreasonable" logistics network, and the generated profits are needed to distribute among multiple DCs. Therefore, the LJDN optimization becomes two critical issues on how to redesign the logistics network and then allocate the gained profits within multiple DCs in an effective manner. As shown in Figure 1(b), when LJDN is established, each distribution unit is reasonably assigned to its adjacent DC. Goods can be delivered among DCs by a fleet of semitrailer trucks, and each DC can perform a variety of routing plans to serve several distribution units with small trucks. LJDN optimization needs to consider the interplay among DCs and distribution units, and it is a multiconstraint combinatorial and game optimization issue. The goal of LJDN is to serve each customer timely and reduce the total cost of the entire system.

Under the actual circumstance, each distribution unit includes multiple customers, and the center of each distribution unit can be calculated as $\bar{x}_j = \frac{\sum_{o=1}^{N_j} x_{jo}}{N_j}$, $\bar{y}_j = \frac{\sum_{o=1}^{N_j} y_{jo}}{N_j}$, where the coordinate for each customer $o$ in the distribution unit $j$ can be expressed as $(x_{jo}, y_{jo})$, and the number of customers is $N_j$. The distance can be calculated based on each set of coordinates. For the convenience of calculation, several assumptions need to be set before LJDN is established.

1. The flow of goods is bidirectional between DCs; this means that DCs contain both input and output flows.
2. The customer demands are predetermined and considered relatively stable within a certain period.
3. Semitrailer trucks are used for loading and unloading goods between the DCs, and small trucks are used for delivery between DCs and distribution units.
4. The distribution units are served by a fleet of small trucks. Each small truck will return to its DC after serving all customers in each distribution unit. For each small truck, the total delivery distance is identical to the returning distance. It is worth noting that no vehicle routing problem (VRP) was involved to determine the sequence for both DCs and distribution units in this study.
5. Multiple DCs are independent with each other before the LJDN is established. LJDN will be established through negotiation organized by LSP, and the ultimate optimization goal is to maximize the cost savings.

3. Related Definitions and Model Formulation

3.1. Related Definitions. Several related definitions are needed and described as follows.

$I\{i \mid i = 1, 2, 3, \ldots, m\}$ denotes the set of distribution centers; in addition, $h \in I$, and $h$ represents a distribution center that is different from $i$ and denoted as $h \neq i$.

$J\{j \mid j = 1, 2, 3, \ldots, n\}$ denotes the set of distribution units in a logistics distribution network.

$x_{ij}$ expresses the delivery quantity from the $i$th distribution center to the $j$th distribution unit.

$q_j$ denotes the demand quantity of the $j$th distribution unit within one working period.
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Figure 1: Logistics joint distribution network diagram.

\( Q \) expresses the total demand quantity of all distribution units and can be expressed as \( Q = \sum q_j \), where \( j \in J \).

\( d_i \) denotes the delivery capacity of the \( i \)th distribution center within one working period.

\( d_{ih} \) expresses the delivery quality from distribution center \( i \) to \( h \).

\( D \) denotes the total delivery capacity of the distribution centers and can be expressed as \( D = \sum_i d_i \), where \( i \in I \).

\( B \{B_i \mid i = 1, 2, \ldots, m\} \) denotes the decision matrix, and \( B_i = 0 \) or \( 1 \), where \( i \in I \). \( B_i = 1 \) denotes that the distribution center \( i \) agrees to cooperate in logistics joint distribution network. \( B_i = 0 \) denotes that the distribution center \( i \) refuses to cooperate in logistics joint distribution network.

\( r_{ij} \) denotes the distribution relation between DCs and distribution units, \( r_{ij} = 0 \) or \( 1 \), where \( i \in I \), \( j \in J \). \( r_{ij} = 1 \) denotes that the distribution center \( i \) will deliver goods to the distribution unit \( j \), and \( r_{ij} = 0 \) indicates that the distribution center \( i \) will not deliver goods to the distribution unit \( j \). In addition, \( \sum_d r_{ij} = 1 \).

3.2. Model Formulation. The model formulation can be considered as the objective function to minimize the total cost when each DC is assigned to serve a series of distribution units. The notations used in the logistics joint distribution network optimization formulation are listed as follows:

- \( LC_V \): loading capacity of small truck,
- \( LC_s \): loading capacity of semitrailer truck,
- \( C_V \): fuel consumption rate of small truck (gallon/K miles),
- \( C_s \): fuel consumption rate of semitrailer truck (gallon/K miles),
- \( \rho_V \): gasoline price (dollar/gallon),
- \( \rho_s \): diesel price (dollar/gallon),
- \( F_V \): annual maintenance cost of small truck (dollar/year),
- \( F_s \): annual maintenance cost of semitrailer truck (dollar/year),
- \( L_{ij} \): distance from the distribution center \( i \) to \( j \),
- \( L_{ih} \): distance from the distribution center \( i \) to \( h \),
- \( \lambda \): variable cost coefficient of each distribution center,
- \( K \): distance unit for fuel consumption calculation,
- \( T \): number of working period,
- \( G_i \): fixed cost of the distribution center \( i \) in a working period,
- \( \zeta_i \): service cost (e.g., personnel cost, maintenance cost, transportation cost, etc.) of the LSP for distribution center \( i \) when cooperation is achieved in a working period.

The model formulation is composed of \( F_1 \), \( F_2 \), and \( F_3 \); these subformulations can be shown as follows.

\( F_1 \) denotes the sum of transportation cost and annual maintenance cost for each pair of distribution centers in LJDN within a working period, and it can be calculated as

\[
F_1 = \sum_{i \in I, j \in J, h \neq i} \left( \frac{d_{ih}}{LC_s} \times \frac{C_s}{K} \times \rho_s \times L_{ih} + \frac{d_{ih}}{LC_s} \times F_s \right). \tag{1}
\]

\( F_2 \) denotes the sum of transportation cost and annual maintenance cost from each distribution center assigned to each
distribution unit by a fleet of small trucks within a working period; it can be calculated as

\[ F_2 = \sum_{i \in I} \left( \sum_{j \in J} \left( \frac{r_{i,j} \times x_{i,j}}{LC_v} \times \frac{C_v}{K} \times \rho_v \times 2 \times L_{i,j} \right) \right) + \sum_{i \in I} \left( \frac{d_i}{LC_v} \times \frac{F_i}{T} \right). \]

(2)

\( F_3 \) is fixed and variable costs of all distribution centers and LSP:

\[ F_3 = \sum_{i \in I} \left( 1 - B_i \right) G_i + B_i Z_i + \lambda \times d_i. \]

(3)

The objective function for logistics joint distribution network optimization can be expressed as follows:

\[ \text{Min} \quad F = F_1 + F_2 + F_3 \]

(4)

Subject to

\[ d_i = \sum_{j \in J} r_{i,j} \times x_{i,j}, \quad \forall i \in I \]

(5)

\[ B_i \leq 1, \quad B_i = \{0, 1\}, \quad \forall i \in I \]

(6)

\[ \sum_{j \in J} q_j = \sum_{i \in I} d_i, \quad \forall i \in I, \quad \forall j \in J \]

(7)

\[ Q = D, \quad \forall i \in I, \quad \forall j \in J \]

(8)

\[ \sum_{i \in I} \left( r_{i,j} \times x_{i,j} \right) = q_j, \quad \forall i \in I, \quad \forall j \in J \]

(9)

\[ \sum_{i \in I} r_{i,j} = 1, \quad \forall i \in I, \quad \forall j \in J \]

(10)

\[ r_{i,j} = \{0, 1\}, \quad \forall i \in I, \quad \forall j \in J. \]

(11)

The objective function (4) is to minimize the total cost of a logistics joint distribution network. Constraint (5) ensures that delivery capacity is equal to total delivery quantity at distribution center \( i \). Constraint (6) enumerates two scenarios that the distribution centers either agree to cooperate or not. Constraint (7) and constraint (8) guarantee that the total demand quantity should equal the total delivery quantity. Constraint (9) ensures that the total delivery quantity from all distribution centers to the distribution unit \( j \) equals the demand at the distribution unit \( j \). Constraint (10) assures that a distribution unit can only be served by one distribution center. In constraint (11), if the distribution center \( i \) serves the distribution unit \( j \), then \( r_{i,j} \) is set to 1; otherwise, \( r_{i,j} \) is set to 0.

3.3. Shapley Value Model. When cooperation among multiple distribution centers in LJDN is achieved, each distribution unit is adequately assigned to its adjacent distribution center for VRP optimization. LSP is then required to allocate the gained profit due to network structure adjustment to each distribution center. To implement a fair and effective profit allocation strategy, the Shapley value model can be utilized in this study. The Shapley value model belongs to the cooperative game theory, which studies cooperative behavior by analyzing the negotiation process within a group of players in setting up a joint plan or contract of activities, such as profit allocation of collaboratively generated revenues. The Shapley value model is a method that presents a unique solution to the cost and profit allocation problem. Properly allocating profit can generate the synergy savings and be critical to any logistics cooperation [17, 39, 43, 44]. Several related notations are needed and presented as follows:

\( N \): set of target players in a coalitional form and is called grand coalition,

\( S \): set of coalitions from the collection of all subsets of \( N \),

\( \nu(S) \): values of all coalitions \( S \),

\( \phi(N, \nu) \): Shapley value allocated to a certain player in the coalitions,

\( T \): subset of coalitions belonging to \( S \),

\( \sigma \): the LSP’s synergy requirement,

\( C_0(i) \): cost of player \( i \) without coalition,

\( C(S) \): total cost in the \( S \) by LSP,

\( \Gamma \): set of possible sequential coalitions in grand coalition \( N \),

\( \pi(i) \): rank of player \( i \) in sequence \( \pi \),

\( \eta(i, \pi, s) \): cost reduction percentages to player \( i \) on step \( s \) along sequence \( \pi \).

When we set \( N \) as a finite set of players, \( 2^N - 1 \) can denote the number of all subsets of \( N \) excluding the null set. The elements of all subsets are called coalitions; \( N \) is also known as the grand coalition. The values of all coalitions in \( S \) are mapped by a characteristic function denoted by \( \nu \). The Shapley value model is to construct a vector \( \nu(N) \) that allocates the value \( \nu(S) \) of the grand coalition based on the values \( \nu(S) \) of all coalitions \( S \) [45]. The Shapley value model stated in (12) expresses the profit to be allocated for player \( i \) and is on the basis of the hypothesis that the grand coalition is formed by entering each player into this coalition at a time. As the player \( i \) enters the coalition, player \( i \) can be assigned the marginal contribution \( \nu(S) - \nu(S - \{i\}) \). The Shapley value is the average expected payoff of players in a completely random procedure:

\[ \phi_i(N, \nu) = \sum_{S \in \mathcal{N}, i \in S} \frac{(|S| - 1)! ([|N| - |S|])!}{|N|!} [\nu(S) - \nu(S - \{i\})]. \]

\[ \forall i \in N. \]

(12)

If \( S \) is assumed as the grand coalition, the subgame \( (S, \nu) \) is given by the restriction of \( \nu \) to \( 2^S - 1 \); for all \( T \subset S \), the marginal
contribution can be expressed as \( v(T) - v(T - \{i\}) \). The Shapley value method then becomes

\[
\phi_i(S, v) = \sum_{T \subseteq S \subseteq T} \frac{(|T| - 1)!(|S| - |T|)!}{|S|!} [v(T) - v(T - \{i\})],
\]

\( \forall i \in S. \) 

(13)

The Shapley value model is based on four fairness properties. The calculated cost and profit allocation strategy should satisfy the four properties including efficiency, symmetry, dummy property, and additivity [7, 17, 39]. These four properties exhibit several desirable features from a practical perspective. Both the rationality and stability of allocation can be guaranteed based on these properties.

The LSP in the current logistics network is responsible to coordinate between multiple logistics entities by providing services such as warehousing, transportation management, and negotiation. Since the players in the form of coalition are served by LSP and accumulate a certain amount of profit, the LSP needs to extract a certain amount of gained profit as a result of synergy service. This share of profit is also called synergy requirement and is expressed as \( \sigma \in [0, 1] \). When \( \sigma \) is set as a low value, the LSP will receive a lower prospect profit, and the players in LJDN are more likely to cooperate. The value \( v(S) \) of a coalition \( S \) in the synergy game can be determined in

\[
v(S) = (1 - \sigma) \max \left\{ \sum_{i \in S} C_0(i) - C(S), 0 \right\}.
\]

(14)

In (14), \( C_0(i) \) expresses the cost of player \( i \) in the absence of synergy, while \( C(S) \) is the total cost of all players served by LSP in a coalition \( S \). In addition, the synergy group can be only established when the total cost of all players in the form of coalition \( S \) is lower than the total cost of players without any coalition. Whenever \( \sum_{i \in S} C_0(i) < C(S) \) happens, the players in \( S \) will not accept the LSP’s service, and \( v(S) \) will be set to 0.

We assume that \( I \) is the set of sequences in grand coalition \( N \), and these sequences contain \(|N|! \) different combinations \( \pi \). \( \pi(i) \) is used to express the rank of player \( i \) in sequence \( \pi \). The cost reduction percentages \( \eta(i, \pi, s) \) can be defined as

\[
\eta(i, \pi, s) = \frac{\phi_i \left( \bigcup_{(i,j) \in N} \mu, v \right)}{C_0(i)}, \quad s \geq \pi(i).
\]

(15)

In (15), the cost reduction percentages \( \eta(i, \pi, s) \) are used to explain the Strictly Monotonic Path (SMP) in the following sections [7]. SMP is considered such a sequence where the cost reduction percentages for all committed players are monotonically increasing as each player joins the coalition. The above procedure can be illustrated in Section 4.2.

4. The Method Solving Procedure

The method solving procedure is composed of two steps: (1) improved particle swarm optimization (PSO) algorithm is used to solve the logistics joint distribution network optimization model. The aim of this step is to assign each distribution unit into each corresponding distribution center by optimizing the total cost calculated in (4); (2) Shapley value model is then utilized to allocate the gained profit among multiple distribution centers in logistics joint distribution network, where the gained profit is calculated by comparing the costs from the optimized logistics network and the initial logistics network.

4.1. Improved PSO Algorithm Design. Particle swarm optimization (PSO) is a swarm intelligence stochastic approach. PSO is inspired by social behavior of bird flocking and optimizes the local best solution according to the particle’s position and velocity [46, 47]. PSO algorithm can be extended to solve the combinational optimization problems [48–50]. This paper presents an improved PSO algorithm with crossover and mutation operations from genetic algorithm (GA). The improved PSO algorithm can increase the reliability of solving the optimization model. The relevant notations can be predefined as follows:

- \( v_{y,t}^{x+1} \): velocity of particle \( y \) at iteration number \( t + 1 \),
- \( \text{rand}(\cdot) \): a random fraction between 0 and 1,
- \( x_{y,t}^{x+1} \): a position of particle \( y \) at iteration number \( t + 1 \),
- \( \text{fix}(\cdot) \): integer the position of each particle,
- \( p_i : \) individual best known position of particle \( y \) at iteration number \( t \),
- \( g_i : \) global best known position of particle \( y \) at iteration number \( t \),
- \( c_i \) and \( c_2 \): acceleration coefficients,
- \( w_{int} \) and \( w_{end} \): inertia weights,
- \( V \): maximum velocity,
- \( T' \): total number of distribution centers,
- \( \text{rand} \int [1, T'] \): a random integer between 1 and \( T' \),
- \( p_c \): crossover probability,
- \( p_m \): mutation probability,
- \( S_{max} \): maximum number of iterations for improved PSO algorithm,
- Swarm size: size of particle swarm.

4.1.1. Particle Encoding Scheme and Particle State Update Operations. Particle encoding scheme and evaluation function design are the key issues in the algorithm operations [48, 51–55]. For the logistics joint distribution network optimization, the number of distribution centers and the location and delivery capacity of each distribution center are needed to be taken into account. Therefore, a two-dimensional particle encoding is presented in this study. The first dimension of the particles can be expressed as \( 1, 2, 3, \ldots, j, \ldots, L \), and \( L \) is the total number of distribution units. The second dimension can be expressed as the sequence number of the distribution center that is assigned to serve each distribution unit, and the second dimension code will express the position of one particle. \( y_{k,j} \) is the distribution center assigned to the \( j \)th
distribution unit in the $k$th particle. For example, $y_{k,j} = 1, 2, 3$ and $j = 1, 2, 3, \ldots, L$. The two-dimensional particle encoding table is shown in Table 1. $y_{4,2} = 3$ expresses that the third distribution unit is assigned to the second distribution unit in the fourth particle.

The above encoding method ensures that each distribution unit is served by a certain distribution center in the joint distribution network. The initial population of particles can be generated by using the particle encoding method. Then, the initial fitness function value can be obtained based on the objective function, and record the initial individual best known position ($p$) and best known fitness function value. Meanwhile, the initial global best known position ($g$) and initial best known fitness function value also remained in the calculation procedure. To evaluate the effectiveness of improved PSO algorithm, the fitness function value should be properly defined. If the objective function is $F_y$, the fitness function value can be shown as

$$Z_y = \frac{1}{F_y}. \quad (16)$$

Both the position and velocity information can be used to express the state of a particular particle. The next state of a particle depends on the current position and velocity. A particle state update mechanism is presented in the improved PSO algorithm procedure. The velocity and position can be updated through the following equations:

$$v_{y,t+1}^{i} = \begin{cases} \frac{\nu_y^{i} - c_1 \times \text{rand}(t) \times (p_y^{i} - x_y^{i})}{t + c_2 \times \text{rand}(t) \times (g_y^{i} - x_y^{i})} - V \leq v_{y,t+1}^{i} \leq V \\ -V + 2 \times V \times \text{rand}(t) \text{ others} \end{cases}$$

$$x_{y,t+1}^{i} = \begin{cases} \text{fix}(x_y^{i} + v_{y,t+1}^{i}) - V \leq v_{y,t+1}^{i} \leq V \\ \text{rand int}[1, T'] \text{ others} \end{cases} \quad (17)$$

In addition, the inertia weight of each particle $w$ can be further described as follows:

$$w = \frac{(w_{\text{init}} - w_{\text{end}}) (S_{\text{max}} - t)}{S_{\text{max}}} + w_{\text{end}} \quad (19)$$

$w$ decreases with time in (19), and $w$ can be calculated with feedback to (17) for obtaining the new velocity and position of the particle.

4.1.2. Improved PSO Algorithm Procedure. Based on the above introduction of particle encoding scheme and particle state update operations, the improved PSO algorithm is detailed as follows.

Step 1. An integer is randomly generated as each dimension of position vector in each particle within $[1, T']$, and the initial speed vector of each particle is randomly generated within $[-V, V]$.

Step 2. Find and regenerate the unqualified particles; calculate the fitness function value $Z_y$ of each particle by using (16).

Step 3. The fitness function value can be used as the individual best known solution $P_y$, and the global optimal solution $P_g$ can also be found.

Step 4. Execute the crossover operation based on the $p_c$, and calculate the fitness function of these particles; update the relevant solutions $P_y$ and $P_g$.

Step 5. Execute the mutation operations based on the $p_m$, and calculate the fitness function of these particles; update the relevant solutions $P_y$ and $P_g$.

Step 6. Calculate the new velocity and position of each particle based on (17), (18), and (19), and determine the number of iterations; if it exceeds the maximum number of iterations, the calculation procedure will be terminated, or return to Step 2.

Step 7. Calculate and select the optimal solution (i.e., position and fitness function value) from all feasible particles. This optimal solution will be the final result for the joint distribution network optimization.

In the course of above improved PSO algorithm, the particle swarm operations and genetic operations are reasonably combined. Therefore, it enhances the search space, provides a more robust global and local search capability, and improves the optimization capability of the proposed algorithm.

4.2. Profit Allocation Application Based on Shapley Value Model. Once the logistics joint distribution network optimization is achieved by the improved PSO algorithm, the optimal profit allocation strategy among distribution centers from nonempty coalitions can be generated. In order to understand the Shapley value model, the calculation procedure with a 3-player example is presented in Table 2 based on (13) and (14). We assume $\sigma = 0$ for calculation convenience.

All of the possible coalitions are listed in Table 2, and all cost reduction percentages can be calculated and demonstrated in Figure 2. In order to establish the grand coalition, the LSP will have to select an effective cooperation strategy for profit allocation. The order of each player joining into a

<table>
<thead>
<tr>
<th>$S$</th>
<th>$\sum_{i \in S} C_y(t)$</th>
<th>$C(S)$</th>
<th>$v(S)$</th>
<th>$\phi(S, v)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[A]</td>
<td>200</td>
<td>160</td>
<td>40</td>
<td>(40; 0; 0)</td>
</tr>
<tr>
<td>[B]</td>
<td>350</td>
<td>380</td>
<td>0</td>
<td>(0; 0; 0)</td>
</tr>
<tr>
<td>[C]</td>
<td>150</td>
<td>120</td>
<td>30</td>
<td>(0; 30; 0)</td>
</tr>
<tr>
<td>[A, B]</td>
<td>550</td>
<td>510</td>
<td>40</td>
<td>(40; 0; 0)</td>
</tr>
<tr>
<td>[A, C]</td>
<td>350</td>
<td>260</td>
<td>90</td>
<td>(50; 0; 40)</td>
</tr>
<tr>
<td>[B, C]</td>
<td>500</td>
<td>480</td>
<td>20</td>
<td>(0; 20; 0)</td>
</tr>
<tr>
<td>[A, B, C]</td>
<td>700</td>
<td>580</td>
<td>120</td>
<td>(63; 8; 49)</td>
</tr>
</tbody>
</table>
coalition affects the magnitude of distributed profit. Figure 2 presents the diagram for cost reduction percentage changes when each player joins a coalition. A coalition can be established through the sequence \( \pi = ACB \), indicating that player A joins a coalition, followed by player C, and the final coalition is formed among player A, player C, and player B. According to the definition of Strictly Monotonic Path, \( \pi = ACB \) and \( \pi = CAB \) are the only two suitable sequences satisfying the requirement of SMP, where their cost reduction percentages increase as each player joins the coalition. The next step is to find the most favorable sequence from these two SMPs as the optimal profit allocation strategy. The coalition procedures with cost reduction percentage for \( \pi = ACB \) and \( \pi = CAB \) are shown in Table 3. When only one player (either player A or player C) exits in the logistics network, the cost for this player will be reduced from 200 to 160 and this player C will be reduced from 150 to 120 due to the service provided by LSP, which is equivalent to a 20% reduction. However, the cost reduction rate for \( \pi = ACB \) when player C joins reaches 26.7%, while this rate is only 25% when player A joins for \( \pi = CAB \). This implied that player C is more likely to form a coalition with player A because player C can receive a higher cost reduction compared with another scenario that player A joins the coalition with a less profit gain (e.g., 25% cost reduction rate). Thus, the selected profit allocation strategy should be to let player A enter the logistics network, followed by player C, and player B finally joins the coalition. This leads to the grand coalition constructed among all the players.

Without loss of generality, the above illustration can be summarized as below.

**Step 1.** Select the diagonal values from the cost reduction percentage matrix (e.g., Table 3) in possible sequential coalitions based on SMP.

**Step 2.** Find the player with the maximum lowest cost reduction percentage in the selected diagonal values. If the cost reduction percentage remains the same for all possible sequential coalitions, then seek for another player with the maximal second lowest cost reduction rate. This process continues until at least one player can be found or all players have been searched.

**Step 3.** The selected sequential coalition will be considered as the candidate profit allocation strategy. If all players have been searched, select any sequential coalition as the candidate profit allocation strategy.

### 5. Implementation and Analysis

#### 5.1. Data Source

To illustrate the applicability of the proposed methods in logistics joint distribution network optimization, a practical example in Guiyang, China, is used for the numerical study. Guiyang city is the capital of Guizhou Province and is a critical transportation hub. The locations of four DCs and 85 distribution units are demonstrated in Figure 3. 85 distribution units are, respectively, expressed as \( C_1, C_2, C_3, \ldots, C_{85} \), and four distribution centers are, respectively, expressed as D1, D2, D3, D4. The customer units in square are assigned to D1, the customer units in triangle are assigned to D2, the circular customer units are assigned to D3, and the star-like customer units are assigned to D4. The distribution networks composed by four DCs have considerable geographical overlap shown in Figure 3, so the cooperative transportation service provided by LSP is necessary.

For the convenience of calculation, the delivery demand of each distribution unit is converted into the standard roll pallet quantity. The characteristics of four distribution centers are summarized in Table 4 including the number of customer units, periodic demand quantity (one week), and graphic symbols.
5.2. Improved PSO Parameter Setting and Optimization Results. In this case study, parameter settings can be determined based on previous discussion [49, 54, 55]. The parameters are given as follows.

1. \( w_{\text{init}} = 0.8 \) is the initial inertia weight and \( w_{\text{end}} = 0.3 \) is the inertia weight of maximum evolution generation used for PSO speed calculation.

2. \( c_1 = c_2 = 2 \) are the acceleration coefficients used for PSO speed calculation.

3. \( V = 4 \) denotes the maximum velocity.

4. \( p_c = 0.6 \) and \( p_m = 0.01 \) express the crossover probability and mutation probability, respectively.

5. \( S_{\text{max}} = 1000 \) is the maximum number of generations.

6. \( T' = 4 \) denotes the maximal random integer.

7. Swarm size = 100 is the number of particles used to increase the diversity of initial particle swarm.

8. Several other parameters used in the model formulation can be set as \( \lambda = 1.5 \), \( L_{C_1} = 2000 \), \( L_{C_2} = 200 \), \( C_{G_1} = 6.6 \), \( C_{G_2} = 3.2 \), \( p_s = 3.99 \), \( p_s = 3.97 \), \( F_1 = 4800 \), \( F_1 = 1600 \), \( T = 52 \), \( G_1 = 1145 \), \( G_2 = 1791 \), \( G_3 = 1968 \), \( G_4 = 1408 \), \( c_1 = 725 \), \( c_2 = 1166 \), \( c_3 = 1015 \), and \( c_4 = 1616 \).

Five working days is considered one planning period, and there are \( 2^4 - 1 \) combinations of nonempty coalitions that can be served by the LSP. The improved PSO algorithm is implemented to adequately assign each distribution unit into each distribution center by optimizing the total cost based on empirical data. The generated profit will be then redistributed among different distribution centers using the Shapley model. The optimization result over a planning period from all coalitions is shown in Table 5.

In addition, for explanatory purposes, all distribution units affiliated with each distribution center for grand coalition are listed in Table 6.

In the next section, the cost savings due to optimized logistics joint distribution network will be allocated among different distribution centers based on Shapley value model.

5.3. Shapley Value Model Application. As previously discussed, the gained profit benefited from network optimization through LSP should be reallocated to each distribution center. The Shapley model can be utilized to fulfill this goal. For practical purposes, the synergy requirement is set to \( \sigma = 0.1 \) in the case. The appropriate synergy requirement value reflects the negotiation power between the LSP and players from coalitions.

All of the possible coalitions have been shown in Table 7, and all cost reduction percentages and possible coalitional sequences can be calculated and are shown in Figure 4. The last column of Figure 4 shows that three coalitions have a positive percentage gain except coalition \{D4\}. In other words, if D1, D2, and D3 agree to accept the service provided by LSP, then the LSP can optimize the existing logistics operations at a lower cost, compared with the scenario where each distribution center manages its own distribution units individually. In addition, the first column of Figure 4 shows that the D1, D2, D3, and D4 can obtain a certain percentage of benefits when the grand coalition is reached. This indicates that all distribution centers collaborate with the service of LSP.

<p>| Table 4: Characteristics of four distribution centers. |</p>
<table>
<thead>
<tr>
<th>DC</th>
<th>Number of distribution units</th>
<th>Periodic demand (roll pallets)</th>
<th>Distribution unit symbol in Figure 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>20</td>
<td>32600</td>
<td>![Symbol]</td>
</tr>
<tr>
<td>D2</td>
<td>18</td>
<td>30000</td>
<td>![Symbol]</td>
</tr>
<tr>
<td>D3</td>
<td>23</td>
<td>39500</td>
<td>![Symbol]</td>
</tr>
<tr>
<td>D4</td>
<td>24</td>
<td>41500</td>
<td>![Symbol]</td>
</tr>
</tbody>
</table>

<p>| Table 5: Comparison between initial network and optimized network over a planning period. |</p>
<table>
<thead>
<tr>
<th>S</th>
<th>Demand</th>
<th>Total cost for initial network</th>
<th>Total cost for optimized network</th>
</tr>
</thead>
<tbody>
<tr>
<td>[D1]</td>
<td>32600</td>
<td>12639</td>
<td>12219</td>
</tr>
<tr>
<td>[D2]</td>
<td>30000</td>
<td>12668</td>
<td>12043</td>
</tr>
<tr>
<td>[D3]</td>
<td>39500</td>
<td>16475</td>
<td>15522</td>
</tr>
<tr>
<td>[D4]</td>
<td>41500</td>
<td>15721</td>
<td>15929</td>
</tr>
<tr>
<td>[D1, D2]</td>
<td>62600</td>
<td>25307</td>
<td>23024</td>
</tr>
<tr>
<td>[D1, D3]</td>
<td>72100</td>
<td>29114</td>
<td>25704</td>
</tr>
<tr>
<td>[D1, D4]</td>
<td>74100</td>
<td>28360</td>
<td>28136</td>
</tr>
<tr>
<td>[D2, D3]</td>
<td>69500</td>
<td>29143</td>
<td>25653</td>
</tr>
<tr>
<td>[D2, D4]</td>
<td>71500</td>
<td>28389</td>
<td>27737</td>
</tr>
<tr>
<td>[D3, D4]</td>
<td>81000</td>
<td>32196</td>
<td>30441</td>
</tr>
<tr>
<td>[D1, D2, D3]</td>
<td>102100</td>
<td>41782</td>
<td>35853</td>
</tr>
<tr>
<td>[D1, D2, D4]</td>
<td>104100</td>
<td>41028</td>
<td>37914</td>
</tr>
<tr>
<td>[D1, D3, D4]</td>
<td>113600</td>
<td>44835</td>
<td>40352</td>
</tr>
<tr>
<td>[D2, D3, D4]</td>
<td>111000</td>
<td>44864</td>
<td>40250</td>
</tr>
<tr>
<td>[D1, D2, D3, D4]</td>
<td>143600</td>
<td>57503</td>
<td>50374</td>
</tr>
</tbody>
</table>

<p>| Table 6: Distribution units assignment based on grand coalition. |</p>
<table>
<thead>
<tr>
<th>DC</th>
<th>Number of distribution units</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>C1, C2, C3, C4, C5, C6, C7, C8, C9, C30, C31, C32, C40, C41, C44, C45</td>
</tr>
<tr>
<td>D2</td>
<td>C10, C11, C12, C13, C14, C21, C22, C23, C24, C25, C26, C27, C28, C29, C39, C42, C43, C46, C62, C63, C66, C67</td>
</tr>
<tr>
<td>D3</td>
<td>C15, C16, C17, C19, C33, C34, C35, C47, C48, C49, C50, C51, C52, C53, C54, C55, C64, C65, C68, C69</td>
</tr>
<tr>
<td>D4</td>
<td>C66, C70, C71, C72, C73, C74, C75, C76, C77, C78, C79, C80, C81, C82, C83, C84, C85</td>
</tr>
</tbody>
</table>

center.
5.4. Sequential Coalition Selection. Based on the discussion in Section 2, the willingness of each distribution center to join a coalition depends on how the coalition is organized. It is necessary to investigate how the sequential coalition impacts the final profit allocation. Similar to the proposed approaches in Section 4.2, we will introduce an effective approach to select the optimal sequential coalition for grand coalition establishment. The LSP will be used as the coordinator, increasing the negotiation power for all distribution centers. Possible sequential coalitions with calculated cost reduction percentage matrices are presented in Figure 4. The sequential coalitions that satisfy the condition of SMP are further selected as shown in Tables 8–11.

The cost reduction percentages in each column from Table 8 to Table 11 are strictly monotonically increasing. This implies that these coalitions all conform to SMP provided in Section 3.3. An interesting question arises on how to select the optimal cooperation strategy from the 18 possible sequences from Tables 8–11. Based on the proposed approaches in Section 4.2, we can select $\pi = \{D1, D3, D2, D4\}$ from Table 8, $\pi = \{D2, D3, D1, D4\}$ from Table 9, $\pi = \{D3, D2, D1, D4\}$ from Table 10, and $\pi = \{D4, D3, D2, D1\}$ from Table 11, as the best sequential coalitions for each table. These sequential coalitions can be represented with cost reduction percentage matrices as in Table 12.

Applying the same approach in Section 4.2 into Table 12 leads to the optimal sequential coalition as $\pi_3 = \{D3, D2, D1, D4\}$. The most feasible and beneficial cooperation strategy is described as follows. The logistics operation of D3 is initially optimized by LSP, and then a coalition is formed up between D2 and D3, followed by D1 joining the coalition. Finally, the grand coalition is established among all distribution centers. As presented in Figure 5, the cost reduction percentage is increasing for each distribution center when the coalition is updated. In reality, this strategy is favorable for both LSP and distribution centers since the high cost savings and reasonable profit allocation encourage logistics participants to cooperate with each other.
Table 8: Sequential coalitions starting from $D_1$ for grand coalition based on SMP.

<table>
<thead>
<tr>
<th>Player $i$</th>
<th>$\pi_1 = {D_1, D_2, D_3, D_4}$</th>
<th>$\pi_2 = {D_1, D_2, D_4, D_3}$</th>
<th>$\pi_3 = {D_1, D_3, D_2, D_4}$</th>
<th>$\pi_4 = {D_1, D_3, D_4, D_2}$</th>
<th>$\pi_5 = {D_1, D_4, D_2, D_3}$</th>
<th>$\pi_6 = {D_1, D_4, D_3, D_2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta(i, \pi, 1)$</td>
<td>3.0%</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>$\eta(i, \pi, 1)$</td>
<td>3.0%</td>
</tr>
<tr>
<td>$\eta(i, \pi, 2)$</td>
<td>7.4%</td>
<td>8.1%</td>
<td>—</td>
<td>—</td>
<td>$\eta(i, \pi, 2)$</td>
<td>7.4%</td>
</tr>
<tr>
<td>$\eta(i, \pi, 3)$</td>
<td>11.7%</td>
<td>12.7%</td>
<td>13.7%</td>
<td>—</td>
<td>$\eta(i, \pi, 3)$</td>
<td>9.1%</td>
</tr>
<tr>
<td>$\eta(i, \pi, 4)$</td>
<td>12.3%</td>
<td>13.7%</td>
<td>15.6%</td>
<td>3.5%</td>
<td>$\eta(i, \pi, 4)$</td>
<td>12.3%</td>
</tr>
</tbody>
</table>

Table 9: Sequential coalitions starting from $D_2$ for grand coalition based on SMP.

<table>
<thead>
<tr>
<th>Player $i$</th>
<th>$\pi_1 = {D_2, D_1, D_3, D_4}$</th>
<th>$\pi_2 = {D_2, D_1, D_4, D_3}$</th>
<th>$\pi_3 = {D_2, D_3, D_1, D_4}$</th>
<th>$\pi_4 = {D_2, D_3, D_4, D_1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta(i, \pi, 1)$</td>
<td>4.4%</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$\eta(i, \pi, 2)$</td>
<td>8.1%</td>
<td>7.4%</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$\eta(i, \pi, 3)$</td>
<td>12.7%</td>
<td>11.7%</td>
<td>13.7%</td>
<td>—</td>
</tr>
<tr>
<td>$\eta(i, \pi, 4)$</td>
<td>13.7%</td>
<td>12.3%</td>
<td>15.6%</td>
<td>3.5%</td>
</tr>
</tbody>
</table>

Table 10: Sequential coalitions starting from $D_3$ for grand coalition based on SMP.

<table>
<thead>
<tr>
<th>Player $i$</th>
<th>$\pi_1 = {D_3, D_1, D_2, D_4}$</th>
<th>$\pi_2 = {D_3, D_1, D_4, D_2}$</th>
<th>$\pi_3 = {D_3, D_2, D_1, D_4}$</th>
<th>$\pi_4 = {D_3, D_2, D_4, D_1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta(i, \pi, 1)$</td>
<td>5.2%</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$\eta(i, \pi, 2)$</td>
<td>10.8%</td>
<td>10.2%</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$\eta(i, \pi, 3)$</td>
<td>13.7%</td>
<td>11.7%</td>
<td>12.7%</td>
<td>—</td>
</tr>
<tr>
<td>$\eta(i, \pi, 4)$</td>
<td>15.6%</td>
<td>12.3%</td>
<td>13.7%</td>
<td>3.5%</td>
</tr>
</tbody>
</table>
Table 11: Sequential coalitions starting from D4 for grand coalition based on SMP.

<table>
<thead>
<tr>
<th>Player 𝑖</th>
<th>𝜂(𝑖, 𝜋, 1)</th>
<th>𝜂(𝑖, 𝜋, 2)</th>
<th>𝜂(𝑖, 𝜋, 3)</th>
<th>𝜂(𝑖, 𝜋, 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>𝜋₁ = {D4, D2, D1, D3}</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>𝜂(𝑖, 𝜋, 1)</td>
<td>0.0%</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>𝜂(𝑖, 𝜋, 2)</td>
<td>0.3%</td>
<td>4.3%</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>𝜂(𝑖, 𝜋, 3)</td>
<td>1.4%</td>
<td>11.3%</td>
<td>9.1%</td>
<td>—</td>
</tr>
<tr>
<td>𝜂(𝑖, 𝜋, 4)</td>
<td>3.5%</td>
<td>13.7%</td>
<td>12.3%</td>
<td>15.6%</td>
</tr>
<tr>
<td>𝜋₂ = {D4, D2, D3, D1}</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>𝜂(𝑖, 𝜋, 1)</td>
<td>0.0%</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>𝜂(𝑖, 𝜋, 2)</td>
<td>0.3%</td>
<td>4.3%</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>𝜂(𝑖, 𝜋, 3)</td>
<td>2.9%</td>
<td>12.0%</td>
<td>13.2%</td>
<td>—</td>
</tr>
<tr>
<td>𝜂(𝑖, 𝜋, 4)</td>
<td>3.5%</td>
<td>13.7%</td>
<td>15.6%</td>
<td>12.3%</td>
</tr>
</tbody>
</table>

Table 12: Possible sequential coalitions for grand coalition based on SMP.

<table>
<thead>
<tr>
<th>Player 𝑖</th>
<th>𝜂(𝑖, 𝜋, 1)</th>
<th>𝜂(𝑖, 𝜋, 2)</th>
<th>𝜂(𝑖, 𝜋, 3)</th>
<th>𝜂(𝑖, 𝜋, 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>𝜋₃ = {D4, D3, D1, D2}</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>𝜂(𝑖, 𝜋, 1)</td>
<td>0.0%</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>𝜂(𝑖, 𝜋, 2)</td>
<td>2.3%</td>
<td>7.4%</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>𝜂(𝑖, 𝜋, 3)</td>
<td>2.6%</td>
<td>13.8%</td>
<td>10.7%</td>
<td>—</td>
</tr>
<tr>
<td>𝜂(𝑖, 𝜋, 4)</td>
<td>3.5%</td>
<td>15.6%</td>
<td>12.3%</td>
<td>13.7%</td>
</tr>
<tr>
<td>𝜋₄ = {D4, D3, D2, D1}</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>𝜂(𝑖, 𝜋, 1)</td>
<td>0.0%</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>𝜂(𝑖, 𝜋, 2)</td>
<td>2.3%</td>
<td>7.4%</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>𝜂(𝑖, 𝜋, 3)</td>
<td>2.9%</td>
<td>13.2%</td>
<td>12.0%</td>
<td>—</td>
</tr>
<tr>
<td>𝜂(𝑖, 𝜋, 4)</td>
<td>3.5%</td>
<td>15.6%</td>
<td>13.7%</td>
<td>12.3%</td>
</tr>
</tbody>
</table>

Figure 5: The cost reduction percentage diagram for the optimal sequential coalition.

The LSP receives 10% of the total savings (i.e., 713 USD per week) since the synergy requirement is set to 𝜎 = 0.1. The remaining profit is required to distribute among D1, D2, D3, and D4 by following the Shapley value model. The distribution center D3 receives the highest cost reduction percentage due to the high customer demand and unoptimized logistics network structure. Nevertheless, the cost reduction percentage for distribution center D4 is lowest. This is probably because the surrounding traffic as well as economic condition is ideal and thus leaves little room to improve the existing logistics optimization plan. Moreover, the LSP provides a higher service cost for D4 compared with other distribution centers. Consequently, the gained profit for D4 is reduced.

The synergy requirement 𝜎 varies depending on each distribution center’s negotiation capability. LSP can decrease its synergy requirement for a certain distribution center if this distribution center is able to negotiate with other participants independently. Similarly, it is possible that the LSP may not able to persuade a certain distribution center (e.g., D4) to join a coalition when a specific synergy requirement is provided. In this case, the grand coalition will downgrade to {D1, D2, D3}, and the optimal sequential coalition 𝜋 = {D3, D2, D1} can be generated based on the similar calculation procedure in Section 4.2. If no distribution center is willing to cooperate, the LSP should reconsider its synergy plan by lowering the synergy requirement.

6. Conclusions

This paper studies the logistics joint distribution network optimization problem, where multiple DCs and customers exist and interact with each other. The LJDN can be
constructed by either LSP or existing DCs in the logistics network. A novel approach is proposed to optimize the joint logistics network and allocate the gained profit among DCs. The Logistics Service Provider (LSP) bridges both the collaborative network optimization problem and profit allocation problem and distributes the cost savings to each DC from the nonempty coalition. This further reduces the complexity and enhances the robustness of designing a large-scale logistics network.

A joint distribution model formulation is initially built to optimize the total cost of nonempty coalition logistics systems. This model uses an improved PSO algorithm, and then a Shapley value model is utilized to perform the profit allocation among DCs from nonempty coalitions. Finally, the optimal sequential coalition can be obtained according to Strictly Monotonic Path (SMP) theory—all DCs can receive benefits when each DC joins the coalition. To evaluate the effectiveness of the LJDN optimization methods, a computational experiment in Guiyang city, China, was conducted. By properly adjusting the synergy requirement value $\sigma$, the results can be used to optimize the logistics distribution network and determine the optimal profit allocation strategy in a cooperative and effective fashion.

An interesting direction for further research is to optimize the multilevel logistics distribution network (MLLDN). In addition, multiple LSPs coexist in MLLDN, where each DC may be competitively served by several LSPs. In this case, the new profit allocation model needs to be established by reconsidering the ownership of each DC. To prevent a certain LSP from dominating the market, the heterogeneity of synergy requirement values should be incorporated to improve the profit allocation model.

Conflict of Interests

The authors declare that there is no conflict of interests regarding to the publication of this paper.

Acknowledgments

This research is supported by National Natural Science Foundation of China (Project nos. 71402011, 71471024, and 51408019), National Social Science Foundation of Chongqing of China (no. 2013YBJ035), and the Scientific and Technological Research Program of Chongqing Municipal Education Commission (no. KJ1400307). Special thanks are given to Matt Dunlap from University of Washington, USA, for his valuable suggestions and revisions. In addition, helpful comments from anonymous reviewers are appreciated.

References


Submit your manuscripts at http://www.hindawi.com