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Abstract—The wavelet frame systems have been extensively studied due to their capability of sparsely approximating piecewise smooth functions like images [1], [2], [3], [4], [5], [6], and the corresponding wavelet frame based image restoration models are mostly based on the penalization of the \( \ell_1 \) norm of wavelet frame coefficients for sparsity enforcement. In this paper, we focus on the image inpainting problem based on the wavelet frame, propose a weighted sparse restoration model and develop a corresponding efficient algorithm. The new algorithm combines the idea of iterative support detection method, first proposed by Wang et al. for sparse signal reconstruction [13], and the split bregman method for wavelet frame \( \ell_1 \) model of image inpainting by [30], and more important, naturally makes use of the specific multi-level structure of the wavelet frame coefficients to enhance the recovery quality. Our numerical experiments show that the proposed method is superior than the original split bregman method for wavelet frame based \( \ell_1 \) norm image inpainting model proposed by [30] as well as some typical \( \ell_p \) (0 \( \leq \) p < 1) norm based nonconvex algorithms such as mean doubly augmented Lagrangian (MDAL) method proposed in [7], in terms of better preservation of sharp edges, due to their failing to make use of the structure of the wavelet frame coefficients.
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I. INTRODUCTION

Inpainting refers to problems of filling-in the missing parts in images, and it arises, for examples, from removing scratches in photos, restoring ancient drawings, and filling in the missing pixels of images transmitted through noisy channels. For the simplicity of notations, we denote the image as vectors in \( \mathbb{R}^n \) with \( n \) being equal to the number of total pixels. Image inpainting is often formulated as a linear inverse problem:

\[
\mathbf{f} = \mathbf{A}\mathbf{u} + \mathbf{\eta},
\]

where \( \mathbf{f} \) is the observed image, \( \mathbf{\eta} \) denotes the additive Gaussian white noise with mean being 0 and variance being \( \sigma^2 \), the linear operator \( \mathbf{A} \) is a projection operator, or more precisely, a diagonal matrix with diagonals 1 if the corresponding pixel is known, or 0 otherwise, and \( \mathbf{u} \) is the unknown true image.

To restore \( \mathbf{u} \) from \( \mathbf{f} \), one of the most natural choices is solving the following least square problem

\[
\min_{\mathbf{u} \in \mathbb{R}^n} \| \mathbf{A}\mathbf{u} - \mathbf{f} \|_2^2
\]

where \( \| \|_2 \) denotes the \( \ell_2 \) norm. However, the noise \( \mathbf{\eta} \) possessed by \( \mathbf{f} \) will be amplified greatly, since the matrix \( \mathbf{A} \) is usually ill-conditioned. Therefore, to suppress the effect of noise and also preserve the sharp attributes of images, e.g., edges and boundaries, various regularization based methods have been proposed to obtain a reasonable approximated solution from (1). Among them, variational methods and wavelet frames based approaches are widely used and have been proven successful.

The trend of variational methods for image processing begins with the refined Rudin-Osher-Fatemi (ROF) model [11] which penalized the total variation (TV) of \( \mathbf{u} \), due to its advantages in exploiting blocky image structures and preserving image edges, and the ROF model is particularly effective on restoring images that are piecewise constant. In the past few years, many corresponding efficient algorithms have been proposed to further promote the applicability of the ROF model, including our proposed operator splitting algorithm [55], and many others [56], [57] and el al. In addition, many other types of variational models have been also proposed afterward and we refer the interested readers to [12], [23], [24], [25], [26], [27] and the references therein for further studies.

Wavelet frame based methods are relatively new and their basic idea is that images can be sparsely approximated by properly designed wavelet frames. Correspondingly, the commonly regularization method for these models is the \( \ell_1 \)-norm of the wavelet frame coefficients due to its sparsity enforcement and convexity. Although the forms of wavelet frame are similar to variational methods, they were considered as different approaches, partially because the wavelet frame models are defined for discrete data, while the variational methods assume continuity. While some studies in the literatures [54] indicated that there was a relationship between haar wavelet and variational methods, it is still not clear whether there exist general relations between wavelet frames and variational models in the context of image restoration, though a recent paper [30] shows that, for one of the wavelet frame based models namely analysis based approach, it can be viewed as a finite difference approximation of a certain type of general variational model, and the approximation will be exact if image resolution goes to infinity. In addition, it has been shown in e.g.[1], [2], [6], [28], [29], [30] that the wavelet frame based models are often superior than some variational models such as ROF model because the multiresolution structure and redundancy property of wavelet frames allow to adaptively choose proper differential operators according to the order of the singularity of the underlying solutions for different regions.
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of a given image [30].

The main contributions of this paper are summarized as follows. We propose a new wavelet frame based weighted $\ell_1$ minimization model for image inpainting. While the new model is non-convex, we give an efficient multi-stage convex relaxation algorithm based on the ideas of iterative support detection [13] and alternative optimization to find a reasonable good solution, which is not necessarily the global solution though. More important, when performing the key component, i.e., support detection, we make use of the multi-level structure of wavelet frame coefficients to improve the support detection quality rather than the plain thresholding adopted in the original implementation proposed in [13], and the better performance is achieved than the plan $\ell_1$ model and the $\ell_p(0 \leq p < 1)$ model which both fail to make use of the structure information of the wavelet coefficients. Numerical experiments empirically demonstrate the advantages of this new algorithm in terms of better preserving of image structures such as edges.

The rest of this paper is organized as follows. In the next section, we first introduce wavelet frames and a corresponding wavelet frame based $\ell_1$ norm image inpainting model. An efficient algorithm proposed by [2], [30], [41] is then reviewed. In section III, we introduced our new wavelet frame based weighted $\ell_1$ image inpainting model and proposed a corresponding effective algorithm motivated by the idea of the iterative support detection. In Section IV, we compare the performance of our new method with the $\ell_1$ norm based approach proposed by [30] and $\ell_p(0 \leq p < 1)$ norm based approach [7]. Section V is devoted to the conclusion of this paper and discussions on some possible future research.

II. Backgrounds

A. Wavelet Frame and Wavelet Frame based Models

We first briefly introduce the concepts of tight frame and tight wavelet frame, then review some of the typical wavelet restoration models. Interested readers can consult [31], [32], [33], [5], [6] for further detailed introduction of wavelet frame and its applications.

A countable set $X \subset L_2(\mathbb{R})$ is called a tight frame of $L_2(\mathbb{R})$ if

$$f = \sum_{h \in X} \langle f, h \rangle h, \quad \forall f \in L_2(\mathbb{R}),$$

where $\langle \cdot , \cdot \rangle$ denotes the inner product of $L_2(\mathbb{R})$. The tight frame $X$ is called a tight wavelet frame if the elements of $X$ are generated by dilations and translations of finitely many functions called framelets. The construction of framelets can be obtained according to the unitary extension principle (UEP) [31]. Following the common experiment implementations, we will also use the piecewise linear B-spline framelets constructed by considering the balance of the time and quality. Given a 1-dimensional framelet system for $L_2(\mathbb{R})$, the $s$-dimensional tight wavelet frame system for $L_2(\mathbb{R}^s)$ can be easily constructed by using tensor products of 1-dimensional framelets [6], [32].

In the discrete setting, we will use $W \in \mathbb{R}^{m \times n}$ with $m \geq n$ to denote fast tensor product framelet decomposition and use $W^T$ to denote the fast reconstruction. Then according to the unitary extension principle [31], we have $W^TW = I$, and then we will have a perfect reconstruction i.e., $u = W^TWu$ for any image $u$. We further denote an $L$-level framelet decomposition of $u$ as

$$Wu = (\ldots, W_{i,j}u, \ldots) \quad \text{for} \quad 0 \leq l \leq L - 1, j \in I_l$$

where $I_l$ denotes the index set of all framelet bands and $W_{i,j}u \in \mathbb{R}^n$ is the wavelet frame coefficients of $u$ in bands $j$ at level $l$. We will also use $\alpha \in \mathbb{R}^m$ to denote the frame coefficients, i.e., $\alpha = Wu$, where

$$\alpha = (\ldots, \alpha_{l,j}, \ldots), \quad \text{with} \quad \alpha_{l,j} = W_{l,j}u.$$  

Since wavelet frame systems are redundant systems, it is clear that the mapping from the image $u$ to its coefficients is not one-to-one, i.e., the representation of $u$ in the wavelet domain is not unique. There have existed several different wavelet frame based models proposed in the literature utilizing the sparseness of the wavelet frame coefficients, including the synthesis based approach [34], [35], [36], [37], [38], the analysis based approach [2], [3], [4], and the balanced approach [1], [39], [40].

In this paper, we will take the analysis based approach (shorten as ASBA) as the example to demonstrate our new idea, though it can also be applied to other wavelet frame based sparse models. We first review the analysis based approach for solving the image inpainting problem (1).

$$\text{ASBA} \quad \min_{u,\alpha} \frac{1}{2}||Au - f||_2^2 + ||\lambda \cdot Wu||_{1,q} \tag{3}$$

where $q = 1$ or $q = 2$ corresponding to anisotropic $\ell_1$ norm and isotropic $\ell_1$ norm, respectively. The $\ell_1$-norm can be extended to a generalized $\ell_1$-norm defined as

$$||\lambda \cdot Wu||_{1,q} = || \left( \sum_{l=0}^{L-1} \left( \sum_{j \in I_l} |W_{l,j}u|^q \right)^{\frac{1}{q}} \right) ||_1 \tag{4}$$

where $|\cdot|^p$ and $(\cdot)^{\frac{1}{q}}$ are entrywise operations. If we let $\alpha = Wu$ and substitute it into (3), we can get the rewritten form of (3) as follows

$$\min_{u,\alpha} \frac{1}{2}||Au - f||_2^2 + ||\lambda \cdot \alpha||_{1,q} \quad \text{s.t.} \quad \alpha = Wu \tag{5}$$

it is obvious that (3) and (5) are equivalent.

In order to avoid confusion, it is necessary to explain the parameter $\lambda$ and wavelet frame transform $Wu$ in more details. $\lambda$ and $Wu$ are $3$-mode tensors. The first mode of $\lambda$ and $Wu$ denotes the level, e.g., framelet decomposition level to be 4 (i.e., $L = 4$) in our numerical tests. The second mode of $\lambda$ and $Wu$ denotes pixel location, i.e., the number of total pixels is $n$. The third mode of $\lambda$ and $Wu$ denotes the bands, e.g., the number of bands in given level at a given pixel is 9 if we use the piecewise linear B-spline framelets in this paper. We denote the elements of $\lambda$ and $Wu$ as $\lambda_{l,i,j}, W_{l,i,j}u$, respectively, where $0 \leq l \leq L - 1, i \in \{1,2,\ldots,n\}, j \in I_l$. Specifically, if the substrings only contain two of $\{l, i, j\}$, the elements of the omitting mode constitute a vector e.g., $W_{l,j}u \in \mathbb{R}^n$ denotes a vector, where the elements of it are the wavelet
frame coefficients of $u$ in bands $j$ at level $l$, $\lambda_{l,j} \in \mathbb{R}^n$ denotes a vector. The elements of it are the $\lambda_{l,i,j}$ in bands $j$ at level $l$, $\lambda_{l,i} \in \mathbb{R}^{2l}$ denotes a vector similarly, where the elements of it are the $\lambda_{l,i,j}$ in level $l$ at pixel $i$.

Note that if we choose $q = 1$ for the second term of (3), it is the $\ell_{1,1}$ norm usually used for earlier frame and wavelet based image restoration models, which is known as the anisotropic $\ell_1$ norm of the frame coefficients. When we choose $q = 2$, the second term of (3) is called the isotropic $\ell_1$ norm, which can be understood as an isotropic $\ell_2$ norm of the frame coefficients using an $\ell_2$ norm to combine different frame bands at a given location and decomposition level. The isotropic $\ell_1$ norm proposed in [30] was shown to be superior than the anisotropic $\ell_1$ norm, and therefore we select $q = 2$ to make a comparison of the two algorithms in the section of numerical experiments in this paper.

B. Review of The Split Bregman Algorithm for (3)

In this subsection, we mainly review the classical split bregman [30] for the minimization problem (3) or equivalently (5).

The split bregman algorithm was first proposed in [41] and was shown to be powerful in [41], [42] when it is applied to solving various PDE based image restoration problems, e.g., ROF and nonlocal variational models. The initial idea of operator splitting, i.e. the transformation from (3) to (5) was early proposed in our previous work [55]. The split bregman algorithm has been recently proven to be equivalent to the alternating direction method of multipliers (ADMM)[43], [44], [45] applied to the augmented Lagrangian [46], [47], [48] of the problem (3):

$$
\mathcal{L}(u, \alpha, v) = \frac{1}{2}||Au - f||_2^2 + ||\lambda \cdot \alpha||_{l,q} + <v, Wu - \alpha> + \frac{\mu}{2}||Wu - \alpha||_2^2.
$$

The corresponding augmented Lagrangian(AL) method can be described as the following two alternative minimization steps:

$$
\begin{cases}
(u^{k+1}, \alpha^{k+1}) = \arg \min_{u, \alpha} \mathcal{L}(u, \alpha, v^k) \quad \text{step a} \\
v^{k+1} = v^k + \delta(Wu^{k+1} - \alpha^{k+1}) \quad \text{step b}
\end{cases}
$$

for some $\delta > 0$. And one can approximates the solutions $(u^{k+1}, \alpha^{k+1})$ of step a of (7) by the following alternative two steps:

$$
\begin{cases}
u^{k+1} = \arg \min_u \mathcal{L}(u, \alpha^k, v^k) \\
\alpha^{k+1} = \arg \min_\alpha \mathcal{L}(u^{k+1}, \alpha, v^{k+1})
\end{cases}
$$

This way we get the split bregman algorithm for the optimization problem (5). Choosing $\delta = \mu$ (see e.g. [49], [50], [6]), we have the split bregman method in Algorithm 1, based on some computations of the augment Lagrangian $\mathcal{L}(u, \alpha, v)$.

Algorithm 1 The Split Bregman Algorithm [2], [41], [30]

Given an observed image $f$, initialize $\alpha^0 = v^0 = 0$.

While stopping criterion is not met Do

1. update $u$

   $$u^{k+1} = (A^T A + \mu I)^{-1}(A^T \mu W^T (\alpha^k - v^k))$$

2. update $\alpha$

   $$\alpha^{k+1} = \tau_{\lambda/\mu}^2(Wu^{k+1} + v^k)$$

3. update $v$

   $$v^{k+1} = \mu W(u^{k+1} - \alpha^{k+1})$$

4. $k = k + 1$.

end while

The minimization with respect to $u$ is a least square problem with the normal equation

$$
(A^T A + \mu I)u^{k+1} = A^T f + \mu W^T (\alpha^k - v^k)
$$

where $A$ is a projection operator for image inpainting problems, the coefficient matrix $(A^T A + \mu I)$ is a diagonal matrix, and therefore this inverse problem can be solved efficiently.

The second subproblem of Algorithm 1 can also be solved rather efficiently. For the case $q = 1$, $\alpha^{k+1}$ can be obtained by soft-thresholding as follows (see e.g., [51], [52]):

$$
\alpha^{k+1} = \tau_{\lambda/\mu}^2(Wu^{k+1} + v^k)
$$

where the soft-thresholding operator $\tau_{\lambda/\mu}^1(\xi) = \frac{\xi}{|\xi|} \max(|\xi| - \tau, 0)$ (note that this operator is an entry-wise operation). The superscript 1 of $\tau_{\lambda/\mu}^1$ indicates that it is the shrinkage operator corresponding to the $\ell_{1,1}$-norm, and we call this case as the anisotropic shrinkage. For $q = 2$, it becomes a more complicated situation, and we will need some proper assumptions on the parameter $\lambda$ in order to obtain neat analytical formula for $\alpha^{k+1}$. Define $J_{l}$, for each $0 \leq l \leq L - 1$, to be a subset of the index set of $\mathcal{I}$, and denote $J_{l}^c = :\mathcal{I} \setminus J_{l}$. Assume that

$$
\begin{align}
\lambda_{l,j} = \begin{cases}
0, & j \in J_{l} \\
\tau_{l}, & j \in J_{l}^c
\end{cases}
\end{align}
$$

where for each $0 \leq l \leq L - 1$, $\tau_{l} \in \mathbb{R}^n$ denotes a vector. Due to the structure of the framelet decomposition $Wu$, the bands $(0, 0) \in \mathcal{I}$ of $Wu$ corresponds to the low frequency components of $u$, which is not sparse in general. So we should not penalize the $\ell_{1,1}$-norm of it (see [30] in details). Under this assumption about $\lambda$, we obtain

$$
\alpha^* = \arg \min_\alpha ||\lambda \cdot \alpha||_2 + \frac{\mu}{2}||\alpha - \xi||_2^2 = \tau_{\lambda/\mu}^2(\xi)
$$

Here we have

$$
(\tau_{\lambda/\mu}^2(\xi))_{l,j} = \begin{cases}
\xi_{l,j}, & j \in J_{l} \\
\frac{\xi_{l,j}}{\tau_{l}}, & \max(F_i - \tau_{l}/\mu, 0), j \in J_{l}^c
\end{cases}
$$

where $F_i = \sum_{j \in J_{l}} |\xi_{l,j}|^2$. Similarly, the superscript 2 of $\tau_{\lambda/\mu}^2$ indicates that it is the shrinkage operator corresponding to the $\ell_{1,2}$-norm, and we call $\tau_{\lambda/\mu}^2$ as the isotropic shrinkage. The convergence analysis of the split bregman to solve the analysis based approach (3) was given in [2].

Remarks for Algorithm 1: For the case $q = 2$ and $\lambda$ not satisfying the assumption (10), one can still obtain an analytic form of the solution at least theoretically, for the optimization problem (11). However, the analytic form is
rather complicated. So, in this paper, we will choose the $\lambda$ that satisfies the condition of (10), and we will not go into details of solving (11) for general $\lambda$. Since the proof of convergence of the split bregman algorithm given by [2] is meant for general case, it directly indicates the convergence of the Algorithm 1.

III. OUR PROPOSED MODEL AND ALGORITHM

A. The Weighted ASBA

The original model (3) is based on the $\ell_1$ norm, which is a popular sparsity enforcement regularization due to its convexity. However, in general, the non-convex sparse regularization prefers an even more sparse solution and usually has a better theoretical property, such as the widely used $\ell_p$ norm $(0 \leq p < 1)$ models [7], [8], [65], [66]. While there have existed many works based on non-convex penalization for image processing, there have existed only few specific works for image inpainting based on wavelet frame, to our best knowledge. The major difficulties with the existing nonconvex algorithms are that the global optimal solution cannot be efficiently computed for now, the behavior of a local solution is also hard to analyze [58] and more seriously the prior structural information of the solution is hard to be incorporated. In this paper, we present a non-convex sparse model based on the convex model (3) and proposed a multi-stage convex relaxation scheme for solving it via our proposed iterative support detection [13], which is able to incorporate the structural information of the underlying solution and has proved to be better than the pure $\ell_1$ solution in theory in many cases [13]. We will also demonstrate its advantages over some non-convex sparse regularization like $\ell_p$ norm $(0 \leq p < 1)$ based models, which also fail to make use of the structural information of the wavelet frame coefficients.

We first rewrite the last term of (3) similar to the form of variational methods as follows:

\[
\text{(ASBA)} \quad \min_u \frac{1}{2} \|Au-f\|^2 + \sum_{l=0}^{L-1} \left( \sum_{i=1}^{n} \|\lambda_{l,i} \circ W_{l,i}u\|_q \right),
\]

where $W_{l,i}u$, and $\lambda_{l,i} \in \mathbb{R}^{[I]}$ are vectors, which are the sets of $W_{l,i}u, \lambda_{l,i}, j \in I$, respectively. $n$ equals to the number of total pixels, and $|I|$ denotes the total number of bands in given level at each pixel, e.g., $|I| = 9$ for the piecewise linear B-spline framelets. In order to better illustrate these notations, we use the total variation as an example. As we know that the total variation is summation of variation over all pixels, for each given pixel, the variation has two directions, which are horizontal and vertical ones, respectively. Generalizing this to the case of wavelet framelets, we can similarly think that the $W_{l,i}$ has $|I|$ directions in each level at given pixel. Here, we use the following vector computation rule:

\[
a \circ b = (a_1 \times b_1, a_2 \times b_2, \ldots, a_p \times b_p),
\]

\[
a \circ b \circ c = (a_1 \times b_1 \times c_1, a_2 \times b_2 \times c_2, \ldots, a_p \times b_p \times c_p),
\]

where vector $a = (a_1, a_2, \ldots, a_p)$, $b = (b_1, b_2, \ldots, b_p)$, and $c = (c_1, c_2, \ldots, c_p)$ have the same dimensionality. Note that the output of this vector computation rule, is not a scalar, but a vector of the original dimensionality. For the complicated case $q = 2$, we choose the $\lambda_{l,i} \in \mathbb{R}^{[I]}$ in line with (10):

\[
\lambda_{l,i,j} = \begin{cases} 0, & j \in J_l \\ \varrho_l, & j \in J_l^c \end{cases}
\]

where for each $0 \leq \ell \leq L - 1$, $i \in \{1, 2, \ldots, n\}$, and $\varrho_l$ is a scalar. Namely, in level $l$ at given pixel $i$, when $j \in J_l$, the correspondent scalar value $\lambda_{l,i,j}$ equals to 0. We should point out that the necessity to introduce the equivalent form of the model ASBA was just for the convenient introduction for our new proposed model, and the better comparison between these two models.

Now we introduce our new model and corresponding algorithm. The new model is named as Weighted ASBA and has the form as follows:

\[
\min_u \frac{1}{2} \|Au-f\|^2 + \sum_{l=0}^{L-1} \left( \sum_{i=1}^{n} \|T_{l,i} \circ (\lambda_{l,i} \circ W_{l,i}u)\|_q \right)
\]

where $T_{l,i} \in \mathbb{R}^{[I]}$ are the weights, which are related with $u$. The only difference between the old model (13) and our proposed new model, is the introduction of the weights $T_{l,i}$. With regard to the old model ASBA, traditionally, we just solved a plain convex optimization minimization problem one time and get the final result, and it has been generally accepted that the sparse penalization is uniform, i.e. the setting of weights $T_{l,i} \in \mathbb{R}^{[I]}$ are always ones.

While it is well known that by choosing proper weights $T_{l,i}$, the weighted model (15) should perform much better than the plain $\ell_1$ model (13), how to choose the weights is not trivial and even very difficult. One difficulty is that we do not have a lot of information about the true image $\tilde{u}$ beforehand and the other is that once we have some information about the true solution, we need to find a good way to make use of it to calculate the weights $T_{l,i}$. In this paper, we proposed to make use of the idea of the iterative support detection [13] to extract the reliable information about the true solution and set up correspondingly weights. The corresponding new algorithm is an alternating optimization procedure, which repeatedly applies the following two steps:

- **Step 1:** First we optimize $u$ with $T_{l,i}$ fixed (initially $\tilde{I}$): this is a convex problem in $u$.
- **Step 2:** Second we determine the value of $T_{l,i}$ according to the current $u$. The value of $T_{l,i}$ will be used in the Step 1 of the next iteration.

In order to achieve more direct comparison between the two different kinds of algorithms, we show the flow chart of SB method and our proposed method in figure 1, we can see that for our proposed method, the final result is obtained from multi-stage process by solving a series of weighted ASBA problems. The scheme of alternating optimization help decouple the original too complicated model (15) into two reasonably easier sub-problems. We start from solving the plain $\ell_1$ model (13), then improve the solution gradually via the above multi-stage procedure. At each stage (iteration) in the process, the weights will change according to the most recently recovered image via adaptive learning. This full procedure and Step 2 will be introduced in more details in next section, where the iterative support detection is reviewed.
in parallel. Specifically, the minimization with respect to \( \xi_{\alpha} \) as
\[ B. \quad \text{Step 1: Solving a Weighted ASBA Given Weights} \]

Now we come to how to solve the weighted ASBA once the weights are given, i.e., how to realize Step 1. We transform the problem (15) to
\[
\min_{\alpha, u} \frac{1}{2} \| Au - f \|^2 + \sum_{l=0}^{L-1} \left( \sum_{i=1}^{n} \| T_{l,i} \circ (\lambda_{l,i} \circ \alpha_{l,i}) \|_q \right)
\]
\[ \text{s.t. } \alpha_{l,i} = W_{l,i}u. \quad (16) \]

Then the augment Lagrangian function of (15) can be written as
\[
L(\alpha, u) = \frac{1}{2} \| Au - f \|^2 + \sum_{l=0}^{L-1} \left( \sum_{i=1}^{n} \| T_{l,i} \circ (\lambda_{l,i} \circ \alpha_{l,i}) \|_q \right)
\]
\[ + \sum_{l=0}^{L-1} \left( \sum_{i=1}^{n} \left( \langle v_{l,i}, W_{l,i}u - \alpha_{l,i} \rangle \right) \right)
\]
\[ + \sum_{l=0}^{L-1} \left( \sum_{i=1}^{n} \left( \frac{\mu}{2} \| W_{l,i}u - \alpha_{l,i} \|_2^2 \right) \right). \]

We note that \( \alpha \) is the complete set of \( \alpha_{l,i,j} \), where \( l \leq l \leq L - 1, i \in \{1, 2, \ldots, n\}, j \in \mathbb{Z} \). The original split bregman algorithm can be applied here with some modifications due to the existence of \( T_{l,i} \) as follows.

This joint minimization problem of \( (\alpha, u) \) can be carried in parallel. Specifically, the minimization with respect to \( u \) is attained by
\[
(A^TA + \mu I)u = A^Tf + \mu W^T(\alpha - v/\mu) \quad (17)
\]

Note that similar to \( \alpha, v \) is the complete set of \( v_{l,i,j} \), where \( l \leq l \leq L - 1, i \in \{1, 2, \ldots, n\}, j \in \mathbb{Z} \). The optimization problem with respect to \( \alpha_{l,i,j} \) is obtained by
\[
\min_{\alpha_{l,i,j}} \| T_{l,i} \circ (\lambda_{l,i} \circ \alpha_{l,i,j}) \|_q \quad \text{or} \quad \min_{\alpha_{l,i,j}} \| T_{l,i} \circ (\lambda_{l,i} \circ \alpha_{l,i,j}) \|_q
\]
\[ + \frac{\mu}{2} \| W_{l,i}u - \alpha_{l,i,j} \|_2^2 \quad (18) \]

And the above formula is equivalent to
\[
\min_{\alpha_{l,i,j}} \| T_{l,i} \circ (\lambda_{l,i} \circ \alpha_{l,i,j}) \|_q + \frac{\mu}{2} \| \alpha_{l,i,j} - W_{l,i}u - \frac{v_{l,i,j}}{\mu} \|_2^2 \quad (19) \]

For the case of \( q = 1 \), the solution of subproblem (19) can be obtained by the well known soft-shrinkage operator:
\[
\alpha_{l,i,j} = \max(\| \xi_{l,i,j} - (T_{l,i} \circ \lambda_{l,i,j})/\mu, 0 \| \cdot xi_{l,i,j} / |\xi_{l,i,j} | \quad (20) \]

where \( \xi_{l,i,j} = W_{l,i}u + \frac{v_{l,i,j}}{\mu}, 0/0 = 1, \) and \( 0 \cdot (0/0) = 0 \) is assumed. For the case of \( q = 2 \), it becomes more complicated since the elements in the weights vector \( T_{l,i,j} \in \mathbb{R}^{2^n} \) are the mixture of 0 and 1. In addition, note that if \( j \in J^c_l \), \( \lambda_{l,i,j} = 0 \). For the paper conciseness, we will omit the derivation and only give the outcome here. If \( j \in J_l \), we get
\[
\alpha_{l,i,j} = W_{l,i}u + \frac{v_{l,i,j}}{\mu} \quad (21)
\]

For the cases where \( j \in J^c_l \), we let \( \alpha'_{l,i,j} \) denote a vector, whose elements are \( \alpha_{l,i,j} \). Clearly, \( \alpha'_{l,i,j} \) is the subvector of \( \alpha_{l,i,j} \). In what follows, the similar form to \( \alpha'_{l,i,j} \) has the same meaning. Then we can obtain the complementary solution of \( \alpha_{l,i,j} \). If \( j \in J^c_l \), we obtain
\[
\alpha_{l,i,j} = \max(||T'_{l,i,j} \circ \xi'_{l,i,j}||_2 - (T_{l,i,j} \cdot \lambda_{l,i,j})/\mu, 0 \| \cdot \xi'_{l,i,j} / |\xi'_{l,i,j} | \quad (22)
\]

where \( \xi_{l,i,j} = W_{l,i}u + \frac{v_{l,i,j}}{\mu}, 0/0 = 1, \) and \( 0 \cdot (0/0) = 0 \) is assumed in the same. The procedure is summarized in Algorithm 2.

Notice that the above procedure is in fact a selective shrinkage procedure. The original \( \ell_1 \) model obtains a sparse solution via the soft shrinkage operator. However, this kind of shrinkage has a fatal disadvantage, i.e., it shrinks the true nonzero components as well, and reduces the sharpness of the recovered images. By using \( 0 - 1 \) weights, some components will not be shrunk if we believe that they are unlikely to be zero. In such cases, their corresponding weights are set as 0. This is a natural setting and the advantages of the \( 0 - 1 \) weights over other kinds of weights have been demonstrated in either theoretic or practical point of view in [13] and will be reviewed in Part C.

**Algorithm 2 Solving the weighted ASBA (15) given weights**

Given an observed image \( f \), and the projection operator \( A \), the outer iteration number is \( s \), the output weight of the \((s - 1)\)th alternative optimization, initialize \( \alpha^0 = v^0 = W^0 = u = 0 \).

**While** stopping criterion is not met **Do**

1. update \( u \):
\[
u^{k+1} = (A^TA + \mu I)^{-1}(A^Tf + \mu W^T(\alpha^k - v^k)) \]

2. update \( \alpha \):
for the case \( q = 1 \):
\[
\alpha^{k+1} = \max(||T'_{l,i,j} \circ (\xi'_{l,i,j})||_2 - (T_{l,i,j} \cdot \lambda_{l,i,j})/\mu, 0 \| \cdot \xi'_{l,i,j} / |\xi'_{l,i,j} | \quad (22)
\]

for the case \( q = 2 \):
\[
\alpha^{k+1} = \max(||T'_{l,i,j} \circ (\xi'_{l,i,j})||_2 - (T_{l,i,j} \cdot \lambda_{l,i,j})/\mu, 0 \| \cdot \xi'_{l,i,j} / |\xi'_{l,i,j} | \quad (22)
\]

if \( j \in J_l \), \( \alpha^{k+1} = W_{l,i}u^{k+1} + \frac{v_{l,i,j}}{\mu} \)

if \( j \in J^c_l \),
\[
\alpha^{k+1} = \max(||T'_{l,i,j} \circ (\xi'_{l,i,j})||_2 - (T_{l,i,j} \cdot \lambda_{l,i,j})/\mu, 0 \| \cdot \xi'_{l,i,j} / |\xi'_{l,i,j} | \quad (22)
\]

3. update \( v \):
\[
v^{k+1} = u^{k+1} + W^{k+1} - \alpha^{k+1}
\]

\( k = k + 1 \).
Remarks for Algorithm 2: not that initializing $\alpha^0 = v^0 = W_u(s^{(s-1)})$ in Algorithm 2 is actually a warm-starting in the whole algorithmic framework based on alternative optimization. Since the proof of convergence of the split bregman algorithm given by [2] is very general, it directly indicates the convergence of the Algorithm 2.

C. Step 2: Weights Determination based on Iterative Support Detection

In this part, we explain the way of determining $T_{i,t}$ of Step 1. While the idea is originally coming from our proposed iterative support detection (ISD) in pure sparse signal recovery [13], we propose a specific implementation to make use of the multi-level structures of the coefficients of wavelet frame, when considering the image inpainting problem.

To make the paper self-contained, we first briefly review the idea of ISD. While the idea of exploiting available partial support detection have arisen in several subsequent literatures, e.g., [14], [15], [16], [17], [18], [19], ISD also focus more on how to extract this partial support information instead. Compressive sensing [21], [22] reconstructs an unknown sparse signal from a small set of linear projections. Let $\tilde{x}$ denote a $k$-sparse signal, and let $b = Ax$ represent a set of $m$ linear projections of $\tilde{x}$. The general reconstruction optimization problem is Basis Pursuit (BP) problem

$$\text{(BP)} \quad \min_x ||x||_1 \quad s.t. \quad Ax = b. \quad (23)$$

However, unlike the BP problem which is a one-stage convex relaxation method, ISD is a multi-stage convex relaxation method, alternatively calling its two components: support detection and signal reconstruction. ISD starts from solving a plain BP problem. If the BP model returns a correct sparse solution, things are fine and ISD stops there. Otherwise, from the incorrect reconstruction, support detection will be performed to identify an index set $I$, which contain some elements of $\text{supp}(\tilde{x}) = \{i : \tilde{x}_i \neq 0\}$. After the acquiring of support detection, the corresponding elements will be truncated from the $\ell_1$ regularization term and the resulted model is as follows

$$\text{(Truncated BP)} \quad \min_x ||x_T||_1 \quad s.t. \quad Ax = b. \quad (24)$$

where $T = I^C$ and $||x_T||_1 = \sum_{i \notin I} |x_i|$. If the support detection set $I = \text{supp}(\tilde{x})$, the solution of (24) is, of course, equal to the true original signal $\tilde{x}$. Even if $I$ does not have enough of $\text{supp}(\tilde{x})$ for an exact reconstruction, those entries of $\text{supp}(\tilde{x})$ in $I$ will help (24) reconstruct a better solution compared to (23). From this better solution, support detection will be able to identify more entries of $\text{supp}(\tilde{x})$ and then yield an even better $I$. With this method, the two components of ISD work together to gradually recover $\text{supp}(\tilde{x})$ and improve the reconstruction result.

In most cases, even if the true signal $\tilde{x}$ itself is not sparse or compressible, its representation under a certain basis, frame, or dictionary that is sparse or compressible. In such a case, $\bar{y} = W\tilde{x}$ is sparse or compressible for a certain linear transform $W$. So, instead of minimizing $||x||_1$ and $||x||_T$, one should minimize $||Wx||_1$ and $||(Wx)_T||_1$ as a substitute respectively.

From the inexact intermediate reconstruction, ISD tries to obtain a reliable support detection, which can be able to take advantages of the features and prior information about the true signal $\tilde{x}$. The authors in [13] focus on the sparse or compressible signals with components having a fast decaying distribution of nonzeros. For these kinds of signals, they proposed to perform the support detection by thresholding the solution of (24), and called the corresponding ISD algorithm $\text{threshold}$-ISD. Notice that the fast decaying property is a mild assumption because in practice most natural images satisfy this property in a appropriate basis, for example, wavelets, curvelets and et al.

As for the image inpainting problem, the above support detection approach $\text{threshold}$-ISD can be applied in a similar way as follows. We present effective detection strategies for images with a fast decaying distribution of coefficients under wavelet frame transforms (we call them fast decaying images here and following in brief). Our methods are based on thresholding and for s-th stage, we have

$$I^{(s+1)} := \{(l, i, j) : |W_{l, i, j}u^{(s)}| > \epsilon^{(s)}\}, \quad (25)$$

$s = 0, 1, 2, \ldots$. The weights $T_{l, i}^{(s)}$ equals 0 if the corresponding element belongs to the support detection $I^{(s)}$, or 1 otherwise. Before discussing the choice of $\epsilon^{(s)}$, we point out that support detection sets $I^{(s)}$ are not necessarily increasing and nested, i.e., $I^{(s)} \subseteq I^{(s+1)}$ may not hold for all $s$. This is very important because the support detection we get from the currently solution may contains wrong detections by $\epsilon^{(s)}$ thresholding. Not requiring $I^{(s)}$ to be monotonic leaves the chance for support detection to remove previous wrong detections, and this makes $I^{(s)}$ less sensitive to $\epsilon^{(s)}$, thus making $\epsilon^{(s)}$ easier to choose. In [13], we have proved that ISD can tolerate certain ratio of wrong detections and still achieve a better recovery.

As for the threshold rule, we set

$$\epsilon^{(s)} := \max\{|W_{l, i, j}u^{(s)}|\}/\rho^{(s+1)}, \quad (26)$$

with $\rho > 0$. The above is only a plain extension of the

Fig. 2. This is to show the joint level support detection. Specifically, we combine the given frame bands of all levels at the given pixel as a vector (joint group), and calculate its $\ell_2$ norm magnitude, and all its components will be set to have the same weights (either 0 or 1).
for all levels, in wavelet frames. Considering this specific characteristic, we propose a corresponding effective support detection strategy, which is shown in figure 2. Specifically, for a given pixel, we combine the given frame bands of all levels as a joint group, the magnitudes of these groups are measured as $|\cdot|_2$, and the weights in each group are uniform (0 or 1), i.e., in given bands $j$ at given pixel $i$, the weights in each level ($0 \leq l \leq L - 1$) are same. In order to better illustrate this strategy, we introduce a 2-mode tensor, denoted as $\Theta$, whose elements are the aforementioned magnitudes of these groups taken over all pixels, denoted as $\Theta_{i,j}$, where the subscript $i$ denotes the $i$th pixel, and $j$ denotes the specific frame bands of a given pixel. The cardinality of $\Theta$ is $n \times |I|$, where $n$ is equal to the number of total pixels, and $|I|$ is the total number of bands in given level at each pixel, e.g., $|I| = 9$ if we use the piecewise linear B-spline wavelet frames. It should be pointed out that the sorted magnitudes $|I|$ of these groups are measured as $\|\cdot\|_2$.

Now we would like to further explain the features of ISD, as a specific 0-1 weighting scheme, in an intuitive way, compared to other similar multi-stage algorithms including the well known iterative reweighted $\ell_1$ algorithm [60]. Firstly, we emphasize the importance of the partial support information as to join the detection of the useful information and suppress the distortion of the recovery noise. From the point of view, our $0 - 1$ weights of ISD is a more explicit and straightforward way to imply the idea of making use of the correct information (mainly about the locations of components of large magnitude and setting the corresponding weights as 0) and give up the rest too noisy information (for those components of small magnitudes, they are mostly overwhelmed by the recovery noise and therefore there is very little meaning to set different weights according to their magnitudes. So it is more reasonable to set the same weights as 1).

**D. The Algorithm Framework for New Model (15)**

Now we summarize the algorithmic framework of the multi-stage convex relaxation for the weighted model (15) based on ISD. As mentioned above, the algorithm repeatedly performs two steps: support detection to determine the $0 - 1$ weights and solving the resulted weighted $\ell_1$ model using the splitting bregman (SB, for short) algorithm. Therefore, we named our new algorithm as ISD-SB when the support detection is based on (25), JLISD-SB when the support detection is based on (27).

**Algorithm 3 The (J)LISD-SB Algorithm**

Given an observed image $f$ and the projection operator $A$.

1. Set the iteration $s \leftarrow 0$ and initialize the set of detected entries $I^{(s)} \leftarrow \emptyset$.
2. While the stopping condition is not satisfied,
   (a) $T^{(s)} \leftarrow (I^{(s)})^C := \Omega \setminus I^{(s)}$;
   (b) $u^s$ solve weighted ASBA (15) for $T = T^{(s)}$;
   (Step 2: using Algorithm 2)
   (c) $I^{(s+1)} \leftarrow$ support detection using $u^s$ as the reference;
   (Step 1)
   (d) $s \leftarrow s + 1$.

$\Omega$ denotes the universal set of $(l, i, j), 1 \leq l \leq L - 1, i \in \{1, 2, \ldots, n\}, j \in I$.

Remarks for Algorithm 3: note that (15) in step 2(b) reduces to ASBA in iteration 0, where $I^{(0)} = \emptyset$, and $T^{(0)} = \Omega$. The weighted ASBA (15) in 2(b) of Algorithm 3 can be solved by Algorithm 2. The support detection of in 2(c) has been introduced in the Section III(C).

The computational time complexity of ISD-SB and JLISD-SB is not necessarily several times more than that of SB if the warm starting (i.e. the output of the current stage (outside iteration) is used to be the input of the next stage.) and looser stopping tolerance (except the final stage) are adopted, as mentioned in the original ISD paper, where their computational time can be even almost equal sometimes. However, in this paper, the looser stopping tolerance during the intermediate stages is not adopted in order for better showing the intermediate results. In such cases, (J)LISD-SB might be several times longer than SB and in our experiments usually 2-3 times longer. Notice that for our problems, computational time is usually not a big concern, since it only usually takes minutes for our testing problems, and we are mainly focusing...
on the recovery quality and (JL)ISD-SB is performing much better than SB in this aspect.

IV. NUMERICAL EXPERIMENTS

In this section, we provide comparisons between the split bregman algorithm (Algorithm 1) for the analysis based approach (ASBA), and the iterative support detection split bregman (Algorithm 3) for the weighted analysis based approach (weighted ASBA) to show that the ISD, the multistage self-learning procedure can promote the performance of image inpainting. Moreover, we make comparisons with a wavelet frame based nonconvex algorithm for image inpainting, i.e., mean doubly augmented Lagrangian (MDAL) method in [7], where the authors proposed to penalize the $l_0$ norm of the wavelet frame coefficients instead, and they have demonstrated significant improvements of their algorithm over some commonly used $l_1$ minimization models in terms of image deblurring. We select 6 commonly used images for the tests. We compare the quality of the recoveries not only on the increasing of SNR and SSIM values (defined in the following part), but also the visible detail improvements of recovered images. Corruptions by both pixels missing and ruleless lines are considered in our numerical experiments. We also test the stability of the involved algorithms by increasing the amount of the noise added to the observed images. All the experiments were performed under Windows 7 and MATLAB v7.10.0 (R2010a) running on a desktop with an Intel(R) pentium(R) CPU G640 (2.80GHz) and 2GB of memory.

A. Experiments Settings and Choices of Parameters

![Fig. 3. 6 test images (from the left to right, up to down: checkerboard, lena, cameraman, boat, bowl, and man, respectively.). Sizes of them are: 200 \times 200, 240 \times 232, 256 \times 256, 256 \times 256, 256 \times 256, 256 \times 256, respectively.]

![Fig. 3. 6 test images (from the left to right, up to down: checkerboard, lena, cameraman, boat, bowl, and man, respectively.). Sizes of them are: 200 \times 200, 240 \times 232, 256 \times 256, 256 \times 256, 256 \times 256, 256 \times 256, respectively.]

We select 6 test images as shown in figure 3 which are “checkerboard”, “lena”, “cameraman”, “boat”, “bowl”, and “man”, respectively. In figure 4, we show that both the magnitudes of sorted wavelet frame coefficients and sorted joint-level group magnitudes of wavelet frame coefficients of the 6 tested images have a property of fast decaying, which demonstrate that the fast decaying property is a mild assumption in practice.

The intensity of a pixel of these gray-scale images ranges from 0 to 255. We consider several different Gaussian noise levels with mean being 0 and the standard deviation $\sigma$ ranging from 0 to 10. For the specific image inpainting problem, the operator $A$ in (1) is a projection operator defined as

\[
(Au)_i = \begin{cases} u_i, & i \in A \\ 0, & \text{otherwise.} \end{cases}
\]

where $A$ is the domain where information of the underlying image $u$ is known. We define the projection ratio (PR) as

\[
PR = \frac{n - |A|}{n}
\]

where $|A|$ is the cardinality of $A$, and $n$ is equal to the number of total pixels. It is clear that the larger PR value indicates the more corrupted observed image, and the PR value ranges from 30\% to 60\% in our tests. In practice, since we do not know the original true solution, the weights are determined by the iterative support detection according to the intermediate recovered results, which can be understood as an adaptive learning process. In the following numerical experiments, we also give the ideal recovered results of our proposed model, i.e., we use the plain support detection strategy, but based on the underlying true solution. While we usually do not know the true solution in practice, here we just use it as a reference and named it as Ideal Iterative Support Detection Split Bregman (ISD-SB) method, as an ideal golden upper bound of the performance of ISD based methods.

The quality of the recovered image is measured by the SNR value defined as

\[
\text{SNR} := 10\log_{10}\frac{|u - \tilde{u}|}{|u - \hat{u}|}
\]

where $u$ is the original image and $\tilde{u}$ is the mean intensity of $u$. In addition, we also use another image quality assessment: Structural SIMilarity (SSIM) index between two images proposed in [62], which aims to be more consistent with human eye perception. Here we omit the detailed definitions for the limit of length of the paper.

Throughout the numerical experiments, the Split Bregman algorithm is terminated when one of the following situation is satisfied:

\[
\min \left\{ \frac{||u^{k} - u^{k-1}||_2}{||u^{k}||_2}, \frac{||Au^{k} - f||_2}{||f||_2} \right\} < 5 \times 10^{-4}
\]
or the iteration number reaches the prescribed maximal number, e.g., 50. We use the same inner iteration condition for ISD-SB method, JLISD-SB method, and IISD-SB method, i.e., the stopping criterion of (2b) in Algorithm 3.

![Fig. 5. The SNR and SSIM value trend of ISD-SB method as the parameter $\mu$ varies, where $\rho = 3$, the maximum stage number is set as 4, and the test image is lena.](image)

![Fig. 6. The SNR and SSIM value trend of ISD-SB method as the parameter $\beta$ varies, where $\rho = 3$, the maximum stage number is set as 4, and the test image is lena.](image)

For all the cases tested, for SB method, we take the parameter $\lambda_{i,j}$ in (14) as follows: $\lambda_{i,j} = (\frac{1}{2})^j \beta$ with some carefully chosen scalar $\beta$.

According to our experience, the framelet decomposition level to be 4 is a commonly desirable choice for image inpainting, and thus we fix it to be 4 (i.e., $L = 4$). We select the optimal parameters $\mu$ and $\beta$ for the different cases in terms of the best SNR and SSIM values. For our proposed ISD-SB method, JLISD-SB method and the ideal IISD-SB method, the parameters are set to be the same as SB method. Empirically, these parameters are not very sensitive to the types of images, pixel missing levels (i.e., PR values) and noise levels, which can be reflected by figure 5 and 6, where we change the PR value and noise level, and observe the SNR and SSIM variation trends as the parameter $\mu$ and $\beta$ vary. Here we just show the results of “lena” image of ISD-SB method for paper brevity, since the other test images have the similar conclusions. In addition, we set $\rho = 3$ in (26), $\eta = 11$ in (28) throughout the experiment tests. According to our experience, the number of stages is not often necessarily very large, like around 4 in practice, and we also show the recovered results of the different choices of $\rho$ and $\eta$.

For the wavelet frame based nonconvex MDAL algorithm, the default settings in [7] are used in the following comparisons (we refer the readers to [7] for more details), i.e., fix $\mu = 0.01$, $\gamma = 0.003$, and select the optimal parameter $\lambda$ in terms of SNR and SSIM values. We believe our comparisons will be fair under these parameter settings.

**B. Results and Discussions**

In Tables I and II, we summarize the results of the five algorithms for all the 6 test images with noise level $\sigma = 5$ and $\sigma = 10$, respectively. We observe that the ISD-SB method, JLISD-SB method and IISD-SB method have an overall better performance than the SB method in terms of SNR and SSIM values. In addition, we observe that our proposed iterative support detection based split bregman methods can achieve much better performance over MDAL in terms of SNR and SSIM values in most cases. Notice that because MDAL works well for barcode-like patterns (binary bars) as mentioned in [7], MDAL sometimes achieves even better results for the “checkerboard” and “lena” images, which are of significant amount of barcode-like patterns. However, for other natural images, JLISD-SB mostly achieves significantly better results, partially due to the usage of the structure of the wavelet frame coefficients. In the following, we will give more plots to help demonstrate these points.
Fig. 7. The intermediate stage results of ISD-SB method are showed, where the second, third, fourth and fifth columns are corresponding to the results of the first stage, second stage and third stage and fourth stage, respectively. The first row, the second row, the third row and the fourth row correspond to the results of different PR values from 30%, 40%, 50%, to 60%, respectively. Noise level: $\sigma = 5$. Test image: cameraman.

In figures 7 and 8, we give the visual comparisons between SB, ISD-SB and JLISD-SB recovered results, as well as the intermediate results of each stage of ISD. The test image is “cameraman” here, the noise level is fixed as $\sigma = 5$, and the projection ratio (PR) ranges from 30% to 60%. Recall that the first stage of both ISD-SB and JLISD-SB method is to run the plain SB method, and we can observe that our proposed algorithm can bring gradual improvements as the ISD proceeds. Empirically, for most cases, ISD-SB and JLISD-SB method achieves the best final results when the maximum stage number reaches 4 and 3, respectively.

Now we show the recovered images of the five algorithms, i.e. SB, MDAL, ISD-SB, JLISD-SB and IISD-SB, respectively. Due to the page limit, we just show the cases listed in Table 1 in figure 9, where the test image is “cameraman” here, since the other cases have the similar conclusions. In addition, for better visual comparisons, in figure 10, we give the close-up views (zoom-ins) of results. We can observe that JLISD-SB brings significant visual enhancements in the sharp edges of the recovered images compared to SB method and MDAL method, as reflected by the SSIM values.

To further study our proposed method, we also provide some intermediate detected support maps as ISD proceeds. We fix the PR as 30% and choose the test image “cameraman” here. In figure 11, we show the pictures of inverse wavelet frame transform to the support detection (binary 0-1 coefficients, the coefficients on the support detections are 1, and the remainder are 0) after each stage of ISD-SB, JLISD-SB, and IISD-SB methods. In figure 12, we provide the back-projection results after each stage of ISD-SB, JLISD-SB, and IISD-SB methods, which obtained by only reserving the large wavelet frame coefficients to the underlying true solution at the support detections. From the above observations, it is demonstrated again that the we indeed obtain more reliable true support...
images corrupted by ruleless lines, where we only use the test detection as the ISD proceeds.

In figure 13, we also present the inpainting results of the images corrupted by ruleless lines, where we only use the test images “lena” and “cameraman” as examples, since the other test images have the similar results. From the zoom-in visual comparisons, we can observe that ISD-SB, JLISD-SB, IISD-SB and MDAL methods achieve better inpainting performance compared to SB method in terms of better preserving the edges of these two test images. We note that for the image “lena”, MDAL achieves a better SNR over ISD methods due to a significant portion of barcode-like patterns which are ideal for MDAL (see [7] for details). However, JLISD-SB achieves a better SSIM value.

In figures 14 and 15, we also test the stability of the five algorithms. As the noise level increases, the degradation of recovered image quality is linear and ISD based methods have better performance in most cases, though the superiority of our proposed ISD-SB method, and JLISD-SB method over the SB method and MDAL method shrinks, because reliable support detection becomes more difficult to acquire as the noise level and/or the PR value increases.

In figures 16 and 17, we present the different recovery results of ISD-SB method and JLISD-SB as the parameters \( \rho \) and \( \eta \) change, respectively. For the paper conciseness, we only choose the test image “lena” here, and fix the PR value as 30% since the other cases have the similar conclusions. For threshold-ISD strategy (0-1 weighting scheme) belonging

<table>
<thead>
<tr>
<th>PR</th>
<th>Image name</th>
<th>SB</th>
<th>MDAL</th>
<th>ISD-SB</th>
<th>JLISD-SB</th>
<th>IISD-SB</th>
</tr>
</thead>
<tbody>
<tr>
<td>30%</td>
<td>checkerboard</td>
<td>18.14/0.3196</td>
<td>14.49/0.3712</td>
<td>19.06/0.3429</td>
<td>19.84/0.3676</td>
<td>19.84/0.3676</td>
</tr>
<tr>
<td>40%</td>
<td>checkerboard</td>
<td>11.45/0.3659</td>
<td>11.72/0.3648</td>
<td>11.45/0.3659</td>
<td>11.45/0.3659</td>
<td>11.45/0.3659</td>
</tr>
<tr>
<td>50%</td>
<td>checkerboard</td>
<td>10.98/0.3935</td>
<td>13.37/0.6499</td>
<td>17.43/0.5525</td>
<td>15.97/0.5281</td>
<td>15.97/0.5281</td>
</tr>
<tr>
<td>60%</td>
<td>checkerboard</td>
<td>10.74/0.5641</td>
<td>8.59/0.6599</td>
<td>11.40/0.5812</td>
<td>12.33/0.5812</td>
<td>12.33/0.5812</td>
</tr>
</tbody>
</table>

**TABLE II**

**THE COMPARISON OF SNR AND SSIM VALUES BETWEEN SB, MDAL, ISD-SB, JLISD-SB, IISD-SB METHOD. NOISE LEVEL: \( \sigma = 10 \).**

In figure 9, the visual comparisons between SB method (the second column), MDAL method (the third column), ISD-SB method (the fourth column), JLISD-SB method (the fifth column), IISD-SB method (the sixth column). The PR value from first row to fourth row ranges from 30% to 60%, respectively. Noise level: \( \sigma = 5 \). Test image: cameraman.
to greedy methods, the different options of $\rho$ and $\eta$ reflect the different greedy degree, showing the confident level that we detect the true supports. In particular, the more smaller the $\rho$ and $\eta$ we choose, the more greedy we act and the more confidence we have. We observe that we can achieve different best recovered results at different stages as the parameters $\rho$ and $\eta$ change. Moreover, when the stage number $s$ becomes too big, the results become worse instead, because the threshold value becomes very small, resulting into too many wrong detections, according to the formulas (26) and (28). In such cases, we can set up a lower bound of threshold according to certain prior information to avoid excessive support detections.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we propose the ISD-SB method and especially the JLISD-SB method for wavelet frame based image inpainting problems. The final result is obtained from a multistage process consisting of solving a series of weighted ASBA model, where threshold-ISD strategy is applied to the rough intermediate results to determine the adaptive binary weights. ISD-SB method and especially JLISD-SB method can bring significant enhancements at the sharp edges of the recovered images compared to SB method and MDAL method, because the large wavelet frame coefficients reflect the singularities of the underlying true solution, and the threshold-ISD strategy sharpens the edges of the approximate solution by not thresholding the large coefficients and thus encouraging the edges to form in the recovery. More important, JLISD makes use of the joint sparsity property of the wavelet frame coefficients [63], [64] to further improve the recovery quality. Therefore future research includes studying specific image classes (including color images) and developing more effective corresponding support detection methods.
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Fig. 8. The intermediate stage results of JLISD-SB method are showed, where the first, second and the third columns are corresponding to the results of the first stage, second stage and third stage, respectively. The first row, the second row, the third row and the fourth row correspond to the results of different PR values from 30%, 40%, 50%, to 60%, respectively. Noise level: $\sigma = 5$. Test image: cameraman.
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