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ABSTRACT: Quantitative structure—activity relationship (QSAR) modeling and
toxicogenomics are typically used independently as predictive tools in toxicology.
In this study, we evaluated the power of several statistical models for predicting
drug hepatotoxicity in rats using different descriptors of drug molecules, namely,
their chemical descriptors and toxicogenomics profiles. The records were taken
from the Toxicogenomics Project rat liver microarray database containing in-
formation on 127 drugs (http://toxico.nibio.go.jp/datalisthtml). The model end
point was hepatotoxicity in the rat following 28 days of continuous exposure,
established by liver histopathology and serum chemistry. First, we developed
multiple conventional QSAR classification models using a comprehensive set of
chemical descriptors and several classification methods (k nearest neighbor,
support vector machines, random forests, and distance weighted discrimination).
With chemical descriptors alone, external predictivity (correct classification rate,
CCR) from S-fold external cross-validation was 61%. Next, the same classification methods were employed to build models using
only toxicogenomics data (24 h after a single exposure) treated as biological descriptors. The optimized models used only 85
selected toxicogenomics descriptors and had CCR as high as 76%. Finally, hybrid models combining both chemical descriptors and
transcripts were developed; their CCRs were between 68 and 77%. Although the accuracy of hybrid models did not exceed that of
the models based on toxicogenomics data alone, the use of both chemical and biological descriptors enriched the interpretation of
the models. In addition to finding 85 transcripts that were predictive and highly relevant to the mechanisms of drug-induced liver
injury, chemical structural alerts for hepatotoxicity were identified. These results suggest that concurrent exploration of the chemical
features and acute treatment-induced changes in transcript levels will both enrich the mechanistic understanding of subchronic liver
injury and afford models capable of accurate prediction of hepatotoxicity from chemical structure and short-term assay results.

Non-toxic

H INTRODUCTION the potential activity (e.g., toxicity) of an agent to its structural
features represented by multiple chemical descriptors. As with
any multivariate statistical modeling, rigorous validation proce-
dures are necessary to guard against overfitting and overestimat-
ing model predictivity.” QSAR models have demonstrated good
predictivity especially for specific end points such as solubility or
binding affinity to a certain target. However, QSAR predictivity is
generally poor in the case of a complex end point such as
hepatotoxicity where the structure—activity relationship is less
straightforward due to multiple mechanisms of action.’

Hepatotoxicity is a major factor contributing to the high
attrition rate of drugs. At least a quarter of the drugs are prematurely
terminated or withdrawn from the market due to liver-related
liabilities." As a result, modern drug development has evolved into a
complex process relying on the iterative evaluation of multiple data
sources to eliminate potentially harmful candidates as cheaply
and as early as possible. In addition, high throughput, high content,
and other data-rich experimental techniques, accompanied by
the appropriate informatics tools, are rapidly incorporated into
toxicity testing.

Quantitative structure—activity relationship (QSAR) model- Received:  April 8, 2011
ing is widely used as a computational tool that allows one to relate Published: June 23,2011
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Figure 1. Workflow illustrating data curation and feature selection for modeling.

Toxicogenomics is now routinely used in drug and chemical
safety evaluation, providing valuable mechanistic understanding of
the molecular changes associated with the disease or treatment.*
In addition, its utility for predicting toxicity has been explored.
Blomme et al.* developed models using transcriptional changes
after short-term (S days) exposure to predict bile duct hyperplasia
that otherwise required long-term in vivo experiments. Fielden
et al.’ developed a 37-gene classification model using micro-
array data following short-term (1—S days) exposure to predict
nongenotoxic hepatocarcinogenicity with over 80% accuracy.
Zidek et al.” reported high accuracy with a 64-gene classifier
for the prediction of acute hepatotoxicity. The Toxicogenomics
Project in Japan, set up by the Ministry of Health, Labour and
Welfare, National Institute of Health Sciences, and 15 pharma-
ceutical companies, has also identified several toxicogenomics
signatures indicative of the various toxic modes of action such
as phospholipidosis,® glutathione depletion,” bilirubin eleva-
tion, " nongenotoxic hepatocalrcinogenesis,ll and peroxisome
proliferation."?

Most previous studies on statistical modeling of toxicity used
either chemical descriptors (conventional QSAR) or toxicoge-
nomics profiles independently for model development. However,
in our recent studies, we have demonstrated the benefits of hybrid
classification models of i vivo carcinogenicity'* and toxicity,"* and
employing both chemical descriptors and biological assay data
(treated as biological descriptors). In the first study of this type,"
we used the results of high-throughput screening assays of
environmental chemicals along with their chemical descriptors to
arrive at improved models of rat carcinogenicity. This approach
was extended to predicting acute toxicity half-maximal lethal
dose in rats using dose—response in vitro data as quantitative
biological descriptors.'*

Following our hybrid (chemical and biological descriptors)
data modeling paradigm, we sought to integrate QSAR and
toxicogenomics data to develop classification models of hepato-
toxicity using a data set of 127 drugs studied in the Japanese
Toxicogenomics Project."® We built classifiers combining chemi-
cal descriptors and toxicogenomics data alongside the conven-
tional QSAR, as well as toxicogenomics models. Our objective
was to investigate if chemical descriptors and biological descrip-
tors, such as gene expression, could be complementary. In
addition, we sought to enhance the interpretation of the models

in terms of elucidating the chemical structural features and biolo-
gical mechanisms associated with hepatotoxicity. We show that
statistically significant and externally predictive models can be
developed by combining chemical and biological descriptors and
can be used to predict hepatotoxicity and prioritize chemicals for
toxicogenomics and other in vivo studies.

Bl MATERIALS AND METHODS

Data. The chemical name, dosage, administration route, and vehicle
for the 127 compounds used in this study are summarized in Table 1 of
the Supporting Information. The detailed protocol for the animal study
was described previously." Briefly, 6-week old male Sprague—Dawley
rats (Charles River Japan, Inc., Kanagawa, Japan) with five animals per
group were used in the study. Animals were sacrificed 24 h after a single
dose or 24 h after repeat daily treatment for 28 days. Blood samples were
collected from the abdominal aorta under ether anesthesia. Serum
chemical indicators included alanine aminotransferase (ALT), aspartate
aminotransferase (AST), alkaline phosphatase (ALP), total bilirubin
(TBIL), direct bilirubin (DBIL), and gamma-glutamyl transpeptidase
(GGT). The livers were quickly removed following exsanguination and
sections of the livers were placed in 10% phosphate-buffered formalin for
histopathology. Formalin-fixed liver tissue was embedded in paraffin,
and sections were stained with hematoxylin and eosin and examined
histopathologically under light microscopy. Remaining liver tissues from
left lateral lobes were soaked in RNALater (Ambion Inc., Austin, TX)
and stored at —80 °C until used for microarray analysis. Detailed methods
for microarray analysis were previously reported.'> Raw microarray data
files with individual animal histopathological data are available (http: //
toxico.nibio.go.jp/datalist.html). In this study, toxicogenomics data ob-
tained from rats treated with a single dose of a drug or vehicle for 24 h was
used. The experimental protocols were reviewed and approved by the
Ethics Review Committee for Animal Experimentation of the National
Institute of Health Sciences (Tokyo, Japan).

Liver histopathology and serum chemistry in animals treated for 28
days were assessed for the determination of the hepatotoxicity end point
for prediction. Histopathology was graded by two trained pathologists in
a blinded manner as follows: no change, very slight (minimal), slight,
moderate, and severe. Spontaneously observed lesions (e.g, minimal focal
necrosis and microgranuloma) were not used for grading. The results of a
histopathology analysis were considered positive if the grade recorded
was other than “no change.” Table 1 of the Supporting Information lists
serum chemistry and histopathology classification for each compound. A
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compound was denoted hepatotoxic if it exhibited histopathology char-
acteristics of hepatotoxicity (e.g., hepatocellular necrosis/degeneration,
inflammatory cell infiltration, bile duct proliferation, etc.) regardless of the
findings from serum chemistry. Conversely, a compound was deemed
nonhepatotowxic if it did not result in adverse histopathological features.
When the histopathological observations were inconclusive (e.g., hepa-
tocellular hypertrophy, vacuolization, etc.), serum chemistry data was
considered. Under these circumstances, significant changes (Dunnett’s test)
in at least one enzyme marker would render the compound hepatotoxic.
Otherwise, the compounds with inconclusive histopathology and nor-
mal serum chemistry were denoted nonhepatotoxic. In total, there were
53 (42%) hepatotoxic and 74 (58%) nonhepatotoxic compounds.

Curation of Chemical Data. The data set was curated according
to the procedures described by Fourches et al.'® Briefly, counterions and
duplicates were removed, and specific chemotypes such as aromatic and
nitro groups were normalized using several cheminformatics software
such as ChemAxon Standardizer (v.5.3, ChemAxon, Budapest, Hungary),
HiT QSAR,"” and ISIDA."® F ollowing the automated curation, the data set
was inspected manually, and two metal-containing compounds for which
most chemical descriptors cannot be calculated, cisplatin and carboplatin,
were removed. Chemical descriptors were calculated with Dragon (v.5.5,
Talete SRL, Milan, Italy) and Molecular Operating Environment (MOE,
v.2009.10, Chemical Computing Group, Montreal, Canada) software.
Simplex representation of molecular structure (SiRMS) descriptors were
derived as detailed elsewhere." After range scaling (from 0 to 1), low
variance (SD < 10~®) and highly correlated descriptors (if pairwise > > 0.9,
one of the pair was randomly removed) were removed. QSAR models
were built separately using 304 Dragon, or 116 MOE, or 271 SiRMS
descriptors (Figure 1).

Selection of Transcripts. Transcripts were selected for modeling
using various feature selection methods. Of the 31,042 transcripts
measured, we removed those consistently absent across all compounds.
Then we extracted 2,991 transcripts with sufficient variation across all
the compounds on the basis of the following criteria: the largest change
of any transcript over its untreated equivalent must exceed 1.5-fold, and
the smallest false discovery rate (Welch t-test) must be less than 0.0S.
Next, transcripts with low variance (all, or all but one value is constant)
and high correlation (if pairwise r* > 0.9, one of the pair, chosen randomly,
was removed) were excluded leaving 2,923 transcript variables (Figure 1)
which were range scaled.

Then, supervised selection methods were used to filter genes differen-
tially expressed between hepatotoxic and nonhepatotoxic compounds.
Significance analysis of microarrays (SAM),* a permutation variant of the
t-test commonly used for transcript selection, was used. Top ranked
transcripts were retained for modeling. Different sets of transcripts were
selected for each modeling set used in S-fold external cross-validation to
avoid selection bias introduced by a supervised selection process.

Modeling and Validation. K nearest neighbors (kNN),*" support
vector machines (SVM),** random forest (RF),* and distance weighted
discrimination (DWD)** machine learning techniques, designed to effec-
tively handle high dimension-low sample size data, were used for modeling.
The modeling workflow”*® used both internal and external validation
(Figure 1 of the Supporting Information). In a S-fold external cross-
validation, 127 compounds were randomly partitioned into S subsets of
nearly equal size. Each subset was paired with the remaining 80% of the
compounds to form a pair of external and modeling sets. The data within
each modeling set were further divided into multiple pairs of training and
test sets for internal validation.

Although models were built using the training set, model selection
depended on their performance on both the training and test sets (i.e.,
internal validation) since training set accuracy alone is insufficient to
establish robust and externally predictive models.”® The prediction
outcome for each model was categorized as “0” for nontoxic compounds
or “1” for toxic ones. Selected models were then pooled into a consensus

Table 1. 5-Fold External Cross-Validation Prediction Per-
formance of QSAR Models

descriptors Dragon Dragon MOE SiRMS

method kNN SVM kNN RF

specificity + SD*  0.62 £ 0.17 0.62 +0.16 0.60 & 0.18 0.77 & 0.08
sensitivity £ SD  0.56 £ 0.14 048 +0.17 0.56 £ 0.16 0.45 £ 0.14
CCR £ SD 0.59 £ 0.11 0.55+0.09 0.58 £0.12 0.61 £0.10
coverage (%) 98 98 98 100

 SD refers to the standard deviation of the external predictivity measures
(e.g, specificity) across the S folds.

model by simple averaging and used to predict the hepatotoxicity of
compounds in the external sets (ie., external validation). The toxicity
threshold was set at 0.5 unless otherwise mentioned, i.e., a compound is
predicted to be nontoxic if a consensus mean is less than 0.5 and toxic
otherwise.

The Y-randomization test was employed to ensure that there was no
chance correlation between selected descriptors and hepatotoxicity. After
random permutation of the hepatotoxicity labels in the modeling sets,
models were rebuilt following the same workflow, and their CCR values
for both training and test sets were collected and compared. This test was
repeated at least three times. Models generated from the randomized
labels were expected to perform significantly worse than those derived
from the original data set.

All reported model predictivity measures, specificity, sensitivity,
and correct classification rate, were obtained from S-fold external cross-
validation. Specificity denotes the true negative rate, or the rate correctly
predicted within the nonhepatotoxic class. Similarly, sensitivity, the true
positive rate, measures the rate correctly predicted within the hepato-
toxic class. CCR is the average of the rates correctly predicted within each
class (CCR = [specificity + sensitivity]/2). Coverage is the percentage of
compounds in the external set within the applicability domain (AD) of
the model. The AD is a similarity threshold within which compounds
can be reliably predicted.””

Chemical and toxicogenomics descriptors found to be predictive were
subsequently analyzed. Ingenuity Pathway Analysis (Ingenuity Systems,
Redwood City, CA) software was used for the functional analysis of the
significant transcripts. The networks were constructed on the basis of
predefined molecular interactions in the Ingenuity database, and the
Ingenuity score was used to rank pathways for analysis. Chemicals were
clustered by the selected toxicogenomics descriptors using an unsuper-
vised self-organizing map (SOM) in R (Kohonen package). Chemical
structural alerts for hepatotoxicity were identified using HiT QSAR'” and
verified with XCHEM.?® Briefly, XCHEM searches for common structural
motifs within each class and ranks them by their relative frequencies.

B RESULTS

Model Development. First, we developed QSAR models of
subchronic (28 days of treatment) hepatotoxicity using various
types of chemical descriptors (Table 1). Prediction performance
was generally poor (55—61% CCR) across all descriptor types and
classification methods. Three compounds (tannic acid, vanco-
mycin, and cyclosporine) with molecular weights exceeding
1,200 (median molecular weight of the data set was 285) were
excluded from the data set, corresponding to a coverage of 98%
for some of the models. Given the generally unpromising results
of the QSAR models described in Table 1, further Combi-QSAR*
efforts to systematically combine each descriptor type with each
classification method were not attempted.
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Figure 2. CCR accuracy of the models with respect to the number of
chemical descriptors and transcripts used. All models were generated by
SVM cdlassification with S-fold external cross-validation.

Second, we developed classification models of subchronic
(28 days of treatment) hepatotoxicity using liver toxicogenomics
data obtained after a single dose treatment as a predictor of future
toxicity. To find the optimal number of variables (transcripts),
several sets of top ranking transcripts were selected (based on SAM
analysis) for modeling by SVM, and the outcomes were com-
pared (Figure 2). CCR ranged from 72% with top 4 significant
transcripts per modeling fold to 78% with all 2,923 significant
transcripts. An optimal model with a CCR of 76% was achieved
when 30 transcripts per fold were used. These 5 sets of 30
transcripts per fold comprised of 85 unique transcripts across all
folds, which may serve as predictive biomarkers (Table 2 of the
Supporting Information). We used these 85 transcripts to
develop additional models employing other classification meth-
ods (Table 2). The RF model had the highest performance with a
CCR of 76%. DWD was also applied to the full set of 2,923
transcripts and had a CCR of 73%. The difference in performance
between the QSAR and the toxicogenomic models was signifi-
cant (p < 0.001).

Third, we developed hybrid models of subchronic (28 days of
treatment) hepatotoxicity using both chemical descriptors and
single-dose treatment toxicogenomics data as biological descrip-
tors. We studied how SVM model predictivity was affected
when both the number of chemical descriptors and the number
of transcripts were varied. To that effect, SAM was applied to
independently rank chemical descriptors and transcripts, after
which, different portions of top ranked variables were used for
SVM modeling. Figure 2 shows that the CCR of the hybrid models
did not exceed that of the models based on toxicogenomics data
alone. However, hybrid models identified both important chemi-
cal descriptors and transcripts for the enhanced interpretation of
the modeling outcomes. We could not have reliably detected the
important chemical features from the relatively poorly fitted
QSAR models. Adding transcripts boosted the predictivity of the
hybrid models such that important chemical features were identi-
fied with greater confidence. Specifically, contributions of SIRMS
descriptors used in RF hybrid models were interpreted using the
approach of Polishchuk et al.>® to uncover chemical substructures
critical to hepatotoxicity. The substructures obtained through this

Table 2. 5-Fold External Cross-Validation Prediction Per-
formance of Toxicogenomics Models Based on the 85 Se-
lected Transcripts”

method kNN SVM DWD RF

specificity £ SD  0.82 £0.08 0.84 +0.10 0.77£0.11 0.84 £ 0.05
sensitivity £ SD  0.57 £0.07 0.67 £0.12 0.62£0.17 0.66 £ 0.20
CCR £ SD 0.70 £ 0.06 0.76 = 0.09 0.69 +0.11 0.76 &= 0.10
coverage (%) 95 99 99 100

“See Table II of the Supporting Information for a complete list.

analysis were compared to the alerts derived using XCHEM™®
and found to be concordant. The largest and most frequent
substructures within each toxicity class are listed in Table 3 and
provide evidence of the structure—activity relationship in the hybrid
model. All QSAR, toxicogenomics, and hybrid models were sig-
nificantly better than Y-randomized models (p < 0.05 by Z-test),
indicating that our models were not the result of chance correlations.
The toxicity threshold of the consensus models was set to 0.5,
below which the compounds were classified as nontoxic and above
which they were classified as toxic. Because the compounds on the
margin are typically predicted with less confidence, we sought to
determine the effect of adjusting the toxicity threshold on predic-
tion performance. Figure 3A shows the distribution of QSAR-
predicted values (using kNN method) for nontoxic and toxic
compounds. Overall, the separation was poor due to a large
proportion of nontoxic compounds that were predicted as toxic.
While alternative thresholds yielding models with very high CCR
may be selected (Figure 3C), severely reduced coverage of such
models is a considerable drawback (Figure 3E). For example,
setting two thresholds (dashed lines in Figure 3A), one at 0.36
(<0.36 are assigned nontoxic) and the second one at 0.56 (>0.56
are assigned as toxic) increased CCR to 68%, as compared to
59% with a single threshold of 0.5. However, the coverage of such
a model was only 80% because the compounds whose predicted
activities were between 0.36 and 0.56 could no longer be classified.
Conversely, the toxicogenomics model developed with kNN
showed good separation between toxic and nontoxic compounds
(Figure 3B). A change in thresholds had a minor effect on the
model’s CCR and coverage (Figure 3D and F), showing that a
single threshold was sufficient and that optimization of the activity
thresholds would not be necessary. The optimal thresholds will be
useful in the prediction of additional external compounds.
Model Interpretation. Toxicogenomics data-based models
were the most predictive of hepatotoxicity. To explore the biological
significance and the mechanistic relevance of the selected 85
transcripts (64 up-regulated and 21 down-regulated), functional
pathway analysis was performed. Hepatic nuclear factor 4
(Hnf4a)- and v-myc myelocytomatosis viral oncogene homo-
logue (Myc)-centered interactomes were the two highest ranked
networks involving large numbers of the 64 selected up-regulated
genes (Figure 4A—B and Table Illa of the Supporting In-
formation). Canonical pathway analysis revealed that the eukar-
yotic initiation factor (Eif) 2 signaling pathway responsible
for protein translation was up-regulated (Table IIIb of the
Supporting Information). Among the down-regulated genes,
the network involving cellular function and maintenance includ-
ing transporters and inflammatory responses was the highest
ranked network (Figure 4C and Table Illc of the Support-
ing Information). Canonical pathway analysis also revealed that
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many down-regulated genes were involved in the complement
pathway (Table IIId of the Supporting Information).

In addition, we used an unsupervised self-organizing map to
cluster chemicals on the basis of their gene expression profiles
(Figures S and 2 of the Supporting Information). The objective
was to uncover commonalities within clusters with similar gene
expression profiles. As expected, the nonhepatotoxic agents were
tightly clustered (green background). Among the hepatotoxic
drugs (orange background), there were several clusters of com-
pounds which may act through similar mechanisms of action. For
example, oxidative stress-inducing agents (red text) such as
acetaminophen, methapyriline, and nimesulide, and peroxisome
proliferator-activated alpha (PPARQ) agonists (blue text) such
as fenofibrate, WY-14643, benzbromarone, clofibrate, and gem-
fibrozil formed two subclusters among the hepatotoxicants. The
model-selected 85 transcripts were sufficient to cluster the drugs
into toxicologically meaningful groups with similar modes of
hepatotoxicity.

Understanding this difference in performance between the
QSAR and the toxicogenomics models warrants an in-depth ex-
amination of the spatial distribution of compounds in their chemi-
cal and toxicogenomics descriptor space. Principal component

analysis of the chemical features (Dragon descriptors, Figure 6A)
and toxicogenomics data (8S selected transcripts, Figure 6B)
demonstrated that the separation between nontoxic and toxic
classes was poor in the chemical space. Table IVa of the
Supporting Information lists 40 most chemically similar pairs
of compounds. Half of them had opposite toxicities. Conversely,
among pairs of compounds with the most similar gene expression
profiles, only 23% exhibited opposite toxicities (Table IVb of the
Supporting Information). In other words, pairs of compounds
with similar gene expression profiles were more likely to have the
same hepatotoxicity than pairs of chemically similar compounds.

The best hybrid model had similar performance to the best
toxicogenomics model (76—77% CCR), differing only in the
predictions of three compounds (ajmaline, griseofulvin, propyl-
thiouracil). Examining QSAR and toxicogenomics models in
comparison with each other revealed instances for which the
models were complementary. When both QSAR and toxicoge-
nomics models were in agreement, it implied greater reliability of
the prediction (Table 4). When predictions made with these two
types of models were in disagreement, deferring to the toxico-
genomics model (statistically superior to the QSAR model)
would more likely return correct predictions. However, of note
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were 19 compounds (italicized in Table 4) mis-predicted by
the toxicogenomics model but correctly predicted by the QSAR
model. The PCA plot shows that many of these compounds
(denoted by crosses in Figures 6A and B) had neighbors in the
multidimensional toxicogenomics descriptor space of opposite
toxicities (Figure 6B), but their neighbors in the chemistry space had

similar toxicities (Figure 6A). For example, nontoxic danazol has
toxic neighbors in the toxicogenomics descriptor space (Figure 6B)
but nontoxic neighbors in the chemistry space (Figure 6A). Some
of these mis-predicted compounds, e.g., gemfibrozil (PPARQ
activator) and lomustine (genotoxic hepatocarcinogen), exhi-
bit late-onset toxicity which could explain the failure of 24 h
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Figure 4. Molecular networks representing the toxicogenomics predictors
of hepatotoxicity. Hnf4a-centered (A), Myc-centered (B), and cellular
function, and maintenance-related (C) interactomes were selected as the
highest ranked networks among the 64 up- or 21 down-regulated genes
used in modeling. Red and green represent molecules up-regulated or
down-regulated, respectively, by the hepatotoxic compounds. Ellipses,
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regulator, cytokine, kinase, transporter, enzyme, and other molecules,
respectively. Arrows indicate molecular interactions, while lines indicate
binding. Dashed arrows or lines indicate indirect interactions or binding. See
Tables IIIa-d in the Supporting Information for a complete list of networks.

expression profiles to capture relevant changes and consequently
to predict their 28-day hepatotoxicity.

l DISCUSSION

Our study showed that chemical features and toxicogenomics
data were useful and relevant for the development of classifica-
tion models for understanding and predicting hepatotoxicity.
The high classification accuracy of toxicogenomics models sup-
ports the use of early transcriptional response as an indicator for
long-term toxicity and for understanding a potential mode of
action. Even though QSAR models were less predictive, they will
continue to be used for initial virtual screening in cases where no
experimental data (e.g., toxicogenomics) are available. By devel-
oping hybrid models using both chemical descriptors and
toxicogenomics data, we identified both chemical features and
transcripts, which provided additional insights into understand-
ing drug-induced liver injury.

Biological Pathways Involved in Liver Injury. Toxicoge-
nomics data from single exposure were not only useful for the
classification of 28-day liver injury phenotype but also provided
important mechanistic insights into pathways that may lead to
long-term toxicity. Pathway analysis showed that the 85 most
predictive transcripts were in Hnf40t-, Myc-, and Eif2-centered
networks, all of which have been implicated in hepatotoxicity.
Hnf4q, a transcriptional factor of the nuclear hormone receptor
family, is known to play an important role in liver function,
morphological and functional differentiation of hepatocytes, cell
proliferation, and detoxification.’® Although the Hnf4aL gene
itself was not among the selected transcripts, Hnf40t-regulated
genes were up-regulated in the early stage of hepatocellular
injury.

In addition, Hnf4a is essential for controlling the acute phase
response of the liver induced by endoplasmic reticulum (ER)
stress.>" ER stress is a common response to many toxicants, and
under conditions of severe or prolonged ER stress, apoptosis is
triggered by accumulation of incompletely assembled or mis-
folded proteins.** Activation of Eif2 signaling pathway is widely
recognized as a key contributor to ER stress. In the present study,
we found the characteristic up-regulation of several genes
involved in Eif2 signaling pathway after treatment with several
hepatotoxicants, such as Eif2 subunit 1 alpha (Eif2s1)<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>