A new fitness estimation strategy for particle swarm optimization
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Abstract

Particle swarm optimization (PSO) is a global metaheuristic that has been proved to be very powerful for optimizing a wide range of problems. However, PSO requires a large number of fitness evaluations to find acceptable (optimal or sub-optimal) solutions. If one single evaluation of the objective function is computationally expensive, the computational cost for the whole optimization run will become prohibitive. FESPSO, a new fitness estimation strategy, is proposed for particle swarm optimization to reduce the number of fitness evaluations, thereby reducing the computational cost. Different from most existing approaches which either construct an approximate model using data or utilize the idea of fitness inheritance, FESPSO estimates the fitness of a particle based on its positional relationship with other particles. More precisely, once the fitness of a particle is known, either estimated or evaluated using the original objective function, the fitness of its closest neighboring particle will be estimated by the proposed estimation formula. If the fitness of its closest neighboring particle has not been evaluated using the original objective function, the minimum of all estimated fitness values on this position will be adopted. In case of more than one particle is located at the same position, the fitness of only one of them needs to be evaluated or estimated. The performance of the proposed algorithm is examined on eight benchmark problems, and the experimental results show that the proposed algorithm is easy to implement, effective and highly competitive.

1. Introduction

Many real-world engineering problems are computationally expensive or black-box instances. A black-box function is an unknown function which, given a set of inputs, produces a corresponding set of outputs without knowing its exact mathematical description or internal structure [46]. Typically, the outputs of the black-box systems are obtained by performing finite element analysis or computational fluid dynamics simulations, which are usually computationally expensive. For example, vehicle crashworthiness optimization problems normally require a large number of crash simulations to achieve the optimal design [53], which is a widely known computationally expensive process [24]. The classical approach to reduce the number of expensive function evaluations and thereby to reduce the overall computational time of the optimization procedure is to model the objective function by a so-called meta-model [56], sometimes also known as surrogate or fitness estimation. In this paper, the term fitness estimation is adopted, which evaluates the quality of some candidate solutions using a
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Particle swarm optimization (PSO) is a global metaheuristic proposed by Kennedy and Eberhart in [13,25]. The idea of PSO was based on simplified models simulating some social behaviors of animals, such as bird flocking and fish schooling. Because of its simplicity in concept, fast convergence, and strong global optimization capability, PSO has received increasing attention and has been successfully applied to solving a large class of unconstrained optimization problems [4,12,60], such as reactive power optimization [9,30,31], neural network training [15,36] and data mining [29,47,59]. Like most EAs, PSO does not require that the objective functions be continuous or differentiable [26]. In addition, the search dynamics of the PSO is described by an explicit updating formula that is easy to analyze. However, in the real world, optimization problems are often quite complex, where a number of constraints must be satisfied, more than one objective function needs to be minimized; some fitness functions cannot be explicitly expressed (such as black-box problems), and fitness evaluation is computationally expensive. Many approaches have been proposed to solve constrained and multi-objective optimization problems based on PSO [2,35,50–52,57,58]. However, not much attention has been paid to problems which have no explicit model for fitness evaluations or involve noisy and extremely time-consuming fitness evaluation. Just like most other EAs, PSO also requires a large number of fitness evaluations before an acceptable global or local optimal solution is found. PSO-based optimization algorithms assisted by meta-models, although not as many as GA, have been proposed for solving the computationally expensive problems. Reyes-Sierra and Coello [43] applied fitness inheritance and approximation techniques in the PSO-based multi-objective algorithm presented in [49] to reduce the number of fitness evaluations. Hendtlass [20] proposed to estimate the fitness by adding reliability on each particle’s fitness value on top of the approach used in [44], where the fitness of a new individual is estimated based on the fitness of its parents and the distance between this new individual and its parents in the genotype space. Cui et al. [11] also introduced the fitness inheritance method into PSO to reduce the number of fitness evaluations, which is called a “fast particle swarm optimization” (FPSO). To develop a more effective algorithm for solving stochastic problems, Cui et al. [10] suggested an intelligent algorithm that combines a generalized regression neural network for fitness estimation with PSO. In general, most surrogate-assisted PSO algorithms either use fitness inheritance, or build meta-models based on samples composed of individuals in one or more generations. The former often needs additional memory space to store fitness values of the parents, whereas the latter requires highly accurate surrogates in order to obtain the global optima. In this paper, a simpler and more effective fitness estimation approach is presented. Different from the above-mentioned approaches, the fitness of an individual is estimated by that of any other individuals based on the positional relationship of these two individuals. The positional relationship between any two individuals is obtained by the updating formula of the PSO. The main advantage of the proposed approach is that it can estimate the fitness of individuals using the updating formula in PSO without the need to construct meta-models that demands additional sampling of the expensive objective function, thereby significantly reducing the computational cost.

The remainder of this paper is organized as following. Section 2 gives a brief description of the canonical PSO. In Section 3, a new fitness estimation strategy for PSO is proposed. Section 4 presents experimental results and analysis. Finally, conclusions and suggested future work are provided in Section 5.
2. Particle Swarm Optimization (PSO)

In a PSO, it is assumed that a swarm of particles, each of which has no volume and no weight representing a candidate solution of a given optimization problem, move in a D-dimensional search space $S \subset \mathbb{R}^D$ with a certain velocity. The movement dynamics of each particle in the search space is governed by its current position and velocity, where the current velocity is determined by its previous velocity and its distance to the position where this particle has achieved its best fitness so far (personal best) and to the position of the particle that has achieved the best fitness among all particles (global best).

For a particle $i$, its position can be described by a $D$-dimensional vector $\mathbf{x}_i = (x_{i1}, x_{i2}, \ldots, x_{id}) \in S$ and its velocity is also a $D$-dimensional vector $\mathbf{v}_i = (v_{i1}, v_{i2}, \ldots, v_{id}) \in S$. The position at which the particle $i$ has achieved its personal best fitness, called $p_{best,i}$, is a point in $S$, which is denoted as $\mathbf{p}_i = (p_{i1}, p_{i2}, \ldots, p_{id})$. Similarly, the position at which the global best fitness has been achieved, called $g_{best}$, is denoted as $\mathbf{p} = (p_1, p_2, \ldots, p_D)$. For particle $i$, the velocity and position are updated as follows [14]:

$$
\mathbf{v}_i(t + 1) = w \mathbf{v}_i(t) + c_1 \mathbf{r}_1 (\mathbf{p}_i(t) - \mathbf{x}_i(t)) + c_2 \mathbf{r}_2 (\mathbf{g}_i(t) - \mathbf{x}_i(t))
$$

where $\omega$ is a parameter called the inertia weight, $c_1$ and $c_2$ are positive constants referred to as cognitive and social parameters, respectively, $\mathbf{r}_i$, $i = 1, 2$, is a $D \times D$ diagonal matrix whose diagonal elements are random numbers uniformly distributed in the range of $[0, 1]$. A large inertia weight encourages global search while a small value facilitates local exploitation. Therefore, the inertia weight is critical for the search behavior of the PSO, and a good balance between exploration and exploitation can be achieved using a dynamical inertia weight. Experimental results show that it is beneficial to start with a large inertia weight in the early search stage in order to enhance exploration of the search space, and gradually decrease the inertia to achieve more refined solutions in the final search stage. Shi et al. [48] introduced a linearly decreasing inertia weight into the PSO to significantly improve its performance through an empirical study of inertia weight. The inertia weight is adapted over the search iteration $t$ as follows:

$$
\omega = \omega_{max} - \frac{\omega_{max} - \omega_{min}}{t_{max}} \times t
$$

where $\omega_{max}$ and $\omega_{min}$ are the initial and final values of the inertia weight, respectively, and $t_{max}$ is the maximum iteration number. Typically, parameters $\omega_{max}$ and $\omega_{min}$ are set to 0.9 and 0.4, respectively. Cognitive and social parameters are acceleration constants where $c_1$ pushes the particles towards its personal best position and $c_2$ drives them towards the global best position of the swarm. Both parameters simultaneously control how far a particle will move in a single iteration, and are often set to the same weight [6]. The personal best position of particle $i$ is determined as follows:

$$
\mathbf{p}_i(t) = \begin{cases} 
\mathbf{p}_i(t-1) & \text{if } f(\mathbf{x}_i(t)) > f(\mathbf{p}_i(t-1)) \\
\mathbf{x}_i(t) & \text{otherwise}
\end{cases}
$$

and the global best position can be obtained by:

$$
\mathbf{p}(t) = \{\mathbf{p}_0(t), \mathbf{p}_1(t), \ldots, \mathbf{p}_N(t)\} | f(\mathbf{p}_i(t)) = \min \{ f(\mathbf{p}_0(t)), f(\mathbf{p}_1(t)), \ldots, f(\mathbf{p}_N(t)) \}
$$

1. Begin
2. Parameter setting, including swarm size $N$, inertia weight $\omega$, cognitive parameter $c_1$, and social parameter $c_2$. $t = 0$;
3. Initialize a population with random positions and velocities, evaluate the fitness of each particle;
4. Generate the personal best position of each particle: $\mathbf{p}_i(t) = \mathbf{x}_i(t)$, $i = 1, 2, \ldots, N$;
5. Generate the global best position of the swarm according to formula (5): find $\min f(\mathbf{p}_i(t))$, $i = 1, 2, \ldots, N$, set $\mathbf{p}(t) = \mathbf{p}_i(t)$ if $f(\mathbf{p}_i(t))$ is minimal;
6. While the stopping criterion is not met
7. For each particle $i$ in the swarm
8. Update the velocity and position using (1) and (2);
9. Evaluate the fitness of particle $\mathbf{p}_i$;
10. Update the personal best position of particle $i$ according to formula (4);
11. End For
12. Update the global best position of the swarm according to formula (5): find $\min f(\mathbf{p}_i(t))$, $i = 1, 2, \ldots, N$, set $\mathbf{p}(t) = \mathbf{p}_i(t)$ if $f(\mathbf{p}_i(t))$ is minimal;
13. $t = t + 1$;
14. End While
15. End

Fig. 1. Psuedo-code of the standard PSO algorithm.
where \( f \) is the objective function and is the swarm size. In PSO, the velocity must be restricted to a range \( \vec{v}_{\text{min}}, \vec{v}_{\text{max}} \) in order to prevent the particles from flying out of the search space. Commonly, the velocity is set as follows:

\[
\vec{v}_i(t + 1) = \begin{cases} 
\vec{v}_{\text{min}} & \text{if } \vec{v}_i(t + 1) \leq \vec{v}_{\text{min}} \\
\vec{v}_{\text{max}} & \text{if } \vec{v}_i(t + 1) \geq \vec{v}_{\text{max}} \\
\vec{v}_i(t + 1) & \text{otherwise}
\end{cases}
\]  

(6)

Fig. 1 shows the pseudo-code of the standard PSO.

Convergence to the global optimum and a fast convergence are two main issues that need to be addressed in order to improve the performance of the PSO. To enhance the capability of PSO to converge to the global optimum, Chen and Li [7] added a random velocity to balance exploration and convergence of PSO. Mei et al. [37] introduced a random solution in PSO as the best solution at the end of every iteration to improve the quality of the obtained solutions. Latiff and Tokhi [27] introduced a new parameter termed as the spread factor to accelerate the convergence speed of PSO. Modiri et al. [38] eliminated the personal best in velocity update to achieve a faster convergence when the search space is large, which was shown to be successful in antenna design.

3. A New Fitness Estimation Strategy for Particle Swarm Optimization (FESPSO)

3.1. The proposed estimation strategy

Theoretically, all particles in PSO fly towards the optimal solution and finally converge to the best position. So it can be imagined that many particles will collide with each other during the search. Suppose particles \( i \) and \( j \) occupy the same position at iteration \( t + 1 \). Obviously, they have the same fitness value. So if the fitness value of particle \( i \) is \( f(\vec{x}_i(t + 1)) \) is known, \( f(\vec{x}_j(t + 1)) = f(\vec{x}_i(t + 1)) \) will be also known, obviating the need for an additional expensive fitness evaluation or estimation of fitness. Furthermore, considering two arbitrary particles \( i \) and \( j \) in the swarm at iteration \( t + 1 \), their new positions can be obtained by using a convex combination technique. In other words, the virtual position \( \vec{x}_s(t + 1) \) at iteration \( t + 1 \) can be obtained by using a convex combination technique. In other words, the virtual position \( \vec{x}_s(t + 1) \) at iteration \( t + 1 \) can be obtained by using a convex combination technique.
words, \( f(\vec{x}_v(t+1)) \) can be estimated by a weighted sum of fitness values at these four positions. Similarly, the virtual position \( \vec{x}_v(t+1) \) can also be regarded as an offspring of \( \vec{x}_i(t+1), \vec{x}_i(t-1), \vec{x}(t) \) and \( \vec{p}(t) \), and fitness \( f(\vec{x}_v(t+1)) \) can further be estimated by a weighted sum of the fitness values at these four positions.

Suppose \( d_{i}^0(t+1), d_{i}^0(t-1), d_{i}^0(t), d_{i}^0(t-1) \) and \( d_{i}^0(t) \) represent the distance between \( \vec{x}_i(t+1) \) and \( \vec{x}_i(t), \vec{x}_i(t-1), \vec{x}_i(t), \vec{p}(t) \), \( \vec{x}_i(t+1) \) and \( \vec{p}(t) \), respectively. Here, all distances are calculated with the Euclidean distance. So if none of distances mentioned above equals to 0, the fitness value of \( \vec{x}_v(t+1) \) can be obtained by calculating any one of the following two equations:

\[
\tilde{f}(\vec{x}_v(t+1)) = \frac{\frac{1}{d_{i}^0(t+1)} f(\vec{x}_i(t+1)) + \frac{1}{d_{i}^0(t-1)} f(\vec{x}_i(t-1)) + \frac{1}{d_{i}^0(t)} f(\vec{x}(t)) + \frac{1}{d_{i}^0(t)} f(\vec{p}(t))}{\frac{1}{d_{i}^0(t+1)} + \frac{1}{d_{i}^0(t-1)} + \frac{1}{d_{i}^0(t)} + \frac{1}{d_{i}^0(t)}} \tag{18}
\]

\[
f(\vec{x}_v(t+1)) = \frac{\frac{1}{d_{i}^0(t+1)} f(\vec{x}_i(t+1)) + \frac{1}{d_{i}^0(t-1)} f(\vec{x}_i(t-1)) + \frac{1}{d_{i}^0(t)} f(\vec{x}(t)) + \frac{1}{d_{i}^0(t)} f(\vec{p}(t))}{\frac{1}{d_{i}^0(t+1)} + \frac{1}{d_{i}^0(t-1)} + \frac{1}{d_{i}^0(t)} + \frac{1}{d_{i}^0(t)}} \tag{19}
\]

As seen in Eqs. (18) and (19), the inverse of the distances is used as the weight. As is known, the smaller the distance, the more important the fitness value of that position will be in calculating fitness value of \( \vec{x}_v(t+1) \). Combining Eqs. (18), (19) and eliminating \( f(\vec{x}_i(t+1)) \), we can get an explicit relationship between \( f(\vec{x}_i(t+1)) \) and \( f(\vec{x}_i(t+1)) \).

\[
f(\vec{x}_i(t+1)) = d_{i}^0(t+1) \left\{ \frac{1}{d_{i}^0(t+1)} f(\vec{x}_i(t+1)) + \frac{1}{d_{i}^0(t-1)} f(\vec{x}_i(t-1)) + \frac{1}{d_{i}^0(t)} f(\vec{x}(t)) + \frac{1}{d_{i}^0(t)} f(\vec{p}(t)) \right\} - \frac{1}{d_{i}^0(t-1)} f(\vec{x}_i(t-1)) + \frac{1}{d_{i}^0(t)} f(\vec{x}(t)) + \frac{1}{d_{i}^0(t)} f(\vec{p}(t)) \tag{20}
\]

where

\[
\alpha = \frac{1}{d_{i}^0(t+1)} + \frac{1}{d_{i}^0(t-1)} + \frac{1}{d_{i}^0(t)} + \frac{1}{d_{i}^0(t)}
\]

Obviously it can be seen that if the fitness value of an arbitrary particle \( i \) at iteration \( t + 1 \) is known, fitness value of any other particle \( j \) at iteration \( t + 1 \) can be estimated by Eq. (20). It is possible to estimate the fitness value of all other particles using Eq. (20) if the fitness of particle \( i \) has been evaluated or estimated. Considering the special case mentioned above, where particle \( j \) is at the same position as particle \( i \), the fitness values of these two particles are the same. On the other hand, fitness values of all other particles (which are not at the same position as particle \( i \)) can be estimated by using Eq. (20). Evidently, if the fitness of a large number of particles is estimated using Eq. (20), the PSO may be misled. To relieve this problem [20], only the fitness value of the closest neighboring particle \( j \) (yet not at the same position as particle \( i \)) will be estimated in this paper. The reason is that two closest particles may have similar fitness values, irrespective of whether \( f(\vec{x}_i(t+1)) \) is estimated or evaluated.

Fig. 2 shows a simple example to illustrate the proposed approach.

In Fig. 2, each black dot represents a particle in the space, and each triangle means more than one particle occupy this position. Suppose that the fitness value of particle \( i \) has been obtained by evaluating the objective function or by estimating by Eq. (20) at iteration \( t + 1 \). Since particle \( i \) is the closest neighbor of particle \( i \), then the fitness value of particle \( j \) will be estimated according to Eq. (20), if its fitness has not been evaluated by the expensive objective function. However, it can happen that particle \( j \) is the closest particle to more than one particle. As shown in this example, position \( \vec{x}_i(t+1) \) has the minimum distance to particles \( i \) and \( k \). In this case, assuming we are dealing with minimization problems, the fitness of particle \( j \) will be calculated as follows:

Fig. 2. A simple example.
1. Begin
2. Parameter setting, including swarm size \( N \), inertia weight \( \omega \), cognitive parameter \( c_1 \) and social parameter \( c_2 \), \( t = 0 \);
3. Initialize a population with random positions and velocities, evaluate fitness of each particle;
4. Generate the personal best position of each particle: \( \bar{x}_i(t) = \bar{x}_i(t), i = 1, 2, \ldots, N \);
5. \( \text{fitness}(\bar{x}_i(t)).\text{estimation} = 1 \), \( \text{fitness}(\bar{x}_i(t)).\text{evaluation} = 0 \); \( i = 1, 2, \ldots, N \);
6. Generate the global best position of the swarm: find \( \min f(\bar{x}_i(t)), i = 1, 2, \ldots, N \), set \( \bar{y}_g(t) = \bar{y}_g(t) \) if \( f(\bar{y}_g(t)) \) is minimal;
7. While the stopping criterion is not met
8. For each particle \( i \) in the swarm
9. \( \text{fitness}(\bar{x}_i(t + 1)).\text{estimation} = 0 \);
10. \( \text{fitness}(\bar{x}_i(t + 1)).\text{evaluation} = 0 \);
11. End For
12. For each particle \( i \) in the swarm
13. Update the velocity and position using (1) and (2);
14. If \( \text{fitness}(\bar{x}_i(t + 1)).\text{estimation} = 1 \) or
15. \( \text{fitness}(\bar{x}_i(t + 1)).\text{evaluation} = 1 \)
16. Call the procedure of fitness estimation for the closest particle \( j \)
17. Else
18. Evaluate the fitness of particle \( i \),
19. \( \text{fitness}(\bar{x}_i(t + 1)).\text{estimation} = 0 \);
20. \( \text{fitness}(\bar{x}_i(t + 1)).\text{evaluation} = 1 \);
21. Call the procedure of fitness estimation for the closest particle \( j \)
22. End If
23. If \( f(\bar{x}_i(t + 1)) \leq f(\bar{y}_g(t)) \) // Update the personal best position of particle \( i \\
24. \bar{y}_i(t + 1) = \bar{x}_i(t + 1) \\
25. \text{fitness}(\bar{x}_i(t + 1)).\text{estimation} = \text{fitness}(\bar{x}_i(t + 1)).\text{estimation}; \\
26. \text{fitness}(\bar{y}_g(t + 1)).\text{evaluation} = \text{fitness}(\bar{y}_g(t + 1)).\text{evaluation}; \\
27. Else
28. \( \bar{y}_g(t + 1) = \bar{y}_g(t); \\
29. \text{fitness}(\bar{x}_i(t + 1)).\text{estimation} = \text{fitness}(\bar{y}_g(t)).\text{estimation}; \\
30. \text{fitness}(\bar{y}_g(t + 1)).\text{evaluation} = \text{fitness}(\bar{y}_g(t)).\text{evaluation}; \\
31. End If
32. End For
33. Update the global best position of the swarm: Find \( \min f(\bar{y}_g(t + 1)), i = 1, 2, \ldots, N \); suppose \( f(\bar{y}_g(t + 1)) \) is minimal;
34. If \( f(\bar{y}_g(t + 1)) < f(\bar{y}_g(t)) \)
35. If \( \text{fitness}(\bar{y}_g(t + 1)).\text{estimation} = 1 \\
36. Evaluate the fitness of \( \bar{y}_g(t + 1); \\
37. f(\bar{y}_g(t + 1)) = f(\bar{y}_g(t + 1)), \text{where} \ \bar{y}_k(t + 1) = \bar{y}_k(t + 1), k \neq i \\
38. \text{fitness}(\bar{y}_g(t + 1)).\text{evaluation} = \text{fitness}(\bar{y}_g(t + 1)).\text{evaluation}; \\
39. \text{If } f(\bar{y}_g(t + 1)) < f(\bar{y}_g(t)) \)
40. \( \bar{y}_g(t + 1) = \bar{y}_g(t + 1); \\
41. Else
42. \( \bar{y}_g(t + 1) = \bar{y}_g(t); \\
43. End If
44. Else
45. \( \bar{y}_g(t + 1) = \bar{y}_g(t + 1); \\
46. End If
47. Else
48. \( \bar{y}_g(t + 1) = \bar{y}_g(t); \\
49. End If
50. \( t = t + 1; \\
51. End While
52. End

Fig. 3. Psuedo-code of the FESPSO algorithm.
\[
f(\tilde{x}_j(t + 1)) = \begin{cases} 
  f_j(\tilde{x}_j(t + 1)) & \text{if the fitness value of particle } j \\
  \min_{i \in A} f_i(\tilde{x}_j(t + 1)) & \text{otherwise}
\end{cases}
\]

where \( i \) and \( j \) represent particles \( i \) and \( j \), respectively; \( f_j(\tilde{x}_j(t + 1)) \) is the real fitness value of particle \( j \) calculated by the expensive objective function; \( f_i(\tilde{x}_j(t + 1)) \) is the fitness value of particle \( j \) estimated from particle \( i \); \( A \) is a set where each element represents a particle from which particle \( j \) has the minimum distance. Besides, attention should be paid to particles at the same position as particle \( j \). The fitness value of all these particles will be the same as that of particle \( j \). In this example, it is \( f_j(\tilde{x}_j(t + 1)) = f_j(\tilde{x}_j(t + 1)) \).

In addition, it is worth noting that if the virtual position is the same as the position of \( \tilde{x}_j(t + 1) \), \( \tilde{x}_j(t) \), \( \tilde{x}_j(t + 1) \), or \( \tilde{x}_j(t) \), it will result in inability in establishing the relationship between the fitness values of particles \( \tilde{x}_j(t + 1) \) and \( \tilde{x}_j(t + 1) \). Thus, the fitness value of the virtual position will be the fitness value of all particles at that position, obviating the need for additional fitness estimations or evaluations. To simplify fitness estimation, when any of the distances \( d_{vi}(t + 1) \), \( d_{vi}(t) \), \( d_{vj}(t + 1) \), \( d_{pj}(t + 1) \), \( d_{vj}(t) \), \( d_{p}(t) \) or \( d_{pi}(t) \) is equal to 0, nothing will be done to the closest particle \( j \).

3.2. Selection of the global best of the swarm

In the standard PSO, the global best position is selected from the best-found particles in the whole swarm. However, in the proposed algorithm, since the fitness of some particles is estimated, the fitness of the global best particle may be estimated and is subject to estimation errors. To ensure a correct convergence to the true optimum, if the fitness of a local best particle \( f(p_{best}) \) is better than that of the global best \( f(g_{best}) \), the fitness of the local best particle will be re-evaluated using the following pseudo-code:

```
1. Begin
2. \( f(\tilde{x}_k(t + 1)) = f(\tilde{x}_i(t + 1)) \) where \( \tilde{x}_k(t + 1) = \tilde{x}_i(t + 1) \), \( k \neq i \);
3. \( \text{fitness}(\tilde{x}_k(t + 1)); \text{estimation} = \text{fitness}(\tilde{x}_i(t + 1)); \text{estimation}; \)
4. \( \text{fitness}(\tilde{x}_k(t + 1)); \text{evaluation} = \text{fitness}(\tilde{x}_i(t + 1)); \text{evaluation}; \)
5. Find the closest particle \( j \) to \( \tilde{x}_j(t + 1) \);
6. \( \text{If} (\text{fitness}(\tilde{x}_j(t + 1)); \text{evaluation} = 0) \)
7. \( \text{Calculate } d_{vi}(t + 1), d_{vi}(t), d_{vj}(t), d_{pj}(t), d_{vi}(t + 1), d_{vj}(t + 1), d_{pj}(t), d_{vi}(t) \) and \( d_{pj}(t) \);
8. \( \text{If all these distances are not equal to 0} \)
9. \( \text{Estimate a fitness for particle } j \text{ using (20), denoted by } f_j(\tilde{x}_j(t + 1)); \)
10. \( \text{If} (\text{fitness}(\tilde{x}_j(t + 1)); \text{estimation} = 1) \)
11. \( \text{Set } f(\tilde{x}_j(t + 1)) = \min f(\tilde{x}_j(t + 1), f_i(\tilde{x}_j(t + 1))); \)
12. \( \text{Else} \)
13. \( \text{Set } f(\tilde{x}_j(t + 1)) = f_i(\tilde{x}_j(t + 1)); \)
14. \( \text{fitness}(\tilde{x}_j(t + 1)); \text{estimation} = 1; \)
15. \( \text{End If} \)
16. \( f(\tilde{x}_k(t + 1)) = f(\tilde{x}_j(t + 1)) \) where \( \tilde{x}_k(t + 1) = \tilde{x}_j(t + 1), k \neq j; \)
17. \( \text{fitness}(\tilde{x}_k(t + 1)); \text{estimation} = \text{fitness}(\tilde{x}_j(t + 1)); \text{estimation}; \)
18. \( \text{fitness}(\tilde{x}_k(t + 1)); \text{evaluation} = \text{fitness}(\tilde{x}_j(t + 1)); \text{evaluation}; \)
19. \( \text{End If} \)
20. \( \text{End If} \)
21. \( \text{End} \)
```

Fig. 4. Psuedo-code of the procedure of fitness estimation.
expensive objective function before the fitness of the global best is replaced. The global best will be updated only if the local best has a better fitness that the global best on the real objective function.

3.3. Description of the algorithm

From Eq. (20), it can be easily seen that the estimated fitness value of particle $j$ at iteration $t + 1$ is related to fitness values of particles $i$ and $j$ at iteration $t$ and $t - 1$. This means that the fitness of all particles in the first two iterations must be evaluated by the real objective functions.

The pseudo-code of FESPSO algorithm is shown in Figs. 3 and 4 gives the pseudo-code of the procedure of fitness estimation.

In Figs. 3 and 4, fitness($\bar{x}_i (t + 1)$).estimation is a flag indicating whether the fitness of particle is estimated by Eq. (20). If this value equals to 0, it means that the fitness is evaluated using the real objective function; otherwise estimated from Eq. (20). Similarly, fitness($\bar{x}_i (t + 1)$).evaluation represents whether the fitness of particle $i$ is evaluated by the real objective function. A value 1 means to evaluate the fitness of this particle using the real objective function.

It should be noted that if more than one particle has the same minimum distance to particle $i$, one of these particles randomly is chosen to estimate its fitness.

4. Results and discussions

To evaluate the performance of the proposed algorithm, some widely used benchmark problems are adopted in this paper. The benchmarks have been grouped into four classes by Molga and Smutnicki [39]: (a) uni-modal, convex, multi-dimensional; (b) multi-modal, two-dimensional with a small number of local optimums; (c) multi-modal, two-dimensional with a large number of local optimums; and (d) multi-modal, multi-dimensional, with a large number of local optimums. Problems class (a), albeit uni-modal and convex, also contains problems whose global optimum is hard to locate. Class (b) is used to test the performance of optimizers in the hostile environment, where there are a few local optimums with one global optimum. Classes (c) and (d) are more challenging, which are meant to compare more sophisticated optimization algorithms. In this paper, only benchmark class (a), (b), and (d) are taken to evaluate the proposed FESPSO algorithm.

The benchmark functions used in this paper are described as follows:

**1. Sum of Different Power function:**

$$f_1(\bar{x}) = \sum_{i=1}^{30} |x_i|^{i+1}$$

where $|x_i| \leq 1$, $i = 1, 2, \ldots, 30$.

**2. Rosenbrock’s Valley problem:**

$$f_2(\bar{x}) = 100(\bar{x}_2^2 - \bar{x}_1)^2 + (1 - \bar{x}_1)^2$$

where $|x_i| \leq 100$.

**3. Shekel’s Foxholes function:**

$$f_3(\bar{x}) = \left[ \frac{1}{500} + \sum_j = 1^{25} \frac{1}{j + \sum_{i=1}^{7} (x_i - a_j)^2} \right]^{-1}$$

where $|x_i| \leq 65$, $a_j$ is satisfied with matrix

$$
\begin{pmatrix}
-32 & -16 & 0 & 16 & 32 & -33 & \cdots & 0 & 16 & 32 \\
\end{pmatrix}
$$

$$f_3(\bar{x}) = f_1(-32, -32) \approx 1.0$$

Shekel’s Foxholes function is a multi-modal test function.
(4) Six-Hump Camel-Back function:

\[
\begin{align*}
    f_6(x) &= 4x_1^2 - 2.1x_1^4 + \frac{1}{3}x_1^6 + x_1x_2 - 4x_2^2 + 4x_4^4 + 2 \\
    \text{where } |x_i| &\leq 65. \\
    f_6(x^*) &= f_6(0.08983, -0.7126) = f_6(-0.08983, 0.7126) \approx 0.9683715 \\
\end{align*}
\]

The Six-Hump is often used to test the global search ability of an optimization algorithm. Within the given search space, the problem has six local minima, two of which are global.

(5) Goldstein-Price function:

\[
\begin{align*}
    f_5(x) &= \left(1 + (x_1 + x_2 + 1)^2 (19 - 14x_1 + 3x_1^2 - 14x_2 + 6x_1x_2 + 3x_2^2)\right) \\
    &\times \left[30 + (2x_1 - 3x_2)^2 (18 - 32x_1 + 12x_1^2 + 48x_2 - 36x_1x_2 + 27x_2^2)\right] \\
    \text{where } |x_i| &\leq 100.0. \\
    f_5(x^*) &= f_5(0, -1) = 3 \\
\end{align*}
\]

The Goldstein-Price function is also a global optimization test function with a small number of local minima.

(6) Generalized Schwefel problem 2.26:

\[
\begin{align*}
    f_6(x) &= 12569.5 - \sum_{j=1}^{30} x_j \sin \left( \sqrt{|x_j|} \right) \\
    \text{where } |x_j| &\leq 500.0. \\
    f_6(x^*) &= f_6(420.9687, 420.9687, \ldots, 420.9687) \approx 0 \\
\end{align*}
\]

The Schwefel's function is deceptive in that the global minimum is geometrically distant, over the parameter space, from the next best local minimum. Therefore, a search algorithm is potentially prone to converge in the wrong direction.

(7) Rastrigin's function:

\[
\begin{align*}
    f_7(x) &= \sum_{j=1}^{30} (x_j^2 - 10 \cos (2\pi x_j) + 10.0) \\
    \text{where } |x_j| &\leq 5.12. \\
    f_7(x^*) &= f_7(0, 0, \ldots, 0) = 0 \\
\end{align*}
\]

The Rastrigin's function is based on the function of De Jong with addition of cosine modulation in order to produce multiple local minima. Thus, this test function is highly multi-modal. However, the locations of the minima are regularly distributed.

(8) Generalized Griewank function:

\[
\begin{align*}
    f_8(x) &= \frac{1}{4000} \sum_{j=1}^{30} x_j^2 - \prod_{j=1}^{30} \cos \left( \frac{x_j}{\sqrt{j}} \right) + 1 \\
    \text{where } |x_j| &\leq 600.0. \\
    f_8(x^*) &= f_8(0, 0, \ldots, 0) = 0 \\
\end{align*}
\]

The Griewank function is a function widely used to test the convergence performance of optimization algorithms. It is similar to the Rastrigin's function and has many widespread yet regularly distributed local minima.

The Sum of Different Power function and Rosenbrock's Valley function are continuous, convex and uni-modal with only one local minimum. The Six-Hump Camel-Back and Goldstein-Price are 2-dimensional multi-modal functions with only a few local minima, while Shekel's Foxholes, Generalized Schwefel Problem 2.26, Rastrigin and Griewank are multi-dimensional multi-modal functions with a huge number of local minima. All benchmarks have an explicit objective function and are computationally inexpensive per se. Nevertheless, we hope that if the proposed algorithm can greatly reduce the number of fitness evaluations to achieve acceptable solutions on these test problems, they are expected to be computationally efficient also on real-world expensive problems of the same type. For expensive problems, the computational time for fitness evaluation becomes a significant factor.
evaluations is dominant compared to other computational costs, therefore in this paper, the number of fitness evaluations using the real objective function is used as the baseline for comparison.

The parameters of the PSO in our experiments are set the same as those recommended in [16] that produced the best performance [6]. The inertia weight $c_1$ is decreased linearly from 0.9 down to 0.4; the cognitive parameter and social parameter are all set to 2.05; and the size of the swarm is 30. In general, $v_{\text{max}}$ is the maximum distance a particle can travel in an iteration, and the performance of the algorithm improves as $v_{\text{max}}$ shrinks. However, too small a value of $v_{\text{max}}$ degrades the ability of the swarm to explore the search space [6]. Therefore, in our experiments, $v_{\text{max}}$ is set to the upper bound for the Sum of Different Power Function, Shekel’s Foxholes, Six-Hump Camel-Back and Goldstein-Price functions, which have only one or a few local minima, and upper bound for the Rosenbrock’s Valley Problem, which is difficult for an optimizer to converge to its global optimum.

For each test problem, 30 independent runs are performed. The maximum number of iteration is set to 1000 for the Sum of Different Power, Rosenbrock’s Valley, Shekel’s Foxholes, Six-Hump Camel-Back and Goldstein-Price functions, and to 5000 for the Generalized Schwefel Problem 2.26, Rastrigin and Griewank functions.

Table 1 shows the comparative results obtained by the canonical PSO and the proposed FESPSO with the above experimental settings, where “Opt.” represents the optimal solution currently known for each problem, “Best”, “Mean” and “Worst” represent the best, the mean and the worst values of optimal solutions achieved in 30 independent runs, respectively. “Std.” stands for the standard deviation of the obtained optimal solutions. “Eval. Num.” represents the mean number of fitness evaluations of the 30 independent runs by FESPSO algorithm.

From Table 1, it can clearly be seen that there is little difference between the mean optimal results of the 30 independent runs obtained by the canonical PSO and FESPSO. However, the mean numbers of fitness evaluations using the real function needed by FESPSO are much smaller than those required by the canonical PSO. The results obtained by the canonical PSO and FESPSO on functions $f_1$ and $f_2$ were very close to the known optimal minima, and the FESPSO algorithm got the same best optimal solutions as canonical PSO, on functions $f_3$, $f_4$ and $f_5$. However, the mean numbers of fitness evaluations required to obtain optimal minima by FESPSO are much smaller than those required by the canonical PSO. Compared with the canonical PSO, FESPSO is able to reduce computational time by 26.44%, 45.99%, 68.15%, 68.08% and 34.18% on test functions $f_1$, $f_2$, $f_3$, $f_4$ and $f_5$, respectively. The canonical PSO has been empirically shown to perform well on many optimization problems. However, it may easily get trapped in a local optimum for high dimensional multi-model problems [5]. In our FESPSO algorithm, the fitness estimation strategy is based on the canonical PSO, and no strategies have been taken to prevent the algorithm from falling into local minima, which is the reason why neither the canonical PSO nor FESPSO has found the best known solution for functions $f_6$, $f_7$ and $f_8$ which are multi-dimensional multi-model functions having many local minima. However, the optimal results obtained by the canonical PSO and FESPSO are very close, and FESPSO, compared to the canonical PSO, saves on average 49.62%, 57.62% and 40.34% of needed number of fitness evaluations on test functions $f_6$, $f_7$ and $f_8$, respectively.

Figs. 5–12 show the convergence performance of FESPSO and the canonical PSO, respectively, averaged over 30 runs on functions $f_1$, $f_2$, $f_3$, $f_4$, $f_5$, $f_6$, $f_7$ and $f_8$. It can be seen from Figs. 5–12 that FESPSO can obtain comparable optimal solutions on all these functions except that it obtained much better solutions on the Generalized Schwefel problem 2.26 ($f_8$). In addition, the convergence speed of FESPSO is almost the same as or faster than that of the canonical PSO on all test functions studied in this paper, except the Sum of Different Power Function ($f_1$). It is not difficult to conceive that for continuous, convex and unimodal functions having only one local minimum ($f_1$ and $f_2$), the convergence speed of FESPSO is not superior to that of the canonical PSO, while on all multi-modal functions, FESPSO converges much faster. Our findings confirm the results reported in Table 1.

Table 1

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>PSO 0.000000e+000 5.708428e-009 8.786653e-009 9.925682e-009 2.181225e-009 21453</td>
<td>FESPSO 0.000000e+000 4.787604e-009 8.509718e-009 9.917596e-009 2.422543e-009 15780</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_2$</td>
<td>PSO 0.000000e+000 9.293577e-011 6.207485e-009 9.976654e-009 5.741965e-010 18396</td>
<td>FESPSO 0.000000e+000 2.891232e-008 6.218043e-009 9.993585e-009 5.246526e-010 9935</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_3$</td>
<td>PSO 1.000000e+000 1.000000e+000 1.000000e+000 1.000000e+000 2.026981e-001 30000</td>
<td>FESPSO 1.000000e+000 1.000000e+000 1.000000e+000 1.000000e+000 1.782815e+013 9554</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_4$</td>
<td>PSO 9.683715e-001 9.683715e-001 9.683715e-001 9.683715e-001 2.21453e+002 75567</td>
<td>FESPSO 1.000000e+000 1.000000e+000 1.000000e+000 1.000000e+000 1.000000e+000 20000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_5$</td>
<td>PSO 3.000000e+000 3.000000e+000 3.000000e+000 3.000000e+000 2.432175e-008 12990</td>
<td>FESPSO 3.000000e+000 3.000000e+000 3.000000e+000 3.000000e+000 1.290156e-012 9577</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_6$</td>
<td>PSO 0.000000e+000 4.224507e+003 6.103523e+003 7.501716e+003 1.625244e+002 150000</td>
<td>FESPSO 0.000000e+000 8.125474e+003 1.587373e+005 6.948875e+003 1.298638e+003 75567</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_7$</td>
<td>PSO 9.573147e+001 9.573147e+001 9.573147e+001 9.573147e+001 8.570261e+001 100000</td>
<td>FESPSO 0.000000e+000 2.089471e+013 3.578338e+001 8.750176e+003 1.707308e+000 150000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_8$</td>
<td>PSO 0.000000e+000 8.281503e-009 1.305764e-002 1.713657e-002 2.201025e-003 140638</td>
<td>FESPSO 0.000000e+000 8.281503e-009 1.305764e-002 1.713657e-002 2.201025e-003 140638</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$f_1$, $f_2$, $f_3$, $f_4$, $f_5$, $f_6$, $f_7$ and $f_8$ respectively represent Different Power function, Rosenbrock’s Valley problem, Shekel’s Foxholes function, Six-hump Camel-Back function, Goldstein-Price function, Generalized Schwefel problem 2.26, Rastrigin’s function and Generalized Griewank function.

in Lim et al. [33] that approximation errors introduced in fitness estimations may smooth the rugged fitness landscape of multi-modal problems, thereby speeding up the convergence.

To further examine the performance of FESPSO, FPSO3 and FPSO4 proposed in [11] are also compared to the proposed approach. Cui et al. [11] proposed four PSO variants. The first, termed FPSO1, combines the canonical PSO with a traditional convex combination technique. Random fitness evaluations are introduced into resulting in a second variant, called FPSO2. FPSO2 is further combined with additional convex combination techniques using two different reliability updating methods on the global best position, where, in the third variant, FPSO3, a reliability value is linearly increased from 0.1 to 1, whereas in the fourth variant, FPSO4, the reliability value is randomly chosen from (0, 1). The empirical results obtained by Cui et al. [11] indicated that the performance of FPSO1 and FPSO2 is worse than or comparable to that of FPSO3 and FPSO4. So in this paper, only FPSO3 and FPSO4 are compared with FESPSO. Parameters settings for FPSO3 and FPSO4 are the same as for FESPSO, except that $v_{\text{max}}$ is set to 10% of the upper bound of domain and the swarm size is set to 100.

Fig. 5. Performance comparison for Sum of Different Power function ($f_1$).

Fig. 6. Performance comparison for Rosenbrock’s Valley problem ($f_2$).
Tables 2–7 show the comparative results on six test functions $f_3, f_4, f_5, f_6, f_7$ and $f_8$. $f_1$ and $f_2$ are not included because the optimal results for these two functions were not provided in [11]. It can be seen from Tables 2–4 that on multi-model test functions having only a few local minima, FESPSO not only obtained the best optimal solutions that are no worse than those obtained by FPSO3 and FPSO4, but also needed a much smaller number of fitness evaluations on average than FPSO3 and FPSO4.

For functions having many local minima, as seen from Table 5, FESPSO obtained better mean fitness values with fewer fitness evaluations on average than FPSO3 and FPSO4 on the Generalized Schwefel Problem 2.26. Comparisons of FESPSO with FPSO3 on Rastrigin’s Function and Generalized Griewank Function (see Tables 6 and 7) show that although the mean fitness values obtained by FPSO3 are 31.45% and 16%, respectively, better than those of FESPSO, the average numbers of fit-
ness evaluations used by FESPSO are 38.97% and 23.46% smaller than those of FPSO3. Comparison of FESPSO with FPSO4 on Rastrigin’s Function (Table 6) shows that the mean fitness value of FESPSO is 36.85% worse than FPSO4 and the mean number of fitness evaluations of FESPSO is 34.66% less than that of FPSO4. However, for Generalized Griewank Function, although the mean fitness value obtained by FPSO4 is 2.74% better than that obtained by FESPSO, the mean number of fitness evaluations FESPSO needed is 17.24% less than FPSO4.

On the whole, the performance of FESPSO on reduction of fitness evaluations is better than that of FPSO3 and FPSO4. Its capability of obtaining the optimal solution is also better than that of FPSO3 and FPSO4 on the multi-modal test functions.
having a small number of local optimums, it performed worse on the multi-modal test functions having a large number of
local optimums investigated in this paper.

5. Conclusions

A new fitness estimation strategy, FESPSO is proposed to reduce the computational cost for optimization of computationally-expensive problems using particle swarm optimization. In the proposed algorithm, fitness estimation is based on an explicit formula derived from the position and velocity updating rules in PSO, which is computationally very efficient. Unlike most surrogate-assisted evolutionary algorithms where the same surrogate is used for all individuals, the approximation models in FESPSO are different for different particles, and the updating of the approximation model is done in every iteration.
which makes the fitness estimation more reliable. As a whole, FESPSO outperforms the compared PSO variants on most test problems used in this study, although it performed less well on multi-modal functions having a large number of local minima compared to some sophisticated PSO variants. Recall however, that the main purpose of FESPSO is to reduce the number of fitness evaluations in comparison with the canonical particle swarm optimization without seriously deteriorating its search performance, which is of particular important for PSO to be applied to real-world expensive problems. From these perspectives, the proposed FESPSO has successfully achieved its goal demonstrated by experimental results on the test problems examined in this work.

Despite the success the proposed FESPSO has achieved, future work is still required to further reduce computational cost and to improve its search performance on high-dimensional multi-modal test problems. The following two main endeavors can be promising in achieving the above aims:

1. A reliability measure that measures the confidence of the estimated fitness will be introduced in the proposed FESPSO approach. The reliability in fitness estimation can depend on two factors: the distance between two particles and the reliability of the particle whose fitness value is known. If the particle’s fitness reliability drops below a threshold, the estimated fitness will be discarded and its fitness will be evaluated using the real objective function, whose reliability becomes the maximum.

2. The fitness of more particles can be estimated, e.g., with the help of a clustering technique to further reduce the fitness calculation time. The basic idea is to categorize the swarm into a number of sub-swarm, similar to [22], and only the fitness of the particle closest to the center of the sub-swarm will be evaluated using the real objective function, and the fitness of all other particles in the same sub-swarm can be calculated by the proposed estimation formula.
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