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Abstract—In this paper, a new multiobjective optimization framework based on nondominated sorting and local search (NSLS) is introduced. The NSLS is based on iterations. At each iteration, given a population $P$, a simple local search method is used to get a better population $P'$, and then the nondominated sorting is adopted on $P \cup P'$ to obtain a new population for the next iteration. Furthermore, the farthest-candidate approach is combined with the nondominated sorting to choose the new population for improving the diversity. Additionally, another version of NSLS (NSLS-C) is used for comparison, which replaces the farthest-candidate method with the crowded comparison mechanism presented in the nondominated sorting genetic algorithm II (NSGA-II). The proposed method (NSLS) is compared with NSLS-C and the other three classic algorithms: NSGA-II, MOEA/D-DE, and MODEA on a set of seventeen bi-objective and three tri-objective test problems. The experimental results indicate that the proposed NSLS is able to find a better spread of solutions and a better convergence to the true Pareto-optimal front compared to the other four algorithms. Furthermore, the sensitivity of NSLS is also experimentally investigated in this paper.
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I. INTRODUCTION

MULTIOBJECTIVE optimization problem (MOP) can be defined as follows:

$$\text{Minimize : } F(x) = (f_1(x), \ldots, f_m(x))$$

Subject to : $x \in S$  \hspace{1cm} (1)

where $F: S \rightarrow \mathbb{R}^m$ consists of $m$ real-valued objective functions, $S$ is the decision variable space, and $\mathbb{R}^m$ is the objective space.

Denote a solution $x$ by $x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n$, where $n$ is the number of variables. Suppose that there are two solutions $x_1$ and $x_2$, $x_1$ is said to dominate $x_2$, which can be denoted as $x_1 \succ x_2$ or $x_2 \prec x_1$, if $\forall i \in \{1, 2, \ldots, m\}$, $f_i(x_1) \leq f_i(x_2)$, and $\exists i \in \{1, 2, \ldots, m\}$, $f_i(x_1) < f_i(x_2)$. A solution $x$ is called a Pareto-optimal solution when there does not exist a feasible solution $x' \in S$ such that $x' \succ x$. $F(x)$ is then called a Pareto optimal vector. Denote the Pareto set (PS) as the set of all the Pareto-optimal solutions. A set that contains all the Pareto-optimal objective vectors is called the Pareto front, denoted by $PF$ such that $PF = \{F(x) \in \mathbb{R}^m | x \in PS\}$. A population that is denoted as $P$ is a set of solutions.

The solving of MOPs has been of great use in many diverse areas including engineering, computer science, industry, economics, and physics; therefore, it has attracted much attention. Over the past decades, many MOP algorithms have been proposed, which can be divided into the following categories: traditional algorithms, evolutionary algorithms (EA), memetic algorithms (MA), particle swarm optimization algorithms (PSO), ant colony algorithms (ACA), simulated annealing algorithms (SA), artificial immune systems (AIS), tabu search algorithms (TS), scatter search algorithms (SS), and so on [1].

In these algorithms, some famous methods are based on EA called multiobjective evolutionary algorithms (MOEAs). The vector evaluated genetic algorithm (VEGA) [2], multiobjective genetic algorithm (MOGA) [3], niched Pareto genetic algorithm (NPGA) [4], and nondominated sorting genetic algorithm (NSGA) [5] were the early representative algorithms. In 1999, Zitzler and Thiele [6] presented the strength Pareto EA (SPEA), which employs an external archive to store these nondominated solutions previously found. Since the appearance of the SPEA, most researchers have tried to combine an external archive and the current population with their MOEAs. At each generation, a combined population with the external and the current population is first constructed and the fitness of an individual is evaluated depending on the number of these external nondominated solutions which dominate it. Furthermore, a clustering technique is used to keep diversity. Another version of SPEA (SPEA2) was proposed in [7], which incorporates a fine-grained fitness assignment strategy, a density estimation technique, and an enhanced archive truncation method in contrast to its predecessor. There are another two popular algorithms NSGA [5] and its improved version NSGA-II [8]. The NSGA-II is noticeably more efficient than its previous version. It uses a fast nondominated sorting approach to alleviate the computational complexity in the former method and a mating pool is constructed by a selection operator to select the best solutions. NSGA-II tends to spread quickly and appropriately in most cases, but it has some difficulties to find these nondominated vectors that lie in some certain regions of the search space [1]. In 2000, a famous MOEA called Pareto-archived evolution strategy (PAES) [9] was presented.
by Knowles and Corne. PAES consists of a $(1+1)$ evolution strategy in combination with a historical archive that stores some nondominated solutions previously found [1], and a novel method that consists of a crowding procedure is adopted to maintain diversity.

Moscato [10] proposed a memetic algorithm, which combines the local search heuristics with a population-based strategy. Some other researches also combine the local search with evolutionary multiobjective optimization (EMO) to avoid the EMO algorithm converging too fast to the Pareto-optimal front. IM-MOGLS was the first multiobjective genetic local search algorithm which was proposed by Ishibuchi et al. [11]. This algorithm uses a weighted sum of multiple objectives as a fitness function that is adopted when a pair of parents is selected for generating a new solution by the crossover and mutation operations, and a local search is then employed to each solution generated by genetic operations for maximizing its fitness value. IM-MOGLS was further improved by Jaszkiewicz [12] on the multiple objective 0/1 knapsack problem. The algorithm IM-MOGLS is then modified by Ishibuchi et al. [13] by means of selecting only the good solutions as the initial solutions for the local search and specifying an appropriate local search direction to each initial solution. Experimental results proved that the modified algorithm called IM-MOGLS2 is better than IM-MOGLS in the flow shop scheduling problem. Ishibuchi and Narukawa [14] proposed a method called S-MOGLS, which is in fact a hybrid algorithm of NSGA-II and local search. Jaszkiewicz [15] designed a new genetic local search algorithm called MOGLS-J-MOGLS. It draws a utility function randomly and a temporary population is constructed by the best solutions from the prior generated solutions. Then it recombines a pair of solutions chosen from the above temporary populations at random and applies the procedure of local search only to the new solutions recombined. Experimental results indicated that the algorithm outperformed other genetic local search methods on the problem of multijob traveling sales-persons. Another new local search method called C-MOGLS which combines cellular multiobjective genetic algorithm with neighborhood search as a local search was proposed in [16]. It uses a weighted sum of multiple objectives as fitness function in each generation. Knowles and Corne [17] proposed an algorithm called M-PAES, which uses a local search method applied in the PAES [9] and combines it with the use of population and recombination. Harada et al. [18] presented a new local search algorithm called Pareto descent method (PDM). This method seeks Pareto descent directions and moves solutions to this direction for improving all objective functions. Sindhya et al. [19] presented a hybrid algorithm which is a combination of the EMO and the local search, and an augmented achievement scalarizing function (ASF) is solved using the latter. The local search utilizes a reference point which is in fact an offspring solution. The target of the local search is to minimize the augmented ASF to get a locally Pareto-optimal solution closest to the reference point. Sindhya et al. [20] modified the algorithm in [19] by changing the crowding distance in NSGA-II to a clustering technique. In [21], a local search method using a convergence acceleration operator (CAO) is adapted to the best solutions found in each generation and the best solutions are mapped into the decision variable space. In addition, two leading MOEAs, NSGA [5] and SPEA [6], are combined with the CAO to deal with some test problems. A biased neighborhood structure is used in the local search in [22]. Lara et al. [23] proposed a multiobjective memetic algorithm, in which the hill climber with sidestep is adopted to move toward and along the Pareto set. In [24], a combination of the MOEA and a local search method based on the use of rough set theory to solve the constrained MOPs is designed. Bosman [25] made use of gradient information in MOPs, and a gradient-based optimization algorithm called combined-objectives repeated line search (CORL) is used for numerical multiobjective optimization. Some other algorithms based on local search are published in [26]–[32].

In recent years, MOEA/D [33] that is based on decomposition, has become a very popular method used to solve MOPs. It decomposes a MOP into a number of scalar optimization subproblems and optimizes each of them simultaneously by using information mainly from its several neighboring subproblems. Li and Zhang [34] proposed a new version of MOEA/D based on differential evolution (MOEA/D-DE). They compared their algorithm with NSGA-II/DE, which is an improved version of NSGA-II by the same reproduction operators and the results have shown that MOEA/D-DE could outperform NSGA-II/DE in some continuous MOPs test instances. In [35], each subproblem is optimized by the greedy randomized adaptive search procedure (GRASP). Zhang et al. [36] suggested a new algorithm called MOEA/D-EGO to deal with the expensive MOPs, which are able to produce reasonably good solutions within a given budget on computational cost. MOEA/D-EGO decomposes a MOP into a number of subproblems and adopts a predictive model based on these points evaluated so far to each subproblem. Other latest versions of MOEA/D are published in [37]–[41].

Besides the mentioned approaches, many efforts about the research of evolutionary metaheuristics have been made to deal with MOPs, such as PSO [42]–[47], differential evolution (DE) [48]–[58], AIS [59]–[61], SA [62]–[65], SS [66], [67], and ACA [68]–[70]. For space limitations, only the studies of DE are given briefly as follows. Abbass and Sarker [53] proposed a novel Pareto differential evolution (PDE) algorithm to solve MOPs. Wang and Cai [55] presented an improved CW method (Cai and Wang’s method) [54] and called it as CMODE. CMODE adopts a DE and a novel infeasible solution replacement strategy based on multiobjective optimization to solve the constrained optimization problems. In [56], a new algorithm called differential evolution for multiobjective optimization with self adaptation algorithm (DEMOSA) is proposed, in which a DE is adapted with self-adaptation. Ali et al. [57] extended their modified differential evolution (MDE) [58] used for solving single objective optimization problems and then generalized it to MOPs. Their algorithm is called multiobjective differential evolution algorithm (MODEA). MODEA adopts opposition based learning (OBL) to produce an initial population. Furthermore, they incorporated the random localization concept in the mutation step.
II. NONDOMINATED SORTING AND LOCAL SEARCH-BASED ALGORITHM: NSLS

In this paper, a novel algorithm called nondominated sorting and local search-based algorithm (NSLS) is presented. The proposed algorithm maintains a population with size of $N$. At each iteration, given a population $P_t$, where $t$ denotes the generation to which the population belongs; a simple local search method is used to get a better population $P'_t$, and then the nondominated sorting with the farthest-candidate approach is adopted on $P_t \cup P'_t$ to obtain a new population for the next iteration.

A. Local Search Method

1) Proposed Local Search Method: Local search is a heuristic method for solving hard optimization problems. It repeatedly tries to improve the current solution by replacing it with a neighborhood solution. As it is known, the neighborhoods of a solution $x(x_1, x_2, \ldots, x_n)$ (where $n$ is the number of variables) in the search space are unlimited. So an effective strategy to find an appropriate neighborhood is the key process in the local search. The proposed local search schema is given in the following.

Given a population $P_t$ with size of $N$ solutions and a solution $x_t(x_{1,t}, x_{2,t}, \ldots, x_{n,t})$ in $P_t$, where $n$ denotes the number of variables, $t$ denotes the $t$th solution of the population and $t$ denotes the generation to which the population belongs. Define $S_{k,i,t}$ as the set of neighborhoods on the $k$th variable of solution $x_{i,t}$, namely

$$S_{k,i,t} = \{ w_{k,i,t}^+, w_{k,i,t}^- \} \quad (2)$$

$$w_{k,i,t}^+ = x_{k,i,t} + c \times (u_{k,i,t} - v_{k,i,t}) \quad (3)$$

$$w_{k,i,t}^- = x_{k,i,t} - c \times (u_{k,i,t} - v_{k,i,t}) \quad (4)$$

where $w_{k,i,t}^+$ and $w_{k,i,t}^-$ are denoted as the two neighborhoods of the solution $x_{i,t}$, $u_{i,t}$ ($u_{1,i,t}, \ldots, u_{n,i,t}$), $v_{i,t}$ ($v_{1,i,t}, \ldots, v_{n,i,t}$), $k \in \{1, \ldots, n\}$, and $c$ is a perturbation factor following a Gaussian distribution $N(\mu, \sigma^2)$, $\mu$ and $\sigma$ are the mean value and the standard deviation of the Gaussian distribution, respectively. The use of Gaussian perturbation is originally adopted in evolution strategies (ES) in [71] and [72]. The main mutation mechanism of ES is changing each variable of the solution by adding random noise drawn from a Gaussian distribution as $x'_i = x_i + N(0, \sigma^2) \quad (5)$

where $x_i$ is denoted as the variable of the solution, $x'_i$ is the new value of $x_i$ by performing a mutation operator and $\sigma$ is called as mutation strengths. The use of the perturbation factor in the proposed local search schema is a little different from that in ES. The main differences boil down to two points as follows.

1) The way of perturbation is different. In NSLS, the value of perturbation factor following $N(\mu, \sigma^2)$ is multiplied by the value of $(u_{k,i,t} - v_{k,i,t})$ for giving disturbance to the differential value of two individuals, whereas in ES, the perturbation value is added to the value of the variable directly for generating a new child.

2) The setting of $\sigma$ is different too. In NSLS, the value of $\sigma$ is constant, whereas in ES, $\sigma$ is varied on the fly by some rules such as the famous 1/5th rule in the (1 + 1)-ES [72] and the self-adaptation method in [73]. The mutation strengths $\sigma$ is co-evolving with the solution and it is also mutated into $\sigma'$. The reader may refer to [73] for more information about how to mutate the mutation strengths $\sigma$.

In fact, the usage of the perturbation factor in the proposed local search schema does not play a critical role but has a little effect of improving the performance of the proposed algorithm. The computational results in Section III-F1 will demonstrate the opinion.

Considering the settings of $u$ and $\sigma$ in NSLS, for $u$, it is obvious that $u \geq 0$, because that there are two neighborhoods generated from two opposite directions. Moreover, if $u$ is set too big, it would amplify the value of $(u_{k,i,t} - v_{k,i,t})$, which would cause a violent perturbation that affects the convergence of the algorithm. If $u$ is set too small, the value of $c \times (u_{k,i,t} - v_{k,i,t})$ would be too small which would slow down the convergence of the algorithm. For $\sigma$, it is obvious that $\sigma \geq 0$. Moreover, if $\sigma$ is set too big, the value of $c$ is instable leading to generating a too big or a too small value of $c$, which would affect the convergence of the algorithm. On the contrary, if $\sigma$ is set too small, the effect of perturbation would not be obvious enough. Therefore, in this paper, $\mu$ and $\sigma$ are given a range of $[0, 1]$. It is worth mentioning that we have chosen reasonable ranges of $\mu$ and $\sigma$, and have not made any effort in finding the best range. The settings of the two parameters will be discussed in Section III-C. The effect of the usage of perturbation factor is demonstrated in Section III-F1. Furthermore, the sensitivities of the performances to $\mu$ and $\sigma$ are tested in Section III-L. According to (2), the neighborhood space can be divided into $2n$ subneighborhoods.

At each generation of the local search process, the set of neighborhoods on the $k$th variable of solution $x_{i,t}$, is different too. In NSLS, the value of $\sigma$ is changing each variable of the solution by adding random noise drawn from a Gaussian distribution as $x'_i = x_i + N(0, \sigma^2)$.
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Algorithm 1 Pseudo Code of Local Search on $P_t$

For $i = 1$ to $N$ do // $N$ is the number of population size
  For $k = 1$ to $n$ do // $n$ is the number of variables
    Calculate $c = N(\mu, \sigma^2)$;
    Randomly choose two solutions $u_{i,t}$ and $v_{i,t}$ from current set;
    Generate two neighborhood solutions $w_{k,i,t}$ and $w_{k,i,t}$ by (3) and (4), respectively;
    Replace $x_{i,t}$ according to the proposed replacement strategy.
  End For
End For

5) else if $w_{k,i,t} \prec\succ x_{i,t}$, replace $x_{i,t}$ by $w_{k,i,t}$;
6) else
  do nothing;
7) end if.

It is obvious that the current solution $x_{i,t}$ with any neighborhood solution that dominates $x_{i,t}$ would help the current solution converge to the Pareto-optimal front. If $w_{k,i,t} \prec\succ x_{i,t}$ or $w_{k,i,t} \succ\prec x_{i,t}$, one neighborhood solution is also chosen to replace $x_{i,t}$. The reason is that it can enhance the diversity of these nondominated solutions found so far.

As a result, a new population $P_{t+1}$ is created by performing the local search schema on the current population $P_t$. All solutions in the new population are as good as or better than their counterparts in the current population.

The experimental results in Section III-F will show that this simple method can get quite good convergence. The pseudo code of the proposed local search is given in Algorithm 1.

2) More Discussion About Proposed Local Search Schema:

To discuss the feasibility of the proposed local search schema, the DE is used for comparison. We first introduce the basic DE briefly, and then discuss these superiorities of the proposed local search schema over the general DE.

a) The basic concept of DE

DE maintains a population of $N$ solutions: $x_{i,t}, i = 1, \ldots, N$ at each generation of the algorithm, where the index $i$ denotes the $i$th solution of the population and $t$ denotes the generation number of the algorithm. DE contains three main operators: mutation, crossover, and selection. The mutation operation is defined as

\[ z_{j,i,t} = x^1_{j,i,t} + c \times (x^1_{k,i,t} - x^1_{l,i,t}) k \in \{1, \ldots, n\} \]  

where $x^1_{j,i,t}, x^1_{k,i,t}, x^1_{l,i,t}, x^2_{j,i,t}, x^2_{k,i,t}, x^2_{l,i,t}, x^3_{j,i,t}, x^3_{k,i,t}, x^3_{l,i,t}$ are three different solutions chosen randomly from the current population, respectively. $z_{j,i,t}$ is the perturbed solution, $c$ is a control parameter, which is set in $(0, 2)$ by Storm and Price [24]. Once $z_{j,i,t}$ is generated by (6), a trial solution $w_{j,i,t}(w_{1,i,t}, w_{2,i,t}, \ldots, w_{n,i,t})$ is produced by the crossover operation which is defined as

\[ w_{j,i,t} = \begin{cases} z_{j,i,t}, \text{rand}_j \leq CR \lor j = CJ \\ x_{j,i,t}, \text{otherwise} \end{cases} \]

where $j = 1, \ldots, n$, $n$ is the number of variables, $CJ \in \{1, \ldots, n\}$ is a random index, and $CR \in [0, 1]$ is the crossover rate. To decide whether or not the trial solution $w_{j,i,t}$ replaces the target solution entering the next generation, the selection operation is utilized and it is defined according to

\[ x_{i,t+1} = \begin{cases} w_{j,i,t}, \text{if} \ x_{j,i,t} > x_{i,t} \\ x_{i,t}, \text{otherwise} \end{cases} \]

b) The superiority of the proposed local search schema.

Notice that if the second neighborhood solution $w_{k,i,t}$ is removed from (2). The remaining solution $w_{k,i,t}$ in (3) is very similar to the mutation operation of DE in (6). The difference between them is that the first item on the right side of (3) is the variable value of the current solution whereas that of (6) is the variable value of the random solution.

Besides the above difference, there are other three advantages of the proposed local search schema over DE.

1) For a solution, selection in DE takes place after all variables of the solution are handled whereas in the proposed local search schema, the replacement strategy is performed after just one variable of the solution is handled. In other words, the proposed local search schema has a higher complexity, which may lead to a faster convergence than DE.

2) During the searching process, the proposed local search schema seeks two directions in search of a better solution whereas DE seeks only one direction, which reveals that the proposed local search schema has more candidates than DE. In other words, the proposed local search schema has a higher chance to find a better solution than DE. The computational results in Section III-F2 will support this conclusion.

3) The proposed local search schema does not have a crossover operation whereas DE has, which makes the proposed one easy to be implemented and extended.

B. Diversity Preservation

In MOPs, it is desired that an algorithm maintains a good spread of solutions in the nondominated solutions as well as the convergence to the Pareto-optimal set. In NSGA-II [8], a crowed comparison mechanism is adopted to maintain the spread of solutions. Given a solution, an estimation of density is designed to evaluate the density of solutions surrounding it. It calculates the average distance of two solutions on either side of this solution along each of the objectives, and then the sum of above obtained distance values corresponding to each objective is calculated as the overall crowding distance value of the given solution. After all population members are assigned a crowding distance value, a crowded comparison operator is designed to compare them for guiding the selection process toward a uniformly distributed Pareto-optimal front [8]. However, this method is unable to get a good spread result under some situations. Fig. 1 shows a particular case, in which most points are very close to each other whereas the others are not. In this case, we are going to select eight points from sixteen points in line (a). These points in line (c) are the selection result of the crowded comparison mechanism. It
is obvious that the point of the high density space has a low chance to be selected so that the spread is not good enough.

The crowded comparison mechanism has been used for diversity maintenance of the obtained solutions in many MOEAs. In addition, there are several studies, which slightly modified the original crowding distance in [74]–[78]. Kukkonen and Deb [77] proposed an improved pruning of nondominated solutions for bi-objective optimization problems. This method removes the solution that has the smallest crowding distance value one by one and recalculates the crowding distance value after each removal until the number of the remaining solutions is equal to the population size. In [78], a fast and effective method which is based on crowding distance using the nearest neighborhood of solutions in Euclidean sense is proposed for pruning of the nondominated solutions.

In the proposed NSLS, we replace the crowded comparison mechanism in NSGA-II [8] with the farthest-candidate approach that can solve above difficulty to some extent. The suggested method is inspired by the best-candidate sampling algorithm [79] in sampling theory. Suppose that we are going to select \( K \) best points from \( F \) points, whenever a new point is to be selected, the candidate point in the unselected points which is farthest from the selected points is accepted. Here, the distance is defined by Euclidean Norm. The boundary points (solutions with the smallest and largest function values) are selected first. Algorithm 2 is shown in Pseudo code, where \( P_{accept} \) stores the selected solutions, \( D[x] \) stores the minimum Euclidean distance between \( x \) and the unselected points, and \( dis(x, x') \) is a function calculating the Euclidean distance between solution \( x \) and \( x' \). The complexity of this procedure is governed by the selecting procedure. Thus, the computational complexity of the proposed algorithm is \( O(mF^2) \), where \( F \) is the number of the original points and \( m \) is the number of the objectives. As \( F \leq 2N \), so the worst cost complexity of the farthest-candidate approach is \( O(mN^2) \). The proposed method is good at dealing with above case in Fig. 1 [line (b) is the selection results of the proposed method], from which the farthest-candidate method has a better spread than that of the crowded comparison mechanism. In addition, the overall crowding distance value in NSGA-II is calculated as the sum of solution distance values corresponding to each objective and the space distance is actually the Euclidean distance. Thus, the computation error will expand with the increase of the number of objectives. More computational results are shown in Section III.

C. Main Loop

The main framework of NSLS is based on iterations. Each solution has a ranking value that equals to its nondominated level. An initial population \( P_0 \) is created randomly. The rank values of all the solutions in \( P_0 \) are assigned to zero. Then, the iterations start. We describe the \( t \)th iteration of NSLS below, where \( t \in [0, T] \).

At the \( t \)th iteration, a new population \( P_t' \) is created by performing the proposed local search schema on the given population \( P_t \). The fast nondominated sorting approach presented in NSGA-II [8] is adopted on the combined population \( P_t \cup P_t' \). The fast nondominated sorting approach tries to rank all the solutions into some nondominated fronts. A naive approach requires \( O(mN^3) \) computational complexity whereas NSGA-II [8] improves it to \( O(mN^2) \) computation only. Now, there exist some nondominated fronts \( F = \{F_1, F_2, \ldots, F_g\} \). The members of the population \( P_{t+1} \) are selected from these nondominated fronts according to their ranking order. Suppose that \( F_l, l \in \{1, 2, \ldots, g\} \) is the final nondominated front beyond which no other front can be selected [8]. Usually the number of the solutions in all fronts from \( F_1 \) to \( F_l \) is larger than \( N \), thus, if \( l \geq 2 \), the members of fronts \( F_1 \) to \( F_{l-1} \) are chosen to the population \( P_{t+1} \) firstly. Then, the farthest-candidate approach is performed on \( F_l \) to choose the remaining members of the population \( P_{t+1} \). \( P_{t+1} \) is used in the next iteration.

Here, we consider the computational complexity of one iteration of NSLS. The worst-case complexities of the basic operations of one iteration are as follows:

1) the local search is \( O(mNn) \), where \( n \) is the number of variables;
2) the fast nondominated sorting is \( O(mN^2) \);

---

Algorithm 2 Pseudo Code of the Farthest-candidate Method

Given a population \( F \) with size of \( F \), and \( K \) solutions must be selected from \( F \); \( K \) is not larger than \( F \).

\[ P_{accept} = \emptyset \]

For \( i = 1 \) to \( F \) do

\[ D[x_i] = 0 \]

End For

For \( i = 1 \) to \( m \) do // \( m \) is the number of objectives.

\[ P_{accept} = P_{accept} \cup \arg\min_{x \in F} (\arg\min_{x \in P_{accept}} dis(x, x')) \]

End For

For each \( x \) in \( F - P_{accept} \)

\[ D[x] \leftarrow \arg\min_{x \in P_{accept}} \relax \]

End For

For \( i = 1 \) to \( K - |P_{accept}| \)

\[ x_1 = \arg\max_{x \in (F - P_{accept})} (D[x]) \]

For each \( x_2 \) in \( F - P_{accept} \)

\[ D[x_2] \leftarrow \min(D[x_1], dis(x_1, x_2)) \]

End For

\[ P_{accept} \leftarrow P_{accept} \cup x_1 \]

End For

End For
Algorithm 3 Pseudo Code of NSLS

Initialize the values of $P_0$, $\mu$, and $\sigma$, where $P_0$ is the initial population with size of $N$ solutions, and it is created randomly; $\mu$ and $\sigma$ are the mean value and the standard deviation of the Gaussian distribution used in the local search schema, respectively.

For $t = 0$ to $T - 1$

$P_t' = \text{LocalSearch}(P_t)$

Generate all nondominated fronts of $P_t' \cup P_t$: $F = (F_1, F_2, \ldots)$ by the fast nondominated sorting

Set $P_{t+1} = \emptyset$ and $i = 1$

While $|P_{t+1}| + |F_i| \leq N$

Take the $i$th nondominated front into $P_{t+1}$: $P_{t+1} = P_{t+1} \cup F_i$

$i = i + 1$

End While

Use the farthest-candidate method to select $N - |P_{t+1}|$ solutions denoted here as $W$ from $F_i$

$P_{t+1} = P_{t+1} \cup W$

End For

3) the farthest-candidate procedure is $O(mN^2)$.

In practice, the number of variables ($n$) is usually smaller than the population size ($N$), so the worst-case complexity of one iteration of NSLS is dominated by the two parts of the algorithm: the fast nondominated sorting and the farthest-candidate procedure. Therefore, the overall worst case complexity of NSLS is $O(mN^2)$.

NSLS does not need crossover and mutation operations which are used in NSGA-II. The framework of NSLS only includes a local search schema and a diversity preservation mechanism. Thus, NSLS is simpler than NSGA-II, and can be extended easily with the advanced search methods such as tabu search, simulated annealing, etc. The overall Pseudo Code of NSLS is shown in Algorithm 3.

D. Another Version of NSLS: NSLS-C

For comparison, we also introduce another version of NSLS, that is, NSLS-C, which is analogous to the NSLS except that it replaces the farthest-candidate method by the crowded comparison mechanism. The crowded comparison operator $\prec_a$ [8] is used for guiding the selection process at every stage of the algorithm toward a uniformly spread-out Pareto-optimal front. The computational complexity of the crowding distance assignment is $O(m(2N)\log(2N))$. Thus the whole computational complexity of NSLS-C is $O(mN^2)$ too.

III. SIMULATION RESULTS AND DISCUSSION

In this section, the test problems used in the paper are firstly described and then the performance of NSLS is compared with the performances of NSGA-II, MOEA/D-DE, MODEA, and NSLS-C. For NSGA-II, MOEA/D-DE, and MODEA, the parameter setting is identical with that in their original studies. For NSLS and NSLS-C, a reasonable set of values have been chosen but no effort is made in finding the best parameter settings.

All the test problems have been executed on Microsoft Window XP Intel Core 2 Duo CPU E8400 3.00 GHz, with 2GB RAM. NSGA-II, NSLS-C, and NSLS have been implemented in C++. For the MOEA/D-DE, a MOEA/D-DE program is downloaded from http://dces.essex.ac.uk/staff/qzhang/index.html to run the problems LZ07s only; a MOEA Framework source is downloaded from http://www.moeaframework.org to run the problems ZDTs and UF5.

A. Test Problems

The proposed algorithm is tested on the test problems chosen from a number of significant past studies in this area. The first five problems: ZDT1, ZDT2, ZDT3, ZDT4, and ZDT6 were proposed by Zitzler et al. [80]. The second nine continuous MOPs with complicated PS shapes: LZ07..F1-LZ07..F9 were presented by Li and Zhang in [34]. The third group of the test problems contains six unconstrained MOPs: UF4, UF5, UF6, UF7, UF9, and UF10 for the CEC 2009 session and competition in Zhang et al. [81]. All these problems have no more than three objective functions. None of these problems have any constraints. All objective functions are to be minimized.

B. Performance Measures

The performance measure is used to demonstrate the effect of the algorithm for MOPs. There are two goals in a MOP algorithm: 1) the convergence to the Pareto-optimal set, and 2) the distribution and diversity of the nondominated solutions. The performance measures can be classified into three categories depending on whether they can evaluate the convergence, the diversity or both [82]. Three performance measures evaluating each type are introduced as the following. All the three performance measures can be used when the Pareto-optimal front that is denoted as $P^*$ is known. In addition, we introduce the generational distance on PS (GDPS) metric, which can measure the performance of the algorithm on the PS.

1) Inverted Generational Distance (IGD): The inverted generational distance [83] is usually adopted in this area to compare the performance of the proposed method with other algorithms. Let $P^*$ denote a set of uniformly distributed solutions in the objective space along the PF. $P$ is an approximation to the PF, and it is obtained by the algorithm. The inverted generational distance called IGD-metric is described as

$$IGD(P^*, P) = \frac{\sum_{x \in P^*} \text{mindis}(x, P)}{|P^*|}$$

where $\text{mindis}(x, P)$ is the minimum Euclidean distance between the solution $x$ and the solutions in $P$. If $|P^*|$ is large enough, the value of IGD-metric can measure both the convergence and diversity of $P$ to a certain extent [34]. A smaller value of $IGD(P^*, P)$ demonstrates a better convergence and diversity to the Pareto-optimal front.

Li and Zhang [34] provided some evenly distributed points in PF and let these points be $P^*$. In the paper, we use these points as the $P^*$ too. The files of these uniformly distributed solutions used in the experiment are downloaded from website http://dces.essex.ac.uk/staff/qzhang/index.html. Table I shows the number of these chosen optimal solutions in each problem.
Fig. 2. Plots of the nondominated solutions with the lowest IGD-metric values found by NSGA-II, MOEA/D-DE, NSLS-C, and NSLS in 20 runs in the objective space on ZDT2, ZDT4, and LZ07, F9 where $N = 100$ and $T = 250$.

### TABLE I
**NUMBER OF POINTS IN EACH ZHANG’S PF FILE**

<table>
<thead>
<tr>
<th>Problem</th>
<th>points</th>
<th>Problem</th>
<th>points</th>
<th>Problem</th>
<th>points</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZDT1</td>
<td>1001</td>
<td>LZ07_F3</td>
<td>500</td>
<td>UF4</td>
<td>1000</td>
</tr>
<tr>
<td>ZDT2</td>
<td>1001</td>
<td>LZ07_F4</td>
<td>500</td>
<td>UF5</td>
<td>21</td>
</tr>
<tr>
<td>ZDT3</td>
<td>269</td>
<td>LZ07_F5</td>
<td>500</td>
<td>UF6</td>
<td>1000</td>
</tr>
<tr>
<td>ZDT4</td>
<td>1001</td>
<td>LZ07_F6</td>
<td>990</td>
<td>UF7</td>
<td>1000</td>
</tr>
<tr>
<td>ZDT6</td>
<td>1001</td>
<td>LZ07_F7</td>
<td>500</td>
<td>UF9</td>
<td>10000</td>
</tr>
<tr>
<td>LZ07_F1</td>
<td>500</td>
<td>LZ07_F8</td>
<td>500</td>
<td>UF10</td>
<td>10000</td>
</tr>
<tr>
<td>LZ07_F2</td>
<td>500</td>
<td>LZ07_F9</td>
<td>500</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2) **Generational Distance on PS (GDPS):** The metric calculates the average sum of the Euclidean distance between the nondominated solutions and the corresponding optimal solution on the PS for ZDTs. GDPS-metric can be used, for cases when the Pareto-optimal set is known. The GDPS-metric can be stated as

$$GDPS = \frac{\sum_{x \in S} \text{mindis}(x, PS)}{|S|}$$

where $S$ is an approximation set to the Pareto set (PS), and $\text{mindis}(x, PS)$ means the minimum Euclidean distance between $x$ and the PS. According to different PS shape, it might use a different computation algorithm to obtain the value. All problems of ZDTs have the same simple optimal solutions. Their optimal solutions can be denoted as $x_1 \in [0, 1]$, and...
The spread metric \( \text{GD} \) is defined as
\[
\text{GD} = \sqrt{\frac{\sum_{x \in P} \text{mindis}(x, P^*)^2}{|P|}}
\]
where \( \text{mindis}(x, P^*) \) is the minimum Euclidean distance between solution \( x \) and the solutions in \( P^* \). GD measures how far these nondominated solutions from those in the Pareto-optimal front. A smaller value of GD reveals a better convergence to the Pareto-optimal front.

4) *Spread (\( \Delta \)):* The spread metric \( \Delta \) proposed by Wang et al. [82] measures the spread effect of the nondominated solutions obtained by the algorithm. \( \Delta \) is not only used to measure bi-objective problems but also suitable for problems that have more than two objectives. \( \Delta \) can be defined mathematically as
\[
\Delta = \frac{\sum_{i=1}^{m} d(E_i, \Psi) + \sum_{x \in \Psi} |d(X, \Psi) - \bar{d}|}{\sum_{i=1}^{m} d(E_i, \Psi) + (|\Psi| - m)d}
\]
where \( \Psi \) is a set of nondominated solutions, \( m \) is the number of objectives and \( (E_1, \ldots, E_m) \) are \( m \) extreme solutions in the set of true Pareto front (PF). A smaller value of \( \Delta \) demonstrates a better spread and diversity of the nondominated solutions.

5) *Wilcoxon Signed Ranks Test:* Besides the above performance measures, non parametric Wilcoxon signed ranks test [85] is adopted to analyze the performance of the proposed algorithm with the other algorithm statistically. It is used for finding a significant difference between the behaviors of two algorithms. The description of Wilcoxon signed ranks test is referred to [85]. The test computations are described briefly in the following.

Suppose that there are \( h \) test problems, let \( d_i \) denote the difference between the performance scores of the two algorithms on the \( i \)th test problem. These ranks of \( d_i \) are neglected. Then, the rest of these differences are ranked in ascending order. The sum of positive ranks and negative ranks are denoted as \( R^+ \) and \( R^- \), respectively. If there exist equal ranks, these ranks are split evenly. Let \( h \) be the number of test problems for which the difference is not equal to 0. The null hypothesis will be rejected if the test statistic \( T = min(R^+, R^-) \) is not greater than the value of the distribution of Wilcoxon for \( h \) degrees of freedom; the normal approximation for the Wilcoxon \( T \) statistics is used for getting \( p \)-value [85]. We use the SPSS software packages to compute the \( p \)-value in the study. The level of significance \( \alpha \) is assigned as 0.05, which indicates that if the \( p \)-value is smaller than \( \alpha \), there is a significant difference between the two algorithms.

C. Parameter Settings

All the four algorithms have two common parameters: the population size \( N \) and the maximum number of generations \( T \). Here, \( N = 100 \) and \( T = 250 \). For the other parameters in NSGA-II and MOEA/D-DE, they have remained the same with their original studies [8], [34]. For NSLS-C and NSLS, there are only two special parameters: \( \mu \) and \( \sigma \) used in the local search that need to be set. Here we set \( \mu = 0.5 \) and \( \sigma = 0.1 \) for the experiment. The sensitivities of \( \mu \) and \( \sigma \) are discussed in Section III-I. In addition, each algorithm is run

<table>
<thead>
<tr>
<th>GDPS value</th>
<th>Problem</th>
<th>ZDT1</th>
<th>ZDT2</th>
<th>ZDT3</th>
<th>ZDT4</th>
<th>ZDT6</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSGA-II</td>
<td>best</td>
<td>0.06235</td>
<td>0.00274</td>
<td>0.012225</td>
<td>0.001292</td>
<td>5.371e-12</td>
</tr>
<tr>
<td></td>
<td>worst</td>
<td>0.010046</td>
<td>0.004049</td>
<td>0.016819</td>
<td>0.489856</td>
<td>1.707e-11</td>
</tr>
<tr>
<td></td>
<td>mean</td>
<td>0.009049</td>
<td>0.003332</td>
<td>0.014098</td>
<td>0.051332</td>
<td>8.708e-12</td>
</tr>
<tr>
<td></td>
<td>std</td>
<td>0.001039</td>
<td>0.000447</td>
<td>0.00126</td>
<td>0.146178</td>
<td>3.153e-12</td>
</tr>
<tr>
<td>MOEA/D-DE</td>
<td>best</td>
<td>0.026727</td>
<td>0.011943</td>
<td>0.055405</td>
<td>0.706405</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>worst</td>
<td>0.051772</td>
<td>0.032814</td>
<td>0.091642</td>
<td>2.05987</td>
<td>1.479e-06</td>
</tr>
<tr>
<td></td>
<td>mean</td>
<td>0.035442</td>
<td>0.022609</td>
<td>0.073496</td>
<td>1.333412</td>
<td>7.396e-08</td>
</tr>
<tr>
<td></td>
<td>std</td>
<td>0.00302</td>
<td>0.003531</td>
<td>0.001162</td>
<td>0.628968</td>
<td>3.998e-05</td>
</tr>
<tr>
<td>NSLS-C</td>
<td>best</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3.266e-08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>worst</td>
<td>1.435e-05</td>
<td>0.001207</td>
<td>1.1162</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>mean</td>
<td>7.178e-07</td>
<td>0</td>
<td>7.134e-05</td>
<td>0.371856</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>std</td>
<td>3.128e-06</td>
<td>0</td>
<td>0.000263</td>
<td>0.333303</td>
<td>0</td>
</tr>
<tr>
<td>NSLS</td>
<td>best</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3.977e-05</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>worst</td>
<td>9.338e-06</td>
<td>0</td>
<td>0.000373</td>
<td>0.864728</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>mean</td>
<td>4.669e-07</td>
<td>0</td>
<td>7.068e-05</td>
<td>0.504795</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>std</td>
<td>2.035e-06</td>
<td>0</td>
<td>0.000103</td>
<td>0.23849</td>
<td>0</td>
</tr>
</tbody>
</table>
20 times independently for each problem. The algorithms stop after a given number of iterations $T$.

**D. Discussion of Results**

1) **Results of Bi-objective Problems of ZDTs**: Tables II and III show the best, worst, mean, and standard deviation of the GDPS-metric and IGD-metric values of the 20 populations on ZDTs where $N = 100$ and $T = 250$. The best values among these four algorithms: NSGA-II, MOEA/D-DE, NSLS-C, and NSLS are noted with bold font. For illustration, the plots of the nondominated solutions of the problems ZDT2 and ZDT4 with the best IGD-metric values found by NSGA-II, MOEA/D-DE, NSLS-C, and NSLS in 20 runs in the objective space are shown in Fig. 2, respectively.

It is clear from Tables II and III that NSLS and NSLS-C perform better than NSGA-II and MOEA/D-DE in all test problems except in ZDT4 and ZDT6. The GDPS-metric values of NSLS-C and NSLS in Table II are all equal to zero on ZDT2 and ZDT6, which means that NSLS and NSLS-C keep pace with the optimal solutions in the PS whereas other algorithms could not have this ability. ZDT1 is an easy problem in ZDTs. For ZDT1, all the algorithms have a good IGD values except MOEA/D-DE. ZDT2 has a nonconvex Pareto-optimal front. It can be seen from Fig. 2 that NSLS and NSLS-C have better convergence than NSGA-II and MOEA/D-DE on ZDT2. In the problem ZDT3, the Pareto-optimal front consists of five disjoint curves that make it difficult. However, it is clear from Tables II and III that the best IGD value is found by NSLS. As mentioned in [8], ZDT4 has many different local Pareto-optimal fronts in the search space, and NSGA-II gets stuck at different local Pareto-optimal sets. NSLS and NSLS-C also have this problem. However, NSLS performs better than MOEA/D-DE on ZDT4. The performances of the nondominated solutions of ZDT4 got by NSGA-II, NSLS-C, and NSLS are almost similar from Fig. 2, which also shows that the plots of the nondominated solutions of MOEA/D-DE are far away from the PF on ZDT4 whereas that of NSGA-II, NSLS-C, and NSLS converge close to the PF. The last problem ZDT6 in ZDTs, is another difficult problem. NSLS obtains a worse result than MOEA/D-DE on ZDT6, the probable reason for this is the fact that ZDT6 has a thin density of solutions toward the PF and the solutions of the front is nonuniform spread [57], which NSLS gets stuck at. Moreover, the IGD-metric and GDPS-metric values of NSLS are better than NSLS-C on most problems in ZDTs, which reveals that the farthest-candidate method in NSLS is better than the crowded comparison mechanism for enhancing diversity.

2) **Results of Bi-objective Problems in LZ07s**: These test problems LZ07$_{-}$F1–LZ07$_{-}$F9 (except LZ07$_{-}$F6) are bi-objective problems. LZ07$_{-}$F1–LZ07$_{-}$F5 have the same convex PF shape. However, they have various PS shapes in the decision space. The search space of LZ07$_{-}$F2-LZ07$_{-}$F5 is $[0, 1] \times [-1, 1]^{n-1}$ but that of LZ07$_{-}$F1 is $[0, 1]^{n}$. LZ07$_{-}$F7 and LZ07$_{-}$F8 are different from LZ07$_{-}$F1–LZ07$_{-}$F5 because that there are many local Pareto solutions in LZ07$_{-}$F7 and LZ07$_{-}$F8 whereas there are no local PFs in LZ07$_{-}$F1–LZ07$_{-}$F5. LZ07$_{-}$F7 and LZ07$_{-}$F8 not only have the same PF shape as LZ07$_{-}$F1, but also have similar PS shapes as that of LZ07$_{-}$F1. The reader may refer to [34] for more information about these problems.

Table IV shows the best, worst, mean, and standard deviation of the IGD-metric values obtained by the four algorithms on LZ07$_{-}$F1-LZ07$_{-}$F9 where $N = 100$ and $T = 250$. It is clear from Table IV that NSLS-C and NSLS both perform better than NSGA-II on all problems. NSLS-C performs better than MOEA/D-DE on most problems except LZ07$_{-}$F1 and LZ07$_{-}$F7 in terms of the best IGD-metric value. NSLS outperforms MOEA/D-DE on all problems except that MOEA/D-DE finds a better value in terms of the best IGD-metric value on LZ07$_{-}$F7. For NSLS-C and NSLS, the latter performs better than the former on most problems. The probable reason for this is the fact that the farthest-candidate approach in NSLS is better at maintaining diversity than the crowded comparison approach in NSLS-C. To give a graphical overview of the behaviors of these four algorithms, the plots of the
nondominated solutions obtained by each algorithm with the lowest IGD values for LZ07−F9 are shown in Fig. 2, from which the nondominated solutions obtained by NSLS achieve the best performance.

3) Results of Bi-objective Problems in UF5s: These test problems UF4-UF7 are all bi-objective problems. UF5-UF7 have the same search space: \([0, 1] \times [-1, 1]\), but the search space of UF4 is \([0, 1] \times [-2, 2]\). UF4-UF7 have different PF shapes and PS shapes [81]. For more information about these test problems, the reader is referred to [81].

Table V presents the best, worst, mean, and standard deviation of the IGD-metric values obtained by the four algorithms on the problems UF4-UF10 where \(N = 100\) and \(T = 250\). From Table V, NSLS-C and NSLS perform better than NSGA-II and MOEA/D-DE on all problems. The problem UF7 is chosen to display the nondominated solutions in Fig. 3. The PF shape of UF7 is a continuous line. It is obvious from Fig. 3 that NSLS and NSLS-C are able to find a better uniformly spread of solutions than the other two algorithms. In addition, though NSLS outperforms NSLS-C on ZDTs and LZ07s above, NSLS performs worse than NSLS-C on UF4-UF7. The probable reason is that some solutions in the population obtained at each iteration in NSLS converge too close to each other so that the effect of diversity selection method is not obvious enough when the population size is set to be 100 only. The results will be opposite when the population size is increased to be 300 in Section III-E2.

4) Results of Tri-objective Problems: LZ07−F6, UF9, and UF10: The three test problems LZ07−F6, UF9, and UF10 are tri-objective problems. It is apparent from Tables IV and V that NSLS outperforms the other three algorithms on all the three problems. According to [34], when the population size is set to be 100, it is not large enough to illustrate the effect of MOEA/D-DE on these tri-objective problems. Therefore, the nondominated solutions with the best IGD-metric values are not presented in this section. However, they will be shown in Section III-E3 with different parameter settings.

E. Different Parameter Settings

For more effective persuasive messages of the comparison, additional experiments are performed to show the effect of different values of a couple of parameter settings on the performance of the proposed algorithm. All other parameters are kept as before, but increase the values of \(N\) and \(T\). In this experiment, \(N = 300\) for the bi-objective problems, \(N = 595\) for the tri-objective problems, and \(T = 500\) (instead of 250 used before) for all problems.
TABLE IV
IGD-Metric Values of Nondominated Solutions Found by Each Algorithm on Problems LZ07s Where $N = 100$ and $T = 250$

<table>
<thead>
<tr>
<th>IGD value</th>
<th>Problem</th>
<th>LZ07_F1</th>
<th>LZ07_F2</th>
<th>LZ07_F3</th>
<th>LZ07_F4</th>
<th>LZ07_F5</th>
<th>LZ07_F6</th>
<th>LZ07_F7</th>
<th>LZ07_F8</th>
<th>LZ07_F9</th>
</tr>
</thead>
<tbody>
<tr>
<td>best</td>
<td>0.019085</td>
<td>0.085898</td>
<td>0.052964</td>
<td>0.059865</td>
<td>0.042643</td>
<td>0.119071</td>
<td>0.181327</td>
<td>0.209569</td>
<td>0.097119</td>
<td></td>
</tr>
<tr>
<td>worst</td>
<td>0.045131</td>
<td>0.140218</td>
<td>0.091311</td>
<td>0.124654</td>
<td>0.096167</td>
<td>0.355991</td>
<td>0.395309</td>
<td>0.354781</td>
<td>0.192821</td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>0.029623</td>
<td>0.108861</td>
<td>0.064963</td>
<td>0.091919</td>
<td>0.054114</td>
<td>0.229712</td>
<td>0.282969</td>
<td>0.258117</td>
<td>0.140065</td>
<td></td>
</tr>
<tr>
<td>std</td>
<td>0.006099</td>
<td>0.011322</td>
<td>0.009004</td>
<td>0.017796</td>
<td>0.012929</td>
<td>0.090372</td>
<td>0.054697</td>
<td>0.046411</td>
<td>0.038214</td>
<td></td>
</tr>
<tr>
<td>MOEA/D-DE</td>
<td>best</td>
<td>0.005094</td>
<td>0.157713</td>
<td>0.129526</td>
<td>0.074993</td>
<td>0.112538</td>
<td>0.340329</td>
<td>0.280379</td>
<td>0.260011</td>
<td>0.025067</td>
</tr>
<tr>
<td>worst</td>
<td>0.004766</td>
<td>0.090646</td>
<td>0.075068</td>
<td>0.042132</td>
<td>0.048535</td>
<td>0.255736</td>
<td>0.105907</td>
<td>0.183999</td>
<td>0.095038</td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>0.000173</td>
<td>0.029330</td>
<td>0.033389</td>
<td>0.009376</td>
<td>0.023521</td>
<td>0.050595</td>
<td>0.069426</td>
<td>0.036095</td>
<td>0.046724</td>
<td></td>
</tr>
<tr>
<td>NSLS-C</td>
<td>best</td>
<td>0.005041</td>
<td>0.005517</td>
<td>0.005303</td>
<td>0.004793</td>
<td>0.005844</td>
<td>0.077019</td>
<td>0.039913</td>
<td>0.083839</td>
<td>0.005969</td>
</tr>
<tr>
<td>worst</td>
<td>0.005827</td>
<td>0.006248</td>
<td>0.007437</td>
<td>0.005959</td>
<td>0.008116</td>
<td>0.008887</td>
<td>0.148537</td>
<td>0.148783</td>
<td>0.000721</td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>0.005388</td>
<td>0.005866</td>
<td>0.006374</td>
<td>0.005191</td>
<td>0.006578</td>
<td>0.083489</td>
<td>0.081343</td>
<td>0.11632</td>
<td>0.006424</td>
<td></td>
</tr>
<tr>
<td>std</td>
<td>0.000211</td>
<td>0.000201</td>
<td>0.000698</td>
<td>0.000191</td>
<td>0.000601</td>
<td>0.003626</td>
<td>0.025964</td>
<td>0.016344</td>
<td>0.000368</td>
<td></td>
</tr>
</tbody>
</table>

TABLE V
IGD-Metric Values of Nondominated Solutions Found by Each Algorithm on Problems UFs Where $N = 100$ and $T = 250$

<table>
<thead>
<tr>
<th>IGD value</th>
<th>Problem</th>
<th>UF4</th>
<th>UF5</th>
<th>UF6</th>
<th>UF7</th>
<th>UF8</th>
<th>UF9</th>
<th>UF10</th>
</tr>
</thead>
<tbody>
<tr>
<td>best</td>
<td>0.05588</td>
<td>0.240752</td>
<td>0.131872</td>
<td>0.036976</td>
<td>0.161304</td>
<td>0.23361</td>
<td>0.061324</td>
<td>0.208712</td>
</tr>
<tr>
<td>worst</td>
<td>0.069894</td>
<td>0.608796</td>
<td>0.338809</td>
<td>0.415512</td>
<td>0.306872</td>
<td>0.480712</td>
<td>0.164162</td>
<td>0.004643</td>
</tr>
<tr>
<td>mean</td>
<td>0.062416</td>
<td>0.36923</td>
<td>0.216269</td>
<td>0.192299</td>
<td>0.249898</td>
<td>0.323995</td>
<td>0.164162</td>
<td>0.004643</td>
</tr>
<tr>
<td>std</td>
<td>0.02983</td>
<td>0.092296</td>
<td>0.067579</td>
<td>0.139033</td>
<td>0.033644</td>
<td>0.076587</td>
<td>0.164162</td>
<td>0.004643</td>
</tr>
</tbody>
</table>

Increasing the values of $N$ and $T$ will decrease the speed of computation. However, it could enhance the diversity at the same time.

In this experiment, the problems LZ07s and UFs are chosen as the comparison problems. The problems ZDTs are not used in this section. The reason of this is that the problems ZDTs are more simple than LZ07s and UFs. In most papers, such as [8] and [57], when comparing the performances of ZDTs, the values of $N$ and $T$ are usually set to be 100 and 250, respectively. Tables VI and VII present the best, worst, mean, and standard deviation of the IGD-metric values on the problems LZ07s and UFs.

Fig. 4 shows the evolution of IGD-metric values of one random run versus the number of generations in these four algorithms on the test problems LZ07s $- F_{1}$ to $F_{9}$. It is clear from Fig. 4 that NSLS-C and NSLS converge faster than NSGA-II and MOEA/D-DE on all problems. However, the fast convergence speed indicates that it is easy to trap into local optima. It is also the main reason of NSLS could not find better IGD-metric values than MOEA/D-DE on the test problems $F_{1}$ to $F_{9}$ in Section III-E1.

Figs. 5–9 show plots of the nondominated solutions with the best IGD-metric values found by these four algorithms in 20 runs in the objective space on all problems.

It is clear from Tables VI and VII that the IGD-metric values of NSLS-C and NSLS get noticeable improvements when given higher values of $N$ and $T$. NSLS and NSLS-C converge closer to the Pareto-optimal fronts and have a much better diversity when $N = 300$ and $T = 500$.

1) Results of Bi-objective Problems in LZ07s: Table VI shows that the IGD-metric values of NSLS-C and NSLS are better than NSGA-II on LZ07s and are better than MOEA/D-DE on the test problems $F_{2}$ to $F_{9}$. It is clear from Fig. 4 that NSLS-C and NSLS converge faster than NSGA-II and MOEA/D-DE on all problems. However, the fast convergence speed indicates that it is easy to trap into local optima. It is also the main reason of NSLS could not find better IGD-metric values than MOEA/D-DE on the test problems $F_{1}$ to $F_{9}$ in Section III-E1.
the nondominated solutions of NSLS and NSLS-C with the lowest IGD-metric values are significantly better than those of MOEA/D-DE in approximating on the PF. From Figs. 6 and 7, the nondominated solutions obtained by NSLS does not spread as uniformly as MOEA/D-DE does on LZ07\_F7 and LZ07\_F8, the reason is that NSLS and NSLS-C converge too fast so that many solutions gather to one optimal point. The sameness of these three test problems LZ07\_F1, LZ07\_F7 and LZ07\_F8 is that they have the same PF shapes and PS shapes, which NSLS is unable to handle well. In the further study, it is a task to control convergence speed for NSLS on this kind of problems.

2) Results of Bi-objective Problems in UFs: Table VII reveals that NSLS-C and NSLS get much better IGD-metric values than NSGA-II and MOEA/D-DE on all problems of UFs. Figs. 7 and 8 indicate that neither NSGA-II nor MOEA/D-DE could handle UF4, UF5, UF6, and UF7, as well as NSLS and NSLS-C does. It can be observed from Figs. 7 and 8 that the nondominated solutions obtained by NSGA-II and MOEA/D-DE deviate from the PF on the problems UF4, UF5, and UF6 whereas NSLS-C and NSLS find a good approximation to the PF on these three problems. The PF shape of UF5 consists of only 21 Pareto-optimal solutions. The PF shape of UF6 contains one isolated solution and two disconnected parts. For the problems UF5 and UF6 in Fig. 8, the nondominated solutions obtained by NSLS seem to converge to the PF but cannot achieve a good distribution. The probable reason for this is the fact that the discontinuity of the problems UF5 and UF6. The performance of UF7 handled by NSLS in Fig. 8 may support the point. The PF shape of UF7 is a continuous line. For the problem UF7 in Fig. 8, NSLS and NSLS-C could approximate the PF on UF7 perfectly. In contrast, some solutions obtained by NSGA-II and MOEA/D-DE do not have a good convergence to the PF on UF7.

3) Results of Tri-objective Problems: LZ07\_F6, UF9, and UF10: The above discussed problems are all bi-objective problems. In this section, NSLS will be compared with the other three algorithms on the tri-objective problems: LZ07\_F6, UF9, and UF10. These three problems have the same search space: \([0, 1]^2 \times [-2, 2]^{n-2}\). The problems LZ07\_F6 and UF10 have the same PS shape and the same PF shape. The PS of UF9 has two disconnected parts and the PF of UF9 has two parts too. It can be observed from Tables VI and VII that the IGD-metric values of NSLS and NSLS-C are better than the other two algorithms on these three problems. It is apparent from Fig. 9 that NSLS and NSLS-C can approximate the PF better than the other two algorithms on these three problems.
TABLE VI
IGD-Metric Values of Nondominated Solutions Found by Each Algorithm on Problems LZ07s Where N = 300 and T = 500

<table>
<thead>
<tr>
<th>IGD value</th>
<th>Problem</th>
<th>LZ07 F1</th>
<th>LZ07 F2</th>
<th>LZ07 F3</th>
<th>LZ07 F4</th>
<th>LZ07 F5</th>
<th>LZ07 F6*</th>
<th>LZ07 F7</th>
<th>LZ07 F8</th>
<th>LZ07 F9</th>
</tr>
</thead>
<tbody>
<tr>
<td>best</td>
<td>0.006478</td>
<td>0.05</td>
<td>0.04242</td>
<td>0.050375</td>
<td>0.052206</td>
<td>0.124077</td>
<td>0.120656</td>
<td>0.122274</td>
<td>0.066232</td>
<td></td>
</tr>
<tr>
<td>worst</td>
<td>0.021931</td>
<td>0.116302</td>
<td>0.079456</td>
<td>0.092064</td>
<td>0.05415</td>
<td>0.310393</td>
<td>0.3057</td>
<td>0.25682</td>
<td>0.127667</td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>0.014508</td>
<td>0.10009</td>
<td>0.053946</td>
<td>0.072001</td>
<td>0.036467</td>
<td>0.232765</td>
<td>0.199369</td>
<td>0.186823</td>
<td>0.100112</td>
<td></td>
</tr>
<tr>
<td>std</td>
<td>0.003786</td>
<td>0.015868</td>
<td>0.008854</td>
<td>0.015922</td>
<td>0.008013</td>
<td>0.069562</td>
<td>0.054044</td>
<td>0.035011</td>
<td>0.014424</td>
<td></td>
</tr>
</tbody>
</table>

MNSGA-II: best 0.001325 worst 0.001373 mean 0.001343 std 1.336e-05

MOEA/D-DE: best 0.000669 worst 0.001789 mean 0.001713 std 0.0033-05

NSLSC: best 0.001431 worst 0.001496 mean 0.001464 std 1.863-05

NSLS: best 0.001431 worst 0.001496 mean 0.001464 std 1.863-05

* The population size of LZ07 F6 here is 595.

TABLE VII
IGD-Metric Values of Nondominated Solutions Found by Each Algorithm on Test Problems UFs Where N = 300 and T = 500

<table>
<thead>
<tr>
<th>IGD value</th>
<th>Problem</th>
<th>UF4</th>
<th>UF5</th>
<th>UF6</th>
<th>UF7</th>
<th>UF9*</th>
<th>UF10*</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSGA-II</td>
<td>best</td>
<td>0.044584</td>
<td>0.138234</td>
<td>0.122917</td>
<td>0.024132</td>
<td>0.065178</td>
<td>0.223136</td>
</tr>
<tr>
<td>worst</td>
<td>0.047044</td>
<td>0.37662</td>
<td>0.26026</td>
<td>0.403899</td>
<td>0.209014</td>
<td>0.341425</td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>0.045229</td>
<td>0.241537</td>
<td>0.169269</td>
<td>0.136405</td>
<td>0.119705</td>
<td>0.281976</td>
<td></td>
</tr>
<tr>
<td>std</td>
<td>0.00518</td>
<td>0.062335</td>
<td>0.032849</td>
<td>0.122188</td>
<td>0.039542</td>
<td>0.028729</td>
<td></td>
</tr>
</tbody>
</table>

MOEA/D-DE: best 0.038349 worst 0.046251 mean 0.042119 std 0.001598

NSLSC: best 0.013809 worst 0.016578 mean 0.014864 std 0.000841

NSLS: best 0.013151 worst 0.015414 mean 0.014261 std 0.000593

* The population size of UF9 and UF10 here are 595.

4) More Discussion About NSLS-C and NSLS: In this paper, the proposed NSLS-C and NSLS outperform the other two algorithms on most problems. In addition, NSLS is superior to NSLS-C. The difference of them is the diversification method. The crowded comparison mechanism in NSLS-C calculates the sum of the average distance of each objective rather than the Euclidean distance, thus when the number of objectives increases, the computation error increases too. Moreover, from Tables II–V, when the population size is set to be 100, the performances of NSLS-C and NSLS are almost similar. However, when the population size is increased to be 300 or 595, NSLS finds better results than NSLS-C. It is apparent from Figs. 2–9 that NSLS has a better uniformly spread than NSLS-C, from which we can reach a general conclusion that the effect of the farthest-candidate method is superior to the crowded comparison mechanism with the number of objectives or the number of population size increases.

F. Effect of Proposed Local Search Schema

1) Effect of Use of Perturbation Factor c: Here, to prove the effect of the perturbation factor c following the Gaussian distribution $N(\mu, \sigma^2)$, a version of NSLS without using the Gaussian distribution is proposed and we call it as NSLS-WN for convenience. In NSLS-WN, we set $c = 1$ constantly. Some test problems are randomly chosen to show the effect of the Gaussian distribution and the computational results are shown in Table VIII. It is clear from Table VIII that all the IGD-metric values of NSLS are a little better than that of NSLS-WN on all test problems, which reveals that the using of the perturbation factor c is valid.

2) NSLS Versus NSLS-S: As mentioned in Section II-A2, (3) is very similar to the mutation operation of DE in (6). In this section, to verify the superiority of NSLS, a modified version of NSLS: nondominated sorting and local search with single neighborhood (NSLS-S) is used for comparison. NSLS-S is analogous to NSLS except that it generates only
Fig. 5. Plots of the nondominated solutions with the lowest IGD-metric values found by NSGA-II, MOEA/D-DE, NSLS-C, and NSLS in 20 runs in the objective space on LZ07−F1 - LZ07−F3 where \( N = 300 \) and \( T = 500 \).

It is obvious that NSLS achieves a better result than NSLS-S in every value of generations. The results of the other test problems are the same with that of LZ07−F5. What shows evidence that the proposed local search schema is feasible and efficient.

3) Results of Proposed Local Search Method on GD:

In order to demonstrate the performance of the proposed local search schema applied in NSLS, the performance measure: generational distance (GD) which is introduced in Section III-B3 is adopted. GD measures how far the nondominated solutions from those in the Pareto-optimal front. In other words, GD is an effective performance measure to demonstrate
the convergence ability of the algorithm. For reason of space, only the results of eight bi-objective problems of LZs and three tri-objective problems: LZ07−F6, UF9, and UF10 with \( N = 300 \) (595 in the tri-objective problems instead) and \( T = 500 \) in Section III-E are shown to demonstrate the performances of NSLS and other algorithms in terms of GD. In addition, to show the effect of the proposed local search schema clearly, the performance of MODEA proposed by Ali et al. [57] is used for comparison too. For MODEA, we have identical parameter settings as suggested in the original study except \( N \) and \( T \). They are taken for 300 (595 in the tri-objective problems instead) and 500, respectively. MODEA has been implemented in C++. Tables IX and X show the comparison results of NSLS and the other algorithms based on GD. It is clear from Tables IX and X that NSLS has a better convergence performance than the other algorithms on almost all problems except on LZ07−F1, which reveals that NSLS is an effective method to solve MOPs. To demonstrate the effect of the proposed local search schema, the GD-metric values versus the number of generations for the problem LZ07−F9 is shown in Fig. 12, from which it is obvious that NSLS has a faster convergence speed than the other three algorithms and can achieve the best GD value. What gives evidence to support the analysis of the proposed local search schema in Section II-A2.
G. Effect of Farthest-Candidate Approach

1) Comparison of NSLS and Above Algorithms: In this section, we demonstrate an additional performance metric: the spread metric $\Delta$ introduced in Section III-B4 to show the effect of the farthest-candidate approach. $\Delta$ is designed to measure the extent of spread archived among the nondominated solutions. The spread metric $\Delta$ could determine whether the farthest-candidate approach really plays an important role in NSLS. For reason of space, only the results of eight bi-objective problems of Lzs and three tri-objective problems: LZ07_F6, UF9, and UF10 in Section III-E ($N = 300$ for the bi-objective problems, $N = 595$ for the tri-objective problems and $T = 500$) are shown to demonstrate the performances of NSLS and the other algorithms on the spread metric $\Delta$. Tables XI and XII show the comparison results of NSLS and the other algorithms based on the spread metric $\Delta$. From the spread results in Tables XI and XII, we can find that the proposed algorithm clearly obtains a better spread than the other algorithms on all problems. The comparison results reveal that the farthest-candidate approach is better than other algorithms in maintaining the diversity of the nondominated solutions.
Fig. 8. Plots of the nondominated solutions with the lowest IGD-metric values found by NSGA-II, MOEA/D-DE, NSLS-C, and NSLS in 20 runs in the objective space on UF5, UF6, and UF7 where $N = 300$ and $T = 500$.

2) **Comparison of NSLS and NSLS-V:** In this section, to further demonstrate the superiority of the farthest-candidate approach, the performance of a pruning method proposed by Kukkonean and Deb [78] is used for comparison too. The pruning method in [78] is based on a crowding estimation technique using nearest neighbors of solutions rather than the crowding distance proposed in NSGA-II. The crowding estimation is based on a vicinity distance, which is the product of the distances to the $m$ (the number of objectives) nearest neighbors. The solution with the smallest value of vicinity distance is supposed to be the most crowded one. For a good maintenance of crowding information, the values of the vicinity distances are recalculated after removal of the most crowded one. The overall computational complexity of the pruning method is $O(m^2N\log N)$.

For a fair comparison, the farthest-candidate approach in NSLS is replaced with the pruning method in [78] and the new version of NSLS is called as NSLS-V. The algorithm is tested on seven test problems out of the above twenty test problems. The experimental results in 20 runs are shown in Table XIII, from which the effect of the farthest-candidate approach is almost the same with the pruning method in [78]. Considering the spread metric $\Delta$, the performance of the farthest-candidate approach is not better than the pruning
method in [78], however, the values of IGD-metric, which measures the convergence and the diversity of these obtained nondominated solutions are reasonable to solve MOPs. Moreover, the farthest-candidate approach is an easy and new technique for diversity preservation. In a word, the farthest-candidate approach is a promising technique for dealing with MOPs.

H. Results of Wilcoxon Signed Ranks Test Analysis

The above results are also compared statistically and the corresponding results are given in Tables XIV and XV. From Tables XIV and XV, it is clear that in case of IGD-metric, the p-values are all smaller than $\alpha = 0.05$, which reveals that NSLS outperforms all the other algorithms on both of the two experiments with different parameter settings of the population size and the number of iterations. Likewise, from Table XVI, which shows the results on the basis of the GD and the spread $\Delta$ metrics, it is obvious that NSLS is better than the other algorithms too.

I. Sensitivity in NSLS

1) Sensitivity of $\mu$: $\mu$ is a control parameter adopted in the proposed local search schema in NSLS. To study the sensitivity of the performance to $\mu$ in NSLS, we have tested different

Fig. 9. Plots of the nondominated solutions with the lowest IGD-metric values found by NSGA-II, MOEA/D-DE, NSLS-C, and NSLS in 20 runs in the objective space on LZ07, F6, UF9, and UF10 where $N = 595$ and $T = 500$, and the three images in the last line are the corresponding Pareto-optimal front of LZ07, F6, UF9, and UF10.
### TABLE VIII
**IGD-METRIC VALUES OF NONDOMINATED SOLUTIONS FOUND BY EACH ALGORITHM IN 20 RUNS WHERE \( N = 100 \) AND \( T = 250 \)**

<table>
<thead>
<tr>
<th>IGD value</th>
<th>Problem</th>
<th>LZ07_F1</th>
<th>LZ07_F2</th>
<th>LZ07_F3</th>
<th>LZ07_F4</th>
<th>LZ07_F5</th>
<th>UF4</th>
<th>UF9</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSLS-WN</td>
<td>mean(\pm)std</td>
<td>0.004753±0.492e-05</td>
<td>0.004835±0.000505</td>
<td>0.075878±0.013393</td>
<td>0.040522±0.000371</td>
<td>0.039492±0.002656</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NSLS</td>
<td>mean(\pm)std</td>
<td>0.004574±0.672e-05</td>
<td>0.00469±0.000497</td>
<td>0.06408±0.002864</td>
<td>0.029527±0.001505</td>
<td>0.037617±0.001883</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### TABLE IX
**GD-METRIC VALUES OF NONDOMINATED SOLUTIONS FOUND BY EACH ALGORITHM ON Bi-OBJECTIVE PROBLEMS OF LZ07s WHERE \( N = 300 \) AND \( T = 500 \)**

<table>
<thead>
<tr>
<th>GD value</th>
<th>Problem</th>
<th>LZ07_F1</th>
<th>LZ07_F2</th>
<th>LZ07_F3</th>
<th>LZ07_F4</th>
<th>LZ07_F5</th>
<th>LZ07_F6</th>
<th>LZ07_F7</th>
<th>LZ07_F8</th>
<th>LZ07_F9</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSGA-II</td>
<td>mean(\pm)std</td>
<td>0.000318±0.000691</td>
<td>0.000806±0.00177</td>
<td>0.000757±0.001441</td>
<td>0.003936±0.000566</td>
<td>0.00452±0.000257</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOEA/D-DE</td>
<td>mean(\pm)std</td>
<td>3.213e-05</td>
<td>0.001501</td>
<td>0.000301</td>
<td>0.001383</td>
<td>0.001625</td>
<td>0.001350</td>
<td>0.003335</td>
<td>0.000003</td>
<td></td>
</tr>
<tr>
<td>MODEA</td>
<td>mean(\pm)std</td>
<td>6.342e-05</td>
<td>0.000373</td>
<td>0.000476</td>
<td>0.002128</td>
<td>0.000816</td>
<td>0.008018</td>
<td>0.006189</td>
<td>0.000541</td>
<td></td>
</tr>
<tr>
<td>MODEA</td>
<td>mean(\pm)std</td>
<td>4.36e-05</td>
<td>0.000995</td>
<td>0.00029</td>
<td>0.002595</td>
<td>0.000366</td>
<td>0.000321</td>
<td>0.011449</td>
<td>2.43e-05</td>
<td></td>
</tr>
<tr>
<td>NSLS</td>
<td>mean(\pm)std</td>
<td>5.05e-05</td>
<td>1.527e-05</td>
<td>8.695e-06</td>
<td>7.784e-06</td>
<td>7.5e-06</td>
<td>0.000138</td>
<td>0.000907</td>
<td>1.589e-06</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE X
**GD-METRIC VALUES OF NONDOMINATED SOLUTIONS FOUND BY EACH ALGORITHM ON TRI-OBJECTIVE PROBLEMS LZ07, F6, UF9, AND UF10 WHERE \( N = 595 \) AND \( T = 500 \)**

<table>
<thead>
<tr>
<th>GD value</th>
<th>Problem</th>
<th>LZ07_F6</th>
<th>UF9</th>
<th>UF10</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSGA-II</td>
<td>mean(\pm)std</td>
<td>0.183068±0.060713</td>
<td>0.003173±0.001376</td>
<td>0.23978±0.236217</td>
</tr>
<tr>
<td>MOEA/D-DE</td>
<td>mean(\pm)std</td>
<td>0.014958±0.048007</td>
<td>0.01342±0.0289</td>
<td>0.018737±0.049341</td>
</tr>
<tr>
<td>MODEA</td>
<td>mean(\pm)std</td>
<td>0.111012±0.054924</td>
<td>0.0023±0.001062</td>
<td>0.3400±0.109281</td>
</tr>
<tr>
<td>NSLS</td>
<td>mean(\pm)std</td>
<td>0.000861±1.875e-05</td>
<td>0.000467±1.615e-05</td>
<td>0.000457±0.000198</td>
</tr>
</tbody>
</table>

### TABLE XI
**\(\Delta\)-METRIC VALUES OF NONDOMINATED SOLUTIONS FOUND BY EACH ALGORITHM ON Bi-OBJECTIVE PROBLEMS OF LZ07s WHERE \( N = 300 \) AND \( T = 500 \)**

<table>
<thead>
<tr>
<th>(\Delta) value</th>
<th>Problem</th>
<th>LZ07_F1</th>
<th>LZ07_F2</th>
<th>LZ07_F3</th>
<th>LZ07_F4</th>
<th>LZ07_F5</th>
<th>LZ07_F6</th>
<th>LZ07_F7</th>
<th>LZ07_F8</th>
<th>LZ07_F9</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSGA-II</td>
<td>mean(\pm)std</td>
<td>0.49692±0.104029</td>
<td>0.590548±0.723243</td>
<td>0.523907±1.24461</td>
<td>1.18784±1.0089±</td>
<td>1.0765±0.304033</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOEA/D-DE</td>
<td>mean(\pm)std</td>
<td>0.337151±0.152766</td>
<td>0.494037±0.153536</td>
<td>0.080935±0.227475</td>
<td>0.18225±0.279361</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MODEA</td>
<td>mean(\pm)std</td>
<td>0.296322±0.409152</td>
<td>0.454606±0.612527</td>
<td>0.46084±1.08671</td>
<td>1.0767±0.109281</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MODEA</td>
<td>mean(\pm)std</td>
<td>0.006123±0.091307</td>
<td>0.153432±0.26867</td>
<td>0.08848±0.424313</td>
<td>0.23699±0.137462</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NSLS-C</td>
<td>mean(\pm)std</td>
<td>0.291826±1.02708</td>
<td>0.469953±0.389794</td>
<td>0.422184±1.1111</td>
<td>0.104935±1.104433</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NSLS</td>
<td>mean(\pm)std</td>
<td>0.026575±0.062567</td>
<td>0.038744±0.031395</td>
<td>0.031308±0.192615</td>
<td>0.027844±0.06272</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### TABLE XII
**\(\Delta\)-METRIC VALUES OF NONDOMINATED SOLUTIONS FOUND BY EACH ALGORITHM ON TRI-OBJECTIVE PROBLEMS: LZ07, F6, UF9, AND UF10 WHERE \( N = 595 \) AND \( T = 500 \)**

<table>
<thead>
<tr>
<th>(\Delta) value</th>
<th>Problem</th>
<th>LZ07_F6</th>
<th>UF9</th>
<th>UF10</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSGA-II</td>
<td>mean(\pm)std</td>
<td>0.532075±0.068359</td>
<td>0.626447±0.062319</td>
<td>0.837408±0.402489</td>
</tr>
<tr>
<td>MOEA/D-DE</td>
<td>mean(\pm)std</td>
<td>0.580103±0.098679</td>
<td>1.04274±0.136498</td>
<td>1.3585±0.308079</td>
</tr>
<tr>
<td>MODEA</td>
<td>mean(\pm)std</td>
<td>0.724513±0.275907</td>
<td>0.556887±0.102623</td>
<td>0.521169±0.086526</td>
</tr>
<tr>
<td>NSLS</td>
<td>mean(\pm)std</td>
<td>0.135941±0.007563</td>
<td>0.119704±0.005636</td>
<td>0.208127±0.045232</td>
</tr>
</tbody>
</table>
settings of $\mu$ in the implementation of NSLS on ZDT1. All parameter settings are similar to that in Section III-D, except the setting of $\mu$. Fig. 13 shows the mean IGD-metric values in 20 runs versus the value of $\mu$ in NSLS on ZDT1. It is clear from Fig. 13 that NSLS performs well with $\mu$ from 0 to 1.0 on ZDT1. And it works well for all values of $\mu$ with a small difference. Therefore, it can be concluded that NSLS is not very sensitive to the setting of $\mu$, at least for the MOPs that are more or less similar to these problems adopted in this paper.

2) Sensitivity of $\sigma$: $\sigma$ is another control parameter utilized in the proposed local search schema in NSLS. To discuss the sensitivity of the performance to $\sigma$ in NSLS, we have tested different settings of $\sigma$ in the implementation of NSLS on ZDT1. All parameter settings are similar to that in Section III-D, except the setting of $\sigma$. It is clear from Fig. 14 that NSLS performs well with $\sigma$ from 0 to 0.2 on ZDT1. And it works well for all values of $\sigma$ with a small difference and achieves the best value with $\sigma = 0.1$. Therefore, we can claim that NSLS is not very sensitive to the setting of $\sigma$ too.

IV. CONCLUSION

This paper has proposed a new framework algorithm called NSLS for solving MOPs. NSLS maintains a population with a constant size. At each iteration, for each solution in the current population, NSLS first uses a proposed local search schema to generate two neighborhoods for each variable in the current solution. Then, a replacement strategy is employed to decide whether the two neighborhoods replace the current solution or not and which one to be chosen to replace the current solution. This process ends until all the variables of the current solution are handled. When all solutions in the population are processed, the farthest-candidate approach combined with the fast nondominated sorting is adopted to choose the new population for the next iteration.

We have compared NSLS with another version of NSLS: NSLS-C and three famous classical algorithms: NSGA-II, MOEA/D-DE, and MODEA on some typical problems. To give a more comprehensive display of the comparison, two experiments have been performed with different values of population size and generations. In addition, we have shown the effect of the local search method and the farthest-candidate
TABLE XIII  
RESULTS OF NSLS AND NSLS-V WHERE \( N = 300 \) AND \( T = 500 \)

<table>
<thead>
<tr>
<th>Metric</th>
<th>Problem</th>
<th>ZDT4</th>
<th>LZ07_F7</th>
<th>LZ07_F8</th>
<th>UF5</th>
<th>UF6</th>
<th>LZ07_F6</th>
<th>UF10</th>
</tr>
</thead>
<tbody>
<tr>
<td>IGD-value</td>
<td>NSLS-V</td>
<td>0.198996±</td>
<td>0.04108±</td>
<td>0.086738±</td>
<td>0.059575±</td>
<td>0.033027±</td>
<td>0.031878±</td>
<td>0.178985±</td>
</tr>
<tr>
<td></td>
<td>NSLS</td>
<td>0.132894±</td>
<td>0.01109±</td>
<td>0.00921±</td>
<td>0.0036</td>
<td>0.004591</td>
<td>0.000318</td>
<td>0.040136</td>
</tr>
<tr>
<td>( \Delta ) value</td>
<td>NSLS-V</td>
<td>0.282511±</td>
<td>1.21056±</td>
<td>1.15514±</td>
<td>1.28444±</td>
<td>1.67209±</td>
<td>0.114924±</td>
<td>0.172057±</td>
</tr>
<tr>
<td></td>
<td>NSLS</td>
<td>0.0878±</td>
<td>0.502481±</td>
<td>0.293878±</td>
<td>0.316038±</td>
<td>0.117166±</td>
<td>0.009323±</td>
<td>0.290478±</td>
</tr>
</tbody>
</table>

TABLE XIV  
STATISTICAL RESULTS BY WILCOXON TEST FOR IGD-METRIC CONSIDERING ZDTS, LZ07S, AND UFS WHERE \( N = 100 \) AND \( T = 250 \)

<table>
<thead>
<tr>
<th>NSLS vs.</th>
<th>( R^+ )</th>
<th>( R^- )</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSGA-II</td>
<td>197</td>
<td>13</td>
<td>0.001</td>
</tr>
<tr>
<td>MOEA/D-DE</td>
<td>208</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>NSLS-C</td>
<td>84</td>
<td>21</td>
<td>0.048</td>
</tr>
</tbody>
</table>

TABLE XV  
STATISTICAL RESULTS BY WILCOXON TEST FOR IGD-METRIC CONSIDERING LZ07S AND UFS WHERE \( N = 300 \) AND \( T = 500 \)

<table>
<thead>
<tr>
<th>NSLS vs.</th>
<th>( R^+ )</th>
<th>( R^- )</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSGA-II</td>
<td>120</td>
<td>0</td>
<td>0.001</td>
</tr>
<tr>
<td>MOEA/D-DE</td>
<td>103</td>
<td>17</td>
<td>0.015</td>
</tr>
<tr>
<td>NSLS-C</td>
<td>108</td>
<td>12</td>
<td>0.006</td>
</tr>
</tbody>
</table>

be a very promising algorithm to deal with MOPs.

Additionally, we have experimentally investigated the feasibility of the proposed local search schema and the effectiveness of the farthest-candidate approach, separately. To study the effect of the proposed local search schema, we adopt a version of NSLS without using the perturbation factor called NSLS-WN and a new version: NSLS-S have been proposed for comparison. Experimental results have shown that the proposed local search schema is efficient. To further study the effect of the farthest-candidate approach, another version of NSLS: NSLS-V has been presented for comparison too. Experimental results have shown that the employment of the farthest-candidate approach is reasonable.

We have experimentally investigated the sensitivities to the two parameters: \( \mu \) and \( \sigma \). We have found that NSLS is not very sensitive to the settings of \( \mu \) and \( \sigma \).

The computational results have shown that the proposed NSLS is superior to the other algorithms on most of test problems rather than all of test problems. The main weakness of NSLS is that it is easy to trap into the local optimum on some test problems. In addition, we do not affirm that NSLS is always better than the other algorithms. The strengths and weaknesses of the algorithm should be studied based on the characteristics of the test problems.

A more extensive comparison of NSLS with other multiobjective methods, the task of avoiding the local minima in the proposed local search schema, and applying NSLS for constrained MOPs remain as future studies.
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