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Multi-objective decision-making is often used in line-cell conversion problem. It is the key issue of developing line-cell conversion successfully. In this article, a multi-objective optimisation model is proposed to investigate two line-cell conversion performances: the total throughput time and the total labour hours. It is proved that the model is a non-deterministic polynomial (NP)-hard problem and its Pareto-optimal front is non-convex. Owing to the properties of cell formation and cell loading in line-cell conversions, an approach of combining local search into non-dominated sorting genetic algorithm II is proposed to obtain better non-dominated solutions. Several numerical simulation experiments are performed to show the utility and performance of our approach.
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1. Introduction

Line-cell conversion is a new innovation of a manufacturing system developed in Japan recently. Its essence is that converting a traditional conveyor assembly line to a cell (i.e. called seru, a Japanese word for cellular organism) type system where one (or multiple) worker carries out all of the operations of a job in a U-shaped station layout. Seru has also been adopted in the US, Europe and Korea, China and other countries (Yin et al. 2011). Equipment in seru such as machines is cheap, because most assembly tasks within a seru are manual so need only simple and cheap equipment, e.g. hand tools and workbenches. Duplicating this kind of equipment for multiple serus is usually not costly (Stecke et al. 2012, Yin et al. 2012). To be consistent with a previous research (Kaku et al. 2009), we use ‘cell’ in this article to represent seru and call the conversion from assembly line to serus ‘line-cell conversion’.

Line-cell conversion is a very topical and important decision-making problem, because the total productivity of manufacturers may be increased very largely by introducing line-cell conversion. For example, it can reduce throughput time and required labour hours. Some amazing cases related to these two seru performances are: the throughput time was reduced by 53% at Sony Kohda; and 35,976 required workers, equal to 25% of Canon’s previous total workforce, have been saved (Yin et al. 2008, 2011, Liu et al. 2010).

However, how to complete this conversion is a very complicated decision-making problem, because they must decide on how many cells should be formatted and which workers should be assigned in each cell. Such technical and decision-making problems in line-cell conversion had been defined as line-cell conversion problem (see Kaku et al. 2008, 2009).

By using a multi-objective mathematical model, in which two objectives of the total throughput time (TTPT) and the total labour hours (TLH) are considered, Kaku et al. (2009) investigated several operational factors. However, there is a weakness in Kaku’s research. An enumeration for single-objective, but not non-dominated method, was used to analyse Kaku et al.’s multi-objective model. To overcome the weakness, a non-dominated sorting genetic algorithm II (NSGA-II) based algorithm (Yu et al. 2011) is used to solve the two-objective optimisation problem that minimises the TTPT and the TLH.

Without loss of generality, we simplified their model into a simple case in which an assembly conveyor line is converted into a pure cell system. However, even in the simplified model, its solution space is still huge. According to the property of the multi-objective line-cell conversion problem, this article develops an algorithm of combining local search into NSGA-II algorithm to obtain better non-dominated solutions. The role of the local search is to enhance the intensification process in the genetic.
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search, which had been reported good possibilities for hybridisation of a genetic algorithm (GA; Arroyo and Armentano 2005, Grosan and Abraham 2007). It may be expected that, by using our hybrid searching technique, the search efficiency (speed and accuracy of searching better non-dominated front) may be upped certainly. Several numerical simulation experiments are executed to illustrate the utility of our proposed approach.

The remainder of this research is organised as follows. Section 2 presents the modified model, proves that the model is non-deterministic polynomial (NP)-hard and clarifies the properties of cell formation and cell loading. In Section 3, the Pareto-optimal front of the multi-objective line-cell conversion model is proved to be non-convex, and an algorithm of combining local search into NSGA-II is proposed to obtain better non-dominated solutions. According to the properties of line-cell conversion, several implement operators of NSGA-II and local search are modified. In Section 4, several comparison examples to illustrate the utility of our approach are given. Conclusions and future research are given in Section 5.

2. The line-cell conversion model

2.1. Problem description

For simplicity and without loss of generality, we just consider a simple case in which a traditional conveyor assembly line is converted to a pure cell system as shown in Figure 1. All of workers are assigned to cells (i.e. cell formation).

Figure 2 shows a cell loading example with six batches and two cells. The length of the rectangle charts in Figure 2 is the flow time of a product batch. We adopt a first come first serve (FCFS) principle. An arriving product batch is assigned to the empty cell with the smallest cell number. If all cells are occupied, the product batch is assigned to the cell with the earliest finish time.

For evaluating the system performance, two criteria are considered. Firstly, we define the TTPT to represent the system productivity, i.e. the time of all the product batches being assembled. Secondly, we define the TLH to represent the work efficiency, i.e. the cumulative working time of all workers. Therefore, our problem is to determine how many cells should be formed and how to assign workers and product batches to appropriate cells to minimise the two objectives, i.e. the TTPT and the TLH.

2.2. Problem features and assumption

The following assumptions are considered in this research to construct the model of a pure cell system:

![Figure 1. Converting an assembly line to a cell system (cell formation).](image1)

![Figure 2. An example of FCFS scheduling rule in a cell system (cell loading).](image2)
(1) There are $N$ product types needed to be assembled. These types of products are divided into $M$ product batches, and each batch consists of the same product type. The types and batches of products are known in advance.

(2) The cost of machines is not taken into account when adding machines during line-cell conversion, because most assembly tasks within a cell are manual so need only simple and cheap equipment. Duplicating them is usually not costly (Stecke et al. 2012, Yin et al. 2012).

(3) A product batch is just processed in a cell, without considering batch splitting.

(4) Every assembly task is performed within its exclusive station. If a product type does not need some task, the product skips the task's station.

(5) The number of tasks in each cell is the same as the number of tasks on assembly line.

(6) A worker only does one assembly task in the assembly line, but a worker in a cell can operate all the tasks in the cell, and there is no disruption or delay between adjacent tasks.

(7) The number of workers is the same as the number of tasks (or stations) in the assembly line.

(8) The number of workers in each cell may be different, but not more than the total number of workers.

(9) The set-up time is considered when two different types of products are processed consecutively; otherwise the set-up time is zero.

2.3. Notations

The following terms have been defined:

- **Indices**
  
  $i$: Index set of workers ($i = 1, 2, \ldots, W$).
  
  $j$: Index set of cells ($j = 1, 2, \ldots, J$).
  
  $n$: Index set of product types ($n = 1, 2, \ldots, N$).
  
  $m$: Index set of product batches ($m = 1, 2, \ldots, M$).
  
  $k$: Index set of sequences of product batches in a cell ($k = 1, 2, \ldots, M$).

- **Parameters**
  
  $V_{mn} = \begin{cases} 
  1, & \text{if product type of product batch } m \text{ is } n \\
  0, & \text{otherwise.} 
  \end{cases}$

  $B_m$: Size of product batch $m$.
  
  $T_n$: Cycle time of product type $n$ in the assembly line.
  
  SCP$_n$: Set-up time of product type $n$ in a cell.

  $\eta_i$: Upper bound on the number of tasks for worker $i$ in a cell. If the number of tasks assigned to worker $i$ is more than $\eta_i$, worker $i$'s average task time within a cell will be longer than her or his task time within the original assembly line.

  $C_i$: Coefficient of variation of worker $i$'s increased task time after the line-cell conversion, i.e. from a specialist to a completely cross-trained worker.

  $\epsilon_i$: Worker $i$'s coefficient of influencing level of doing multiple assembly tasks.

  $\beta_{ni}$: Skill level of worker $i$ for one task of product type $n$.

- **Decision variables**
  
  $X_{ij} = \begin{cases} 
  1, & \text{if worker } i \text{ is assigned to cell } j \\
  0, & \text{otherwise.} 
  \end{cases}$

  $Z_{mkj} = \begin{cases} 
  1, & \text{if product batch } m \text{ is assigned to cell } j \text{ in sequence } k \\
  0, & \text{otherwise.} 
  \end{cases}$

  In addition, if $k = 0$, $Z_{mkj} = 0$.

- **Variables**
  
  SC$_m$: Set-up time of product batch $m$ in a cell.
  
  TC$_m$: Assembly task time of product batch $m$ per station in a cell.
  
  FC$_m$: Flow time of product batch $m$ in a cell.
  
  FCB$_m$: Begin time of product batch $m$ in a cell.

2.4. Problem formulation

We consider an assembly planning problem in which there is an assembly product mix with $M$ product batches and $N$ product types. $W$ workers are assigned to assembly cells during the line-cell conversion. The batches are assigned to cells with the FCFS principle. We define the TTPT of the cell system following this FCFS principle.

Firstly, the cross-training process can be represented as a V-shaped learning curve. In other words, in the early period of the line-cell conversion, workers often cost more time on tasks she or he is not familiar with (Yin et al. 2012). So, it is reasonable to assume that a worker’s skill level varies with the number of tasks assigned to her or him. In this article, we assume that if the number of worker $i$'s tasks within a cell is over her or his upper bound $\eta_i$, i.e. $W > \eta_i$, then the worker will cost more average task time than her or his task time within the original assembly line. The details are given as Equation (1).
\[ C_i = \begin{cases} 1 + e_i(W - \eta_i), & W > \eta_i, \\ 1, & W \geq \eta_i, \end{cases} \quad \forall i \] (1)

Secondly, the task time of a product also varies with workers. Therefore, for a cell, the task time of a product is calculated by average task time of workers in the cell. The task time of product batch \( m \) per station in a cell can be represented via following equation:

\[ TC_m = \frac{\sum_{n=1}^{N} \sum_{i=1}^{j} \sum_{j=1}^{M} V_{mi} T_n b_{mi} C_i X_{ij} Z_{mjk}}{\sum_{i=1}^{W} \sum_{j=1}^{j} \sum_{k=1}^{M} X_{ij} Z_{mjk}} \] (2)

Finally, the set-up time \( SC_m \), the flow time \( FC_m \) and the begin time \( FCB_m \) of product batch \( m \) are represented as below:

\[ SC_m = \frac{\sum_{n=1}^{N} SCP_n V_{mn} \left( 1 - \sum_{m'=1}^{M} V_{m'n} Z_{m'n(k-1)} \right)}{(j, k) | Z_{mjk} = 1, \quad \forall j, k} \] (3)

\[ FC_m = \frac{B_n TC_m W}{\sum_{i=1}^{W} \sum_{j=1}^{j} \sum_{k=1}^{M} X_{ij} Z_{mjk}} \] (4)

\[ FCB_m = \frac{m-1 \sum_{j=1}^{j} \sum_{k=1}^{M} (FC_x + SC_x) Z_{mjk} Z_{ijkl} (k-1)}{m} \] (5)

Equation (3) states the set-up time of product batch \( m \). The set-up time is considered when two different types of products are processed consecutively; otherwise the set-up time is zero. Equation (4) states the flow time of product batch \( m \) within a cell. Equation (5) states the begin time of each product batch. There is no waiting time between two product batches so that the begin time of one product batch is the aggregation of flow time and set-up time of all the previous product batches that are assembled in the same cell.

The comprehensive mathematical model is given in Equations (6)–(12).

Objective functions:

\[ TTPT = \min \left\{ \max \left( FCB_m + FC_m + SC_m \right) \right\} \] (6)

\[ TLH = \min \sum_{m=1}^{M} \sum_{i=1}^{W} \left( \sum_{j=1}^{j} \sum_{k=1}^{M} FC_m X_{ij} Z_{mjk} \right) \] (7)

Subject to:

\[ \sum_{i=1}^{W} X_{ij} = 1, \quad \forall i \] (9)

\[ \sum_{j=1}^{j} \sum_{k=1}^{M} Z_{mjk} = 1, \quad \forall m \] (10)

\[ \sum_{m=1}^{M} \sum_{k=1}^{M} Z_{mjk} = 0, \quad \left\{ j; \sum_{i=1}^{W} X_{ij} = 0, \quad \forall j \right\} \] (11)

\[ \sum_{j=1}^{j} \sum_{k=1}^{M} Z_{mjk} \leq \sum_{j=1}^{j} \sum_{k=1}^{M} Z_{m(k-1)j/k}, \quad m = 2, 3, \ldots, M \] (12)

Equation (6) states the objective to minimise the TTPT of all product batches. The TTPT is the finish time of the last completed product batch. Equation (7) states the objective to minimise the TLH of all product batches. The TLH is the cumulative working time of all workers in the cell system. Equation (8) is the constraint of number of workers in a cell. The maximum number of workers in one cell is the total number of workers. Equation (9) is the rule of worker assignment which ensures that a worker is only assigned to a cell. Equation (10) is the assignment rule in which a product batch is only assigned to a cell. Equation (11) ensures that a product batch cannot be assigned to an empty cell. Equation (12) means that product batches must be assigned sequentially.

Generally speaking, even if we simplify the line-cell conversion model developed by Kaku et al. (2009), the resulted problem is still difficult.

**Theorem 1.** Line-cell conversion is NP-hard.

**Proof.** Line-cell conversion includes cell formation and cell loading. Cell formation is to partition \( W \) workers of an assembly line into a set of non-empty cells; each cell may have one or several workers, and each worker is only assigned to one cell. If the term ‘worker’ is generalised as element, cell formation is to partition \( W \) elements of a set into unordered pairwise disjoint non-empty subsets. Therefore, cell formation is an instance of the unordered set partition problem. It is well known that the set partitioning problem is NP-hard (Garey and Johnson 1979). Line-cell conversion includes cell formation which is NP-hard. Therefore, line-cell conversion is NP-hard. \( \square \)

**2.5. Properties of cell formation and cell loading in line-cell conversion**

The line-cell conversion with the FCFS rule is in effect a two-stage decision process. The first step is the cell
formation shown in Figure 1, and the decision variable $X_{ij}$ decides the result of cell formation. The second step is the cell loading shown in Figure 2, and the decision variable $Z_{mjk}$ decides the result of cell loading.

**Property 1.** TTPT and TLH are in independent of the order of workers in any cell.

**Explanation.** Consider $C_j\{1, 2, \ldots, n\}$ denotes cell $j$ in which $n$ workers are assigned, obviously $X_{ij} = 1 \forall i(i \in C_j)$, that is to say that $X_{ij}$ is independent of the order of $n$ workers. So, according to Equations (3)–(5), if other conditions remain unchanged, $SC_m$, $FC_m$ and $FCB_m$ are not influenced by the order of workers assigned to each cell. Therefore, according to Equations (6) and (7), TTPT and TLH are independent of the order of workers assigned to each cell.

Cell loading is the batch assignment to cells after the cell formation. Without given scheduling rule, cell load is a scheduling problem and a NP-hard problem. Therefore, line-cell formation is a more complex NP-hard problem and consists of two NP-hard problems. Yin et al. (2011) have proved that even a simple cell loading problem is NP-hard. For simplicity and without loss of generality, we consider using the classical types of scheduling rule applied in many companies, i.e. FCFS.

**Property 2.** During cell loading with the FCFS rule, TTPT and TLH are dependent on the sequence of the cells.

**Explanation.** Consider $\{C_1, C_2, \ldots, C_J\}$ be a sequence of $J$ formatted cells. If there are empty cells which are not assigned to any batch, an arriving product batch is assigned to the empty cell with the smallest cell number. When all cells are occupied, a product batch is assigned to the cell with the earliest finish time as shown in Figure 2. Given the sequence of batches and the FCFS rule, the changing sequence numbers of the $J$ cells will produce the different $Z_{mjk}$s that influence the values of $SC_m$, $FC_m$ and $FCB_m$ (see Equations (3)–(5)). So, TTPT and TLH are dependent on the sequence numbers of the formatted cells (see Equations (6) and (7)).

3. **Combining local search into NSGA-II for multi-objective line-cell conversion**

Theorem 1 means that the model described in this article is in general computationally intractable. For small size problems with no more than eight workers, an enumeration algorithm can be used to obtain the non-dominated solutions (i.e. exact Pareto-optimal solutions). For large size problems, however, there is no efficient algorithm for solving the problem to optimality, unless $P = NP$.

**Theorem 2.** The Pareto-optimal front of the multi-objective line-cell conversion with the FCFS rule is non-convex.

**Proof.** The Pareto-optimal front of the multi-objective line-cell conversion with six workers with the FCFS rule is shown in Figure 3. From the graphs of non-dominated solutions in Figure 3, it is easy to observe that the Pareto-optimal front of the multi-objective line-cell conversion is non-convex.

Since the multi-objective line-cell conversion problem has a non-convex Pareto-optimal or non-dominated front (see Theorem 2), converting multi-objective problem into a single-objective problem by linear weighted approach cannot be applied to find Pareto-optimal solutions (Goicoechea et al. 1982). On the contrary, the multi-objective evolutionary algorithms are getting immense popularity (Li and Huang 2009), and the well-known NSGA-II proposed by Deb et al. (2002) is widely used, because it provides excellent results as compared with other multi-objective GAs.

However, NSGA-II is one typical type of GAs. Even if GAs usually can find the area of good fitness quite easily, its completely probabilistic search strategy may cause time-consuming and inaccurate in finding the global optimal solutions (Hakimi-Asiabar et al. 2009, Chaariabc et al. 2011). For example, when a point is close to the Pareto-optimal front, the size of proper descent/ascent cone is extremely narrow and there may exist a low probability of improving the objective functions (Brown and Smith 2005). Therefore, it can be concluded that convergence rate and diversity of GAs need to be improved.

In general, exploration and exploitation are the two main goals of a heuristics algorithm. Exploration allows extensive search to determine the part of the solution space that has a higher possibility of
containing the global optimum and can be obtained via population-based heuristics such as GA, ant colony optimisation (ACO) and particle swarm optimisation (PSO) (Mohammadia et al. 2011), while exploitation refines the search and focuses on a special part of the space and would be obtained by local search heuristics, simulated annealing (SA) and tabu search (TS; Moslehi and Mahnam 2011). Combining a local search mechanics into GAs has complementary advantages and usually be used to overcome the weaknesses of GAs. A role of the local search is to enhance the intensification process in the genetic search (Arroyo and Armentano 2005, Grosan and Abraham 2007), which has been reported with good performance for hybridisation of a GA.

In this research, according to the property of line-cell conversion, an algorithm of combining local search with NSGA-II is proposed to obtain better non-dominated solutions of the multi-objective line-cell conversion problem. Local search is applied to enhance the exploitation capacity after generating offspring population \(Q\) of NSGA-II. The algorithm of combining local search with NSGA-II is described as follows.

### 3.1. Chromosome coding

The chromosome with \(n\) workers is represented by a sequence vector with \(2n-1\) integer elements, where the element presents the worker number if it is not more than \(n\); otherwise, it presents the separating character. In addition, there are two fixed separating characters in the start and end locations of the vector. If there exists at least one worker between two separating characters, a cell that contains the worker(s) is constructed.

Such chromosome coding determines not only the number of the cells, the sequence of the cells and the workers assigned to each cell, but also the batch assignment to cells. For example, consider the chromosome as ‘8 1 7 5 3 9 6 2 4’. In the chromosome, 8, 7, 9 and 6 are the separating characters, so 3 cells are set up. The first cell contains worker 1, the second cell contains worker 5 and worker 3, and the third cell contains worker 2 and worker 4. Obviously, for the chromosome, the sequence of the cells is known. Therefore, given the product batches the FCFS rule, according to Property 2, the batch assignment with the FCFS rule to cells is also represented in the chromosome.

### 3.2. Evaluation of solutions

A solution for the multi-objective line-cell conversion is computed by the values of two objectives of the TTPT (see Equation (6)) and the TLH (see Equation (7)). Its fitness is evaluated by the non-domination rank and crowding distance of NSGA-II (Deb et al. 2002).

### 3.3. Selection, crossover and mutation

The individuals are selected by using a binary tournament selection (Beyer and Deb 2001). Use the order crossover (OX) operator proposed by Davis (1985). It is implemented by determining two random crossover points. Mutation is the swapping of two unique elements in the solution sequence.

### 3.4. The strategy of neighbourhood

If neighbourhood is produced by swapping two unique elements in the sequence, then for the solution \(x\) with \(n\) elements there are \(n(n-1)/2\) neighbourhoods. However, to the rule of chromosome coding as described in Section 3.1, it is easy to know that nearly half of the elements in the sequence are separating characters. Therefore, if the two elements are separating characters, then the neighbourhood generated is the same as the original solution. In addition, according to Property 1, it is easy to know that if the two elements are in a cell, then the neighbourhood generated is also the same as the original solution. To protect the diversity of neighbourhood, a new strategy of neighbourhood is proposed as follows.

**Definition 1.** For the solution \(x\) of line-cell conversion, its neighbourhood is defined: worker \(i\) assigned in a cell is swapped with any element which is not in the cell.

**Example.** Consider the solution \(x\) with five workers as ‘8 1 7 5 3 9 6 2 4’, where elements labelled 8, 7, 9 and 6 represent separating characters, and elements 1, 5, 3, 2 and 4 represent workers. Worker 1 can be swapped with any element, and worker 5 can be swapped with any element except worker 3.

According to Definition 1, for the solution with \(n\) elements, there is less than \(n(n-1)/2 - [(n-1)/2][(n-1)/2 -1]/2\) neighbourhoods.

Based on the strategy of neighbourhood, a local search is applied to enhance the exploitation capacity after generating offspring population \(Q\) of NSGA-II. Some good solutions in offspring population are selected to produce neighbourhoods, and the generated neighbourhood survives if it is not dominated by non-dominated set of \(Q\). However, combining local search into NSGA-II may increase the calculation time. Therefore, only the solutions near the optimum sets (with smaller number in the population \(Q\)) will be permitted to generate their neighbourhoods. Local
population \((L)\) generated by offspring population \((Q)\) can be described in detail as follows:

### 3.5. Description of the algorithm of combining local search with NSGA-II

The algorithm of combining local search with NSGA-II for the multi-objective line-cell conversion problem can be expressed as follows:

Input: offspring population \(Q\).
Output: local population \(L\).
1. Set \(L = \) non-dominated solutions of \(Q\);
2. Select the solutions in the first \(k\) fronts of \(Q\) to construct the selected set \(S\).
3. For each \(x_k \in S\) do
   - Generate \(B_{\text{max}}\) neighbourhoods of \(x_k, N(x_k)\).
   - For each \(y \in N(x_k)\) do
     - If \(y\) is not dominated by \(L\) then
       - Set \(L = L \cup y\).
4. Output \(L\).

Input: \(P\) (a set of initial solutions).
\(N_{\text{iter}}\) (maximum iteration of unchanging non-dominated front).
Output: set of non-dominated solutions.
1. Initialisation. Set \(N = 0\) (iteration of unchanging non-dominated front), sort \(P\) based on non-domination and get non-dominated solutions of \(P\), \(\text{nd}(P)\).
2. Generate the offspring population \((Q)\) by \(P\) in tournament selection, OX crossover and mutation of swapping of two unique elements.
3. Generate the local population \((L)\) by \(Q\) using local search.
4. Combine \(P, Q\) and \(L\) into new population \(C\) and sort \(C\) based on non-domination.
   - Initialise \(C = P\);
   - For each individual \(q \in Q\) do
     - If \(q \notin P\) then
       - Add \(q\) into \(C\);
   - For each individual \(l \in L\) do
     - If \(l \notin P\) then
       - Add \(l\) into \(C\).
5. Produce new \(P\) by using non-dominated individual in \(C\) and get non-dominated solutions of new \(P\), \(\text{nd}(NP)\).
6. Judge if to output result:
   - If \((N = N_{\text{iter}})\) then
     - Go to step (7);
   - Else
     - If \(\text{nd}(NP) = \text{nd}(P)\) then
       - \(N = N + 1\);
     - Else
       - \(N = 0\);
       - \(\text{nd}(P) = \text{nd}(NP)\);
     - Return to step (2).
7. Output non-dominated solutions of \(P\).

In step (3), local search is used to enhance the intensification process in NSGA-II as described in Section 3.4. Step (4) ensures that there are no same solutions in population \(C\) for protecting the diversity of population. From the description of the algorithm, it can be easily observed that local population \((L)\) produced by local search increases the chance of obtaining better non-dominated solutions of the multi-objective line-cell conversion problem.

### 4. Computational experiments

#### 4.1. Test instances

To test the proposed algorithm, the following simulation examples are used. They are generated by simulating line-cell conversion applications investigated (e.g. Canon and Fujitsu). The experimental data are described in Tables 1–5; they show the

<table>
<thead>
<tr>
<th>Factor</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product types</td>
<td>5</td>
</tr>
<tr>
<td>Batch size</td>
<td>((50,5))</td>
</tr>
<tr>
<td>SCP, (n)</td>
<td>1.0</td>
</tr>
<tr>
<td>(T_n)</td>
<td>1.8</td>
</tr>
<tr>
<td>(\eta_i)</td>
<td>10</td>
</tr>
<tr>
<td>(e_i)</td>
<td>((0.2,0.05))</td>
</tr>
</tbody>
</table>

Note: \((50,5)\): Normal distribution \((\mu = 50, \sigma = 5)\)

<table>
<thead>
<tr>
<th>Product type</th>
<th>((1,0.05))</th>
<th>((1.05,0.05))</th>
<th>((1.1,0.05))</th>
<th>((1.15,0.05))</th>
<th>((1.2,0.05))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.92</td>
<td>0.96</td>
<td>1.04</td>
<td>1.09</td>
<td>1.2</td>
</tr>
<tr>
<td>2</td>
<td>0.95</td>
<td>0.97</td>
<td>1.09</td>
<td>1.12</td>
<td>1.18</td>
</tr>
<tr>
<td>3</td>
<td>0.99</td>
<td>1.01</td>
<td>1.05</td>
<td>1.09</td>
<td>1.21</td>
</tr>
<tr>
<td>4</td>
<td>1.03</td>
<td>1.07</td>
<td>1.09</td>
<td>1.12</td>
<td>1.25</td>
</tr>
<tr>
<td>5</td>
<td>0.96</td>
<td>1.02</td>
<td>1.05</td>
<td>1.1</td>
<td>1.18</td>
</tr>
<tr>
<td>6</td>
<td>1.01</td>
<td>1.1</td>
<td>1.1</td>
<td>1.15</td>
<td>1.23</td>
</tr>
<tr>
<td>7</td>
<td>1.04</td>
<td>1.07</td>
<td>1.09</td>
<td>1.17</td>
<td>1.24</td>
</tr>
<tr>
<td>8</td>
<td>0.98</td>
<td>1.02</td>
<td>1.1</td>
<td>1.11</td>
<td>1.2</td>
</tr>
<tr>
<td>9</td>
<td>0.97</td>
<td>1.03</td>
<td>1.12</td>
<td>1.19</td>
<td>1.26</td>
</tr>
<tr>
<td>10</td>
<td>0.98</td>
<td>1.06</td>
<td>1.13</td>
<td>1.18</td>
<td>1.28</td>
</tr>
<tr>
<td>11</td>
<td>0.95</td>
<td>1.04</td>
<td>1.03</td>
<td>1.14</td>
<td>1.19</td>
</tr>
<tr>
<td>12</td>
<td>0.98</td>
<td>1.07</td>
<td>1.07</td>
<td>1.15</td>
<td>1.15</td>
</tr>
<tr>
<td>13</td>
<td>0.99</td>
<td>0.95</td>
<td>1.11</td>
<td>1.17</td>
<td>1.1</td>
</tr>
<tr>
<td>14</td>
<td>1.01</td>
<td>1.1</td>
<td>1.05</td>
<td>1.13</td>
<td>1.18</td>
</tr>
<tr>
<td>15</td>
<td>1.04</td>
<td>1.1</td>
<td>1.05</td>
<td>1.15</td>
<td>1.11</td>
</tr>
<tr>
<td>16</td>
<td>0.99</td>
<td>0.97</td>
<td>1.08</td>
<td>1.11</td>
<td>1.22</td>
</tr>
<tr>
<td>17</td>
<td>1.04</td>
<td>1.01</td>
<td>1.11</td>
<td>1.15</td>
<td>1.24</td>
</tr>
<tr>
<td>18</td>
<td>0.93</td>
<td>1.06</td>
<td>1.07</td>
<td>1.13</td>
<td>1.14</td>
</tr>
<tr>
<td>19</td>
<td>0.96</td>
<td>0.98</td>
<td>1.12</td>
<td>1.14</td>
<td>1.21</td>
</tr>
<tr>
<td>20</td>
<td>1.08</td>
<td>1.04</td>
<td>1.09</td>
<td>1.11</td>
<td>1.13</td>
</tr>
</tbody>
</table>
parameters, the data distribution and the detail data of level of skill of workers, the coefficient of influencing level of skill to multiple stations for workers and data of batches used in the test, respectively.

From Tables 1–5, it can be observed that five types of product are manufactured, the lot size of each batch is $N(50,5)$ and the ability of workers is different with multiple stations and $N(0.2,0.05)$.

For the instance with $W$ workers, the following data set from Tables 1–5 are used: the entire Table 1, the first $W$ rows of Tables 3 and 4, and the entire Table 5.

### 4.2. Parameter setting

The crossover probability ($P_c$) and the mutation probability ($P_m$) are fixed to 0.5 and 0.9, respectively.

The first ff (is set to 5) fronts of non-dominated solutions in offspring population are selected to produce neighbourhoods. The maximum number ($B_{\text{max}}$) of neighbourhoods of a solution is 20.

### 4.3. Hardware and software specifications

The proposed algorithm, NSGA-II and the enumeration algorithm were coded in C# and executed on an Intel Core(TM) 2 processor at 3.0 GHz under Windows XP using 992 MB of RAM.

### 4.4. Computational results

By repeatedly running the algorithm 100 times to solve the instances with five and six workers, and performances comparative results to NSGA-II are shown in Tables 6 and 7, respectively.

The larger Ac Rate and Av RNI, the better the performance of non-dominated solutions produced by algorithm; the less Av $D_{\text{av}}$ and Av $D_{\text{max}}$, the closer the non-dominated front from the algorithm to the true non-dominated front. For example, if Ac Rate is equal to 100%, then Av RNI, Av $D_{\text{av}}$, and Av $D_{\text{max}}$ will be 1, 0 and 0, respectively, which means each non-dominated front produced by the algorithm in 100 times is the same as the result from the enumeration algorithm.

From Tables 6 and 7, it can be observed that for the small-scale problems of multi-objective line-cell conversion, the performance of our proposed algorithm is much better than that of NSGA-II. For example, for the instance with six workers, when $N = 60$, $n = 90$, each non-dominated front produced by our proposed algorithm in 100 times is the same as the result from the enumeration algorithm.

In addition, the proposed algorithm is used to solve larger instances with 10, 15 and 20 workers, respectively. The performance comparative results to NSGA-II of the larger instances are shown in Table 8. True non-dominated solutions are not known, the performance is evaluated with respect to the reference set $R$, which consists of the non-dominated solutions.

### Table 4. The coefficient of influencing level of skill to multiple stations for workers ($e_i$)

<table>
<thead>
<tr>
<th>Worker</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_i$</td>
<td>0.18</td>
<td>0.19</td>
<td>0.2</td>
<td>0.21</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.22</td>
<td>0.19</td>
<td>0.19</td>
</tr>
<tr>
<td>Worker</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>$e_i$</td>
<td>0.18</td>
<td>0.23</td>
<td>0.24</td>
<td>0.22</td>
<td>0.16</td>
<td>0.24</td>
<td>0.18</td>
<td>0.18</td>
<td>0.21</td>
<td>0.18</td>
</tr>
</tbody>
</table>

### Table 5. The data of batches.

<table>
<thead>
<tr>
<th>Batch number</th>
<th>Product type</th>
<th>Batch size ($B_m$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>55</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>53</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>54</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>49</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>49</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>55</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>54</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>48</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>48</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>48</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>46</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>58</td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>48</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
<td>52</td>
</tr>
<tr>
<td>15</td>
<td>5</td>
<td>48</td>
</tr>
<tr>
<td>16</td>
<td>5</td>
<td>51</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>54</td>
</tr>
<tr>
<td>18</td>
<td>4</td>
<td>57</td>
</tr>
<tr>
<td>19</td>
<td>2</td>
<td>54</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>49</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>53</td>
</tr>
<tr>
<td>22</td>
<td>3</td>
<td>46</td>
</tr>
<tr>
<td>23</td>
<td>4</td>
<td>45</td>
</tr>
<tr>
<td>24</td>
<td>5</td>
<td>46</td>
</tr>
<tr>
<td>25</td>
<td>2</td>
<td>45</td>
</tr>
<tr>
<td>26</td>
<td>3</td>
<td>44</td>
</tr>
<tr>
<td>27</td>
<td>1</td>
<td>53</td>
</tr>
<tr>
<td>28</td>
<td>4</td>
<td>47</td>
</tr>
<tr>
<td>29</td>
<td>2</td>
<td>53</td>
</tr>
<tr>
<td>30</td>
<td>3</td>
<td>52</td>
</tr>
</tbody>
</table>

The first ff (is set to 5) fronts of non-dominated solutions in offspring population are selected to produce neighbourhoods. The maximum number ($B_{\text{max}}$) of neighbourhoods of a solution is 20.
generated by running the algorithm 100 times for the instance.

Table 8 states each problem size (W), the number of non-dominated solutions (|R|), Av RNI, Av $D_{av}$, Av $D_{max}$ and average computational time of the two algorithms with $N(100)$ and $n(100)$.

From Table 8, it can be concluded that, for the large-scale problems of multi-objective line-cell conversion, the performance of our proposed algorithm is also much better than that of NSGA-II. For example, for the instance with 10 workers, the Av RNI (0.689) of our proposed algorithm is much larger than that (0.24) of NSGA-II, and Av $D_{av}$ (0.02) and Av $D_{max}$ (0.17) are smaller than those (0.096 and 0.378) of NSGA-II, respectively. The other instances are in the similar way.
Running more times (T) to combine the all non-dominated solutions has the probability of producing better non-dominated solutions. Figure 4 shows the relationship between non-dominated front and running times (T) of NSGA-II for the instance with 10 workers. Figure 5 shows the relationship between non-dominated front and running times (T) of our proposed algorithm for the instance with 10 workers.

From Figures 4 and 5, it can be easily observed that better non-dominated solutions can be obtained with the increasing of running times (T). Moreover, it can be observed that the convergence of the proposed algorithm is better than that of NSGA-II by comparing Figures 4 and 5.

The two algorithms with T(10), N(100) and n(100) are used to evaluate the performances of the proposed algorithm for the larger instances, and the performance comparative results to NSGA-II are shown in Table 9.

From Table 9, it can be concluded that for the large-scale problems of multi-objective line-cell conversion, when N = 100, n = 100 and T = 10, the performance of our proposed algorithm is much better than that of NSGA-II. For example, for the instance with 15 workers, the Av RNI (0.52) of our proposed algorithm is larger than that (0.28) of NSGA-II, and Av D_{av} (0.017) and Av D_{max} (0.078) are smaller than those (0.026 and 0.11) of NSGA-II, respectively. The other instances are in the similar way.

All comparison results show that the performance (except computational time) of our proposed algorithm is much better than that of NSGA-II. Moreover, the increasing of computational time is acceptable.

## 5. Conclusions

Our contributions in this article are as follows. Firstly, we simplified the model developed by Kaku et al. (2009) into a simple case in which an assembly line is converted to a cell system and proved that is NP-hard and the Pareto-optimal front is non-convex. Secondly, owing to the non-convex Pareto-optimal front and the weakness of generic algorithm, an approach of combining local search into NSGA-II is proposed to obtain better non-dominated solutions. According to the property of line-cell conversion, several implement operators of NSGA-II and local search are modified. Compared with the results obtained by an enumeration algorithm and NSGA-II, our proposed algorithm works well.

The line-cell conversion is a real working problem in Japan industry, and there are still a lot of work should be performed. For example, we only consider the line-cell conversion problem with FCFS rule, and a comparison study of scheduling rules in line-cell conversion problem will be discussed in the future. In addition, we will consider the more complex and practical situations: the line-cell conversion where workers cannot operate all the tasks in assembly line, and the number of assembly tasks is different to the different product types; cross-training; human and psychology factors; saving manpower by line-cell conversion, and so on.

<table>
<thead>
<tr>
<th>W</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R</td>
<td>Av RNI</td>
<td>Av D_{av}</td>
<td>Av D_{max}</td>
<td>Av Time</td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>--------</td>
<td>------------</td>
<td>-------------</td>
<td>---------</td>
</tr>
<tr>
<td>10</td>
<td>16</td>
<td>0.85</td>
<td>0.013</td>
<td>0.10</td>
<td>98</td>
</tr>
<tr>
<td>15</td>
<td>20</td>
<td>0.28</td>
<td>0.026</td>
<td>0.11</td>
<td>160</td>
</tr>
<tr>
<td>20</td>
<td>32</td>
<td>0.28</td>
<td>0.034</td>
<td>0.15</td>
<td>240</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>W</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R</td>
<td>Av RNI</td>
<td>Av D_{av}</td>
<td>Av D_{max}</td>
<td>Av Time</td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>--------</td>
<td>------------</td>
<td>-------------</td>
<td>---------</td>
</tr>
<tr>
<td>17</td>
<td>0.96</td>
<td>0.0028</td>
<td>0.047</td>
<td>198</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.53</td>
<td>0.017</td>
<td>0.078</td>
<td>401</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>0.35</td>
<td>0.024</td>
<td>0.10</td>
<td>513</td>
<td></td>
</tr>
</tbody>
</table>
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