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Abstract

Historical precipitation and temperature trends and variations over global land regions 

are compared with simulations of two climate models focusing on grid points with substantial 

observational coverage from the early 20th century. Potential mechanisms for the differences 

between modeled and observed trends are investigated using subsets of historical forcings, 

including ones using only anthropogenic greenhouse gases or aerosols, and simulations 

forced with the observed sea surface temperature and sea ice distribution. For century-scale 

(1915–2014) precipitation trends, underestimated increasing or unrealistic decreasing trends 

are found in the models over the extratropical Northern Hemisphere. The temporal evolution 

of key discrepancies between the observations and simulations indicates: (1) for averages 

over 15°–45° N, while there is not a significant trend in observations, both models simulate 

reduced precipitation from 1940 to 2014; (2) for 45°–80° N: observations suggest sizable 

precipitation increases while models do not show a significant increase particularly during 

~1950–1980. The timing of differences between models and observations suggesting a key 

role for aerosols in these dry trend biases over the extratropical Northern Hemisphere. (3) for 

15°S–15°N, the observed multidecadal decrease over tropical west Africa (1950-1980) is 

roughly only captured by simulations forced with observed sea surface temperature; and (4) 

in the all-forcing runs, the model with higher global climate sensitivity, simulates increasing 

trends of temperature and precipitation over lands north of 45°N, that are significantly 

stronger than the lower-sensitivity model and more consistent with the observed increases. 

Thus, underestimated greenhouse gas-induced warming—particularly in the lower sensitivity 

model—may be another important factor, besides aerosols, contributing to the modeled biases 

in precipitation trends. 

1. Introduction

Precipitation is one of the key elements of the Earth system, serving as a determinant 

shaping the climate zones, biome distribution, and the ecosystem. Changes in regional 

precipitation are a critical driver of flood and drought risks, affecting the environment (land 

aridity, water resources, vegetation variation, etc.), and human society (agriculture, 
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economics, and public safety). Thus, a thorough understanding of changes in precipitation is 

critical for ecological studies and societal decisions (IPCC. 2014). 

Previous studies show that precipitation has changed over much of the globe in 

association with observed global warming and other climate changes (Trenberth, 2011; 

Hartmann et al., 2013). Analysis of precipitation observations and model simulations suggest 

that some observed changes in regional or zonally averaged precipitation can be attributed to 

anthropogenic forcing (Zhang et al. 2007; Andrews et al. 2010; Liu et al. 2013; Wilcox et al. 

2013; Knutson and Zeng 2018). Global warming influences the hydrological cycle and 

precipitation patterns (Held and Soden, 2006; Marvel and Bonfils, 2013) in part via the 

Clausius–Clapeyron (CC) relationship, through which lower-tropospheric water vapor 

increases with temperature. As a consequence of the increasing lower-tropospheric water 

vapor, the changes in water vapor transport and the pattern of evaporation minus 

precipitation lead to the changes in precipitation that largely follows a “wet-get-wetter, dry-

get-drier” relationship, in the absence of other influences (Held and Soden 2006; Zhang et al. 

2007; Min et al. 2008; Chou et al. 2009; Fyfe et al. 2012).  

In the fifth and sixth IPCC assessment reports (AR5, IPCC 2013; AR6, IPCC 2021) and 

underlying studies, changes in the global water cycle and precipitation at various temporal-

spatial scales are demonstrated to be related to anthropogenic forcings in aggregate, including 

the anthropogenic aerosols (AA) and greenhouse gases (GHGs) (Zhang et al., 2007; Andrews 

et al., 2010; Liu et al., 2013; Marvel et al., 2013; Wilcox et al., 2013; Collins et al., 2013; 

Knutson and Zeng, 2018; Douville et al., 2021). Global mean precipitation is indicated to 

increase with global temperature at a rate of 1–3% °C-1 explained by the fast atmospheric 

adjustments and slow responses to radiative forcings from GHGs and AAs (Andrews et al., 

2010; Bala et al., 2010; Cao et al., 2012; Fläschner et al., 2016; Samset et al., 2016). Global 

mean precipitation is estimated by GCMs to increase by 2.0–4.6% after the removal of the 

present-day AA emissions, attributed to sulphate aerosol (Samset et al., 2018). Over the 

northern hemisphere (NH), station observations show decreasing trend during ~1950–1980 

and recovery since, due to the AA emissions from Europe and North America (Wild, 2012; 
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Bonfils et al., 2020). The sixth IPCC assessment report (AR6; IPCC 2021) concluded that 

precipitation would very likely increase over high latitudes and some monsoon regions, while 

decreasing over parts of the subtropics and tropics, under the SSP2-4.5, SSP3-7.0, and SSP5-

8.5 emission scenarios. In terms of zonal averages, a latitudinal redistribution of precipitation, 

featuring increasing precipitation at high latitudes, and decreasing precipitation at sub-

tropical latitudes (Zhang et al., 2007) was attributed in part to anthropogenic forcing. Other 

examples of attributable human influences on precipitation at the zonal to regional scales 

include the following: an increase in precipitation at high latitudes in the northern hemisphere 

(Min et al. 2008; Wan et al. 2015; Knutson and Zeng 2018), over southeastern South America 

during summertime (Zhang et al. 2016), and the Sahel region since the 1980s (Dong and 

Sutton 2015). A decrease in precipitation has been attributed to human influence in the 

Mediterranean region in winter (Hoerling et al. 2012; Christidis and Stott, 2022), the southern 

and southwest Australia in March−August (Delworth and Zeng, 2014) and the Sahel region 

from the 1950s to the 1980s (Rotstayn et al., 2002; Held et al. 2005; Undorf et al., 2018). The 

effects of GHG and AA are also indicated to influence the monsoon flow and precipitation 

over monsoon regions, North American, West African monsoon, South and South East Asian, 

East Asian monsoon, South  American, Australian, equatorial America and South Africa 

(Bollasina et al., 2011; Polson et al., 2014; Sanap et al., 2015; Krishnan et al., 2016; Lau and 

Kim, 2017; Undorf et al., 2018; Ayantika et al., 2021; Douville et al., 2021). And the changes 

in natural aerosol in response to anthropogenic forcings further influence climate change 

(Bryant et al., 2007; Carslaw et al., 2010; Zhang et al, 2019, 2021; Kok et al., 2023) 

To investigate the precipitation changes in response to internal climate variability and 

anthropogenic forcings, global climate models (GCMs) based on physics, dynamics, and 

parameterizations of unresolved physical processes are widely used (Hawkins and Sutton, 

2011; Orlowsky and Seneviratne 2013; Dirmeyer et al. 2013; Zhao et al., 2018a, b; Adcroft et 

al., 2019; Held et al., 2019; Dunne et al., 2020). However, the evaluations of model 

precipitation simulations suggest that current climate models’ ability to reproduce the long-

term trends of observed precipitation over land has some shortcomings (Orlowsky and 

Seneviratne 2013; Zhao et al. 2015b; Knutson and Zeng 2018; Vicente‑ Serrano et al., 2021). 
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The model discrepancies vs. observations are due to various factors, including internal 

climate variability and the specified historical forcings/model response to forcings for various 

spatial and temporal scales (Hawkins and Sutton, 2009, 2011; Deser et al., 2012; Rowell, 

2012; Knutti and Sedláček, 2013; Dai and Bloecker, 2019), and even to observational 

uncertainties (Becker et al. 2013).     

To build a better understanding of the causes of observed precipitation changes and 

increase the robustness of climate models, assessments of historical precipitation are 

essential. They allow for an evaluation of the biases or shortcomings of current climate 

models compared to historical observations, and of the potential causes of these biases. 

Previous studies have evaluated the models’ performance by comparing various simulated 

and observed characteristics of precipitation, including spatial patterns and time series of 

climatologies, anomalies, and trends (van Oldenborgh et al. 2013; Kumar et al. 2013; Zhao et 

al. 2015b). Other studies have systematically compared the long-term trends of precipitation 

in the observations and model simulations from several generations of the Coupled Model 

Intercomparison Project (CMIP) (Meehl et al., 2007; Taylor et al., 2012; Eyring et al., 2016), 

including trend, spatial patterns and temporal evolution characteristics (Kumar et al. 2013; 

Ren et al., 2013; Wilcox et al., 2013; Nasrollahi et al. 2015; Zhao et al. 2015a; Knutson and 

Zeng 2018; Vicente‑ Serrano et al., 2021).  

Here our focus is on century-scale historical trends in annual-mean precipitation, while 

we recognize that a large number of potential measures and metrics of model performance are 

relevant to the issue of confidence in precipitation simulations. Also, to explore possible 

underlying causes of biases in simulated precipitation trends, we investigate the role of 

different types of anthropogenic forcings in the historical simulations. 

In this study, we analyze the historical land precipitation changes by two coupled global 

climate models produced by the National Oceanic and Atmospheric Administration's 

(NOAA) Geophysical Fluid Dynamics Laboratory (GFDL): GFDL's fourth‐ generation 

coupled physical climate model (CM4; Held et al., 2019) and Earth System Model (ESM4; 

Accepted for publication in Journal of Climate. DOI 10.1175/JCLI-D-22-0764.1.Brought to you by NOAA-GFDL Library | Unauthenticated | Downloaded 06/27/23 06:21 PM UTC



6 

Dunne et al., 2020). CM4 is GFDL's latest atmosphere-ocean coupled climate model and 

consists of GFDL's AM4.0 atmospheric model (Zhao et al., 2018a, 2018b) and LM4.0 land 

model (Held et al., 2019) at about 1 degree (~ 100 km) horizontal resolution, 33 vertical 

levels, and coupled with MOM6 ocean and SIS2 sea ice models (Adcroft et al., 2019) at 0.25 

degree (~ 25 km) horizontal resolution (Held et al., 2019). Compared with CM4, ESM4 is 

built from a common basis of GFDL's AM4.0 and MOM6, but focuses more on chemistry 

and ecosystem comprehensiveness, with lower ocean model resolution (about 0.5 degree or 

~50 km horizontal resolution), but an increased number of chemistry prognostic tracers (21 

chemistry tracers in CM4 versus 82 tracers in ESM4), more vertical levels (49), a higher top 

and increased vertical resolution of the stratosphere, and more advanced land (Elena 

Shevliakova, 2020) and ocean biogeochemical models (Stock et al., 2020). CM4 and ESM4 

have different climate sensitivities. The transient climate sensitivity of ESM4 (1.6 K) is 

~20% lower relative to CM4 (2.1 K) and the equilibrium climate sensitivity (ECS) of ESM4 

(3.2 K) is 36% lower than that of CM4.0 (5.0 K). Detailed model descriptions and 

comparisons can be found in Held et al. (2019) and Dunne et al. (2020).  

By analyzing the long-term trends of precipitation from CM4 and ESM4 simulations 

compared to the observations, the model performances can be evaluated as a step toward 

possibly improving these models in subsequent model development efforts at GFDL. In 

addition, the sources of trend biases for ESM4/CM4 historical precipitation are explored 

using forcing subset experiments. Surface temperature trends from observations and model 

simulations are also compared to further explore the sources of bias in the modeled 

precipitation and temperature trends.   

In summary, the major objectives of this study are to 1) explore the consistency and 

discrepancy between the GFDL ESM4/CM4 model simulations and observations of 

precipitation, including the spatial patterns and temporal evolution, and 2) investigate the 

possible roles of certain anthropogenic forcings (e.g., AAs or greenhouse gases) in the 

modeled biases for long-term precipitation trends, supported by some limited analysis of 

regional temperature trends.  
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2. Data and Methodology

This section describes the observed and model data used in this study and the data 

treatment, including data masking and statistical significance tests.  

2.1 Observational datasets 

This study employs an observed precipitation dataset from the Global Precipitation 

Climatology Center (GPCC) and a land temperature dataset from Berkeley Earth Surface 

Temperatures (BEST) project. These datasets are widely used and provide sufficient spatial-

temporal coverage for long-term trend analysis (1915–2014) over at least some land regions 

of the globe. The GPCC V2020 monthly dataset on a 2.5° ×2.5° grid covers the period from 

1891 to 2019 (Becker et al. 2013; Schneider et al., 2020); files downloaded June 2021 from 

https://www.dwd.de/EN/ourservices/gpcc/gpcc.html). The GPCC dataset is maintained by the 

Deutscher Wetterdienst, German Weather Service under the auspices of the World 

Meteorological Organization (WMO). The century-scale trend map based on the GPCC data 

is broadly similar to that obtained using an alternative precipitation dataset (the Climatic 

Research Unit CRU_ts3.24.01 monthly precipitation dataset on an 0.5o x 0.5o grid; 

https://crudata.uea.ac.uk/cru/data/hrg/; updated from Harris et al. 2014); see trend comparison 

in Knutson and Zeng (2018). 

While our primary focus is on precipitation trends, in order to analyze the relationship 

between global/regional precipitation and temperature trends, our study also analyzes the 

Berkeley Earth land/ocean temperature product (BEST, Rohde et al., 2013a, 2013b; 

berkeleyearth.org). This land-ocean dataset combines the land analysis (surface air 

temperature) with an interpolated version of the HadSST sea surface temperature data set. 

The land-gridded data are available at monthly resolution for 1850-present at a 1° × 1° spatial 

resolution and are generally available over a greater fraction of global land than the GPCC 

precipitation data. 

2.2 GFDL climate model (ESM4 and CM4) numerical experiments 
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In this study, to assess the models’ trends of precipitation and temperature, historical all-

forcing simulations (1850–2014) by CM4 (Guo et al., 2018) and ESM4 (Krasting et al., 2018) 

models are used following the design of the CMIP6 DECK protocol (Eyring et al., 2016). The 

historical all-forcing CM4 and ESM4 experiments are driven by a comprehensive set of 

observed anthropogenic and natural forcing agents, including GHGs, AAs, natural aerosols, 

ozone, volcanic aerosols, solar variations, land-use changes, etc. The all-forcing historical 

experiments by each model include three ensemble members, which are averaged to reduce 

the influence of internal variability and obtain an estimate of the forced response.  

To further explore the potential drivers of historical regional trends of precipitation and 

investigate the causes of the potential model bias, we also analyzed forcing subset 

experiments that used subsets of realistic time-varying historical forcing agents in 

combination with unchanged preindustrial levels for other forcing agents. The analyzed 

forcing subset experiments of ESM4 and CM4 include: hist-aer (1 ensemble member; all 

anthropogenic and natural forcings except historical anthropogenic aerosols are set to 

preindustrial levels) (ESM4 hist-aer by Horowitz et al., 2018a), hist-GHG (1 ensemble 

member; only historical well-mixed greenhouse gas concentrations) (ESM4 hist-GHG by 

Horowitz et al., 2018b), and hist-nat (2 ensemble members; only historical natural forcings 

from solar variability and volcanic emissions) (CM4 hist-nat by Ploshay et al., 2018; ESM4 

hist-nat by Horowitz et al., 2018c). Historical ESM4 and CM4 simulations with observed sea 

surface temperatures and sea-ice concentration (SIC) from 1870 to 2015 (known as 

LongAMIP runs, 1 ensemble member) are designed to capture the effects of internal sea 

surface temperature and sea ice variability on land climate variability. These experiments 

allow investigation of the potential local and remote ocean SST effects (forced response and 

natural variability combined) on the land precipitation changes.  

Lacking a larger ensemble size for the historical forcing runs, the 530-yr pre-industrial 

control (piControl) runs from ESM4 and CM4 models are used to test the potential influence 

of internal climate variability on the model on trends.  

2.3. Methods 
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2.3.1 Data sampling 

Due to the uneven spatial distribution of rain gauges in the early decades of the twentieth 

century and the changing data coverage of GPCC observations with time, our analysis of 

precipitation starts from the year 1915, as a compromise between providing adequate spatial 

coverage while attempting to have sufficient observations available at a grid location in the 

early decades to compute a reasonably well-constrained trend. The model precipitation data 

are regridded to the GPCC observed grids, and locations and times where GPCC data are not 

available are set to missing in the model data sets. The aim was to have roughly the same 

degree of space-time coverage in the observed and modeled datasets, allowing for more 

“apples to apples” comparisons between the observed and modeled trends. In the trend map 

analysis, to screen for sufficient data coverage in time for the trend analysis at a particular 

grid point, the following criteria from Hartmann et al. (2013) and Knutson and Zeng (2018) 

are used: to be included, time series at a grid point must contain, for the first 10% and the last 

10% of the time series, at least 20% data availability, and the entire record must have at least 

70% data coverage. In the analysis of spatial averages, the GPCC data availability evolves 

during the early years, which can introduce or eliminate grid points that can affect the 

regional-mean climatology. To address its potential influences, the data availability of the 

GPCC in the first 20 years is used to mask the observational and model datasets, and the 

regional time series are created by averaging precipitation monthly anomalies (rather than full 

values) from each unmasked grid point. 

The model temperature data are masked according to the data availability of the BEST 

observations using the same method, and due to superior data coverage for the temperature 

data, the areas of available data coverage are larger for the temperature time series analyses 

than for precipitation. 

2.3.2 Quantification of internal variability 

Previous studies show that internal climate variability can influence trends of 

precipitation and temperatures in observations and model simulations, especially at decadal-
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multidecadal and regional scales (Deser et al., 2012; Knutson et al. 2013; Gu et al., 2015; 

Knutson and Zeng 2018; Dai and Bloecker, 2019; Dai, 2021). Though this paper focuses on 

the longer-term (century-scale), large-scale changes in precipitation, it is important to 

quantify the impacts of internal variability for a better understanding of the model-

observation differences and model response to external forcings. In this study, the impacts of 

internal climate variability are quantified in two ways.  

First, we compare the spread of individual ensemble members of ESM4 and CM4 

historical all-forcing simulations with the model-observation differences. Second, while 

lacking a large set of ensemble members (only 3 members for each of ESM4 and CM4 all-

forcing runs, and single members for the forcing subset runs), the potential influence of 

internal variability on trends is quantified by using the piControl simulations. From the 530-

yr ESM4 and CM4 piControl runs, we sample century-long segments and examine the 

distribution of trends that arise due to internal variability. The 5th-95th confidence intervals 

based on these samples are placed around the ensemble-mean trends of the forced simulations 

and the resulting distribution compared with the observed trend to assess whether the model 

forced response is consistent with or inconsistent with observations, accounting for internal 

variability. 

3. Results

3.1 Assessment of historical precipitation trends (1915–2014) over land regions 

CM4 and ESM4 are shown to have different equilibrium climate sensitivities (5.0 K and 

3.2 K) and transient climate responses (2.1 K and 1.6 K) (Dunne et al., 2020; Paulot et al., 

2020), and as a result project different climate warming over the 21st century (Fig S1).  The 

different climate sensitivities in ESM4 and CM4 can explain part of the differences between 

their temperature projections; however, the complex differences in precipitation trends 

between ESM4 and CM4 suggest the existence of other complicated mechanisms (Fig S1). 

Here we analyze the historical precipitation trends from long-term model simulations and 

observations to help us evaluate the models’ performance.  
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3.1.1. Precipitation trends maps

To analyze the long-term changes in annual precipitation, the linear regression of the 

precipitation time series from 1915 to 2014 is used to compare the precipitation changes over 

the past century between observations and model simulations (Fig.1). As an initial assessment 

of the statistical significance of the precipitation trends, we used a modified version of the 

non-parametric Mann–Kendall statistic (Hamed and Rao, 1998; Yue and Wang, 2004).  The 

Mann-Kendall test is a nonparametric test that is used to indicate whether a monotonic trend 

exists for the century-scale changes in precipitation over each grid by returning the corrected 

p-values. Based on the Mann-Kendall test, precipitation trend results can be categorized as

significant increase or decrease trends (p-value < 0.05) which are denoted by the slashed 

areas. In the case of experiments with multiple ensemble members, these were combined into 

an ensemble mean time series before computing the trend and statistical significance tests. 
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Figure 1. Precipitation trends (mm decade-1) over 1915–2014 based on annual GPCC observations (a), and 

ESM4 (b) and CM4 (c) all-forcing simulations. The precipitation trend uses a p-level of 0.05 for statistical 

significance, the colored areas with statistically significant positive (blue) and negative (red) precipitation 

trends are represented by the slashed areas. Grids with missing values are denoted by gray shading. Eight 

regions selected for the regional analysis are shown in (a). 
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The trend maps in Fig. 1 also indicate the general consistency or differences between 

annual precipitation changes in observations versus model simulations. These differences 

between modeled and observed trends are assessed quantitatively for selected regions and 

zonally averaged bands in Figs. 3 and 6. In the NH, the observed linear trend (1915-2014) 

map (Fig. 1) shows diverse patterns of precipitation change, but with some prominent 

coherent features, including significant increasing trends (blue with shading) broadly 

distributed across the middle to high northern latitudes (~ 45–80° N). The area of significant 

increases in precipitation broadly covers the whole of Northern Eurasia and Northeastern 

North America, at least based on the regions with adequate available coverage for trends. At 

lower latitudes, the observed precipitation trend shows a more heterogeneous pattern, with 

significant decreases in parts of tropical West Africa, the Mediterranean, northeastern India, 

and Southwest China, and a significant increase over Eastern China. In the southern 

hemisphere, the observed precipitation only shows significant increasing trends in small 

regions of Northern Australia and the La Plata Basin in southern South America.  

The CM4 and ESM4 historical all-forcing runs capture many features of the broad 

general distribution of the observed drying and wetting trends.  However, the simulated 

precipitation trends exhibit a clear bias, with underestimated increasing and unrealistic 

decreasing trends compared to observations in the extratropical Northern Hemisphere, 

particularly over regions of North America, East Asia, and the middle to high northern 

latitudinal band (~15–80° N). The magnitude of the negative biases in the long-term trend of 

land precipitation is more pronounced in ESM4 than CM4, illustrated by the weaker-than-

observed simulated increase with smaller coverage over northern Europe and the relatively 

stronger decrease simulated over East Asia in ESM4.   

Forcing subset runs (hist-aer, GHG, and nat) from ESM4 and CM4 are shown in Fig. 2 to 

explore the influences of different types of forcing agents on the simulated trends of 

precipitation. Although the historical simulation (all-forcing) is not a linear combination of 

the three individual forcing subset runs, the forcing subset runs are analyzed to explore the 

potential main causes of the simulation biases. The ESM4 and CM4 hist-aer runs show 
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significant decreasing precipitation trends at middle and low latitudes in the NH (~ 0–45° N), 

especially over the regions of central Europe, East Asia, South Asia, and northern tropical 

Africa (Figs. 2 a & b). Thus, the model results demonstrate a negative contribution from AA 

forcing to land precipitation trends in the NH over the last century. In contrast, the linear 

trends from the ESM4 and CM4 hist-GHG runs show significant increases in land 

precipitation over most of the observed-data-available regions of the NH (with some 

exceptions in the Mediterranean region and parts of Central America and central North 

America) indicating the generally positive contributions from the GHG forcing to the 

precipitation trends (Fig. 2 c & d). In the natural-forcing-only experiments, the simulated 

changes in land precipitation tend to be less pronounced than in the hist-GHG and hist-aer 

experiments in both ESM4 and CM4. In the NH, the negative contribution of AA and 

positive contribution of GHG-only forcings to the precipitation trends suggest that the 

models’ drying trend bias could be due to some combination of overestimated aerosol 

negative effects and underestimated GHG positive effects. 

Besides the external forcings (GHG and AA), internal climate variability is also indicated 

to influence precipitation changes (Deser et al., 2012; Rowell, 2012; Knutti and Sedláček, 

2013; Knutson and Zeng 2018; Dai and Bloecker, 2019). The maps of land precipitation 

trends by ESM4 and CM4 individual all-forcing ensemble members (r1, r2, and r3) are given 

in Fig. S2. While there are no obvious differences in most of the NH among ESM4 and CM4 

ensemble members, ESM4 shows some spread between individual ensemble runs over the 

regions of northern Europe and the Mediterranean. However, the precipitation tendencies by 

individual ESM4 ensemble runs are all substantially lower than the observed trend over 

Europe. This result suggests that the internal variability influences regional precipitation 

changes, but the differences between observations, ESM4, and CM4 simulations are likely 

dominated by the external forcings and related model responses.  
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Figure 2. As in Fig. 1, but for assessments of precipitation trends by model forcing-subset runs, ESM4-aer 

(a, anthropogenic aerosol only run), GHG (c, greenhouse gases only run), nat (e, natural forcing only run), 

and CM4-aer (b), GHG (d), and nat (f). 

3.1.2. Land precipitation trends over latitudinal bands

To further quantitatively assess the differences in the behavior of the two models and 

their differences with observations, zonal-mean trends and time series of land precipitation 

are analyzed for different latitudinal bands (Figs. 3 and 4). The anomalies were calculated 

as the deviation from the 30-yr mean monthly precipitation climatology (using the period of 

1970-1999, with the best data coverage, to construct the climatology). Using anomalies helps 
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to reduce problems when time series values for individual grid points are missing for some 

time periods and thus cannot be used in creating a spatial average for certain periods. 

Fig. 3 shows the 100-yr trends of available land precipitation anomalies. Over the global 

(60° S–80° N) and NH (0–80° N) land domains, there is a slight (nonsignificant) increasing 

trends in the observed precipitation but significant decreases in the model all-forcing runs 

(Fig. 3 a & b). In the tropics and NH extratropics, the zonal mean annual precipitation trends 

in observations and model simulations show various degrees of consistency for different 

latitudinal bands (Fig. 3 c–e). In the tropical region (15° S–15° N), Fig. 3 shows no 

significant differences between the area-averaged observed and model trends of precipitation 

anomaly. The discrepancy between the average trends in observations and the model 

historical simulations is more significant in extratropical NH (Fig. 3 d–e). For 15°–45° N, no 

significant changing trend was indicated for the GPCC observations, however, both ESM4 

and CM4 simulated significant decreasing trends of precipitation. For 45°–80° N, both ESM4 

and CM4 all-forcing runs significantly underestimate the long-term increasing trend in the 

observations.  

To assess whether the model-observation difference could be caused by internal climate 

variability or model responses to external forcings, the spread among ESM4 and CM4 

ensemble members (r1, r2, and r3) is compared with the discrepancy from the observed 

precipitation trend. The r1–r3 results show little spread, suggesting that internal variability 

likely cannot explain the difference between the observations and the all-forcing simulation. 

Additionally, the observed trend is located outside of the 5th–95th confidence region of 

modeled all-forcing ensemble precipitation trends (except for ESM4 for 15° S–15° N). These 

results demonstrate that the substantial differences in the long-term precipitation trend 

between the observations and all-forcing simulations in the extratropical NH are not due to 

internal variability, but likely have a substantial contribution from the models’ response to 

external forcings.  In other words, the modeled trends are generally shown to be significantly 

different from observations in all of the regions (outside of 15° S–15° N), even accounting for 

the influence of internal variability. 
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Figure 3. Global (a), NH (b), and zonal-mean (c–e) trends of land precipitation anomaly (1915–2014; mm 

decade-1) from the GPCC observation, ESM4/CM4 all-forcing ensemble mean (hist) and members (r1, r2, 

and r3), forcing subset (aer, GHG, and nat), and long-AMIP (AMIP) simulations. The linear trend and 

distributions (5th–95th percentiles based on the piControl runs) for individual model runs are shown by 

short vertical line segments and colored bars. The observed (GPCC) precipitation trends are denoted by the 

large black dots and horizontal lines. 
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The zonal-mean precipitation trends from the historical all-forcing and forcing-subset 

runs in Fig. 3 show the overall positive and negative contributions from GHG (green bars) 

and AA (red bars) forcings to the simulated precipitation trends, respectively. The 

comparison of the precipitation trends between the ESM4 and CM4 forcing subset runs 

shows that the ESM4 GHG-only forcing contributes a weaker increase, leading to a more 

significant underestimation than in the CM4 GHG-only simulation. It is also notable that the 

latitudinally averaged results from the LongAMIP runs (blue bars) for 15°–45° N and 45°–

80° N show roughly the same significant differences with observed long-term precipitation 

trends for both ESM4 and CM4 as was found for the all-forcing runs. This result suggests 

that even specifying the SSTs and sea ice changes over the past century, along with specified 

changes in climate forcing agents, does not lead to an adequate simulation of the historical 

trends in the northern mid to high latitudes. 

To explore the potential mechanisms that may drive the precipitation evolutions at 

decadal time-scales in response to changes in forcings and further elucidate model biases, the 

10-yr running mean zonal-averaged time series of precipitation anomalies are shown in Fig.

4. Over the tropical land (15oN-15oS), the GPCC observations show no clear trends until

1960, decreasing precipitation over 1960-1990, and increasing precipitation from 1990 to 

2014. This temporal variation of the observed tropical precipitation trends is fairly well 

depicted by the ESM4 and CM4 all-forcing runs (Fig. 4 c). However, the difference between 

the model simulations and the observations increases with latitude, as shown in panels d, e. 

For the latitude band 15°–45° N (Fig. 4 d), observed precipitation shows a relatively little 

trend over the 100-yr period. In contrast, a clear decline in precipitation from the 1930s on 

can be seen in the ESM4 and CM4 all-forcing and aerosol-only runs. The results indicate that 

the AA forcing drives a long-term decreasing trend of simulated precipitation in this 

latitudinal band. At higher latitudes (45°–80° N; Fig. 4e), the observed precipitation 

predominantly increases since the mid-1940s. Conversely, the ESM4 and CM4 all-forcing 

runs simulate clear decreases between the 1950s and 1970s, leading to a marked departure 

from the observed time series. Although the models simulate increases after the 1980s that 

are stronger than the observations, the unrealistic decrease from the 1950s to the 1970s leads 
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to a clear underestimation of the observed long-term increasing precipitation trend. The 

multi-decadal decrease of precipitation (45°–80° N) in the all-forcing experiments is well-

captured in the AA-only runs, suggesting that an overestimation of aerosol forcing and/or 

response to this forcing is a critical factor in producing the dry trend bias of ESM4/CM4 

historical runs precipitation in the middle–high latitudes. 
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Figure 4. Zonal mean time series of land precipitation anomalies (1915–2014) for different latitudinal 

bands in the Northern hemisphere from the GPCC observations, ESM4/CM4 historical all-forcing 

ensemble mean, aerosol, GHG, and long-AMIP runs with specified SSTs (see legends). The 10-yr running 

mean observations and model anomaly time series shown are calculated by subtracting the mean value 

averaged over the first 30 years (1915–1945). 
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 Besides the model-observation differences, the linear trends and temporal evolutions 

(Figs. 3 and 4) show statistically significant differences between the all-forcing simulations 

by ESM4 and CM4. The evident differences between the GHG-only precipitation simulations 

along with the similar trends in the aerosol-only runs suggest that the differences between 

ESM4 and CM4 historical precipitation are partially due to differences in the GHG responses. 

However, this difference could also be due to other factors, including different natural aerosol 

responses, other biospheric feedbacks, etc.  

The results for both models show no clear long-term trends in their natural forcing-only 

runs, which suggests that the statistically significant trends of observed historical land 

precipitation are not likely to have been caused by the natural forcing. Thus, the analysis 

above mainly focused on the effects of GHG and aerosol forcings. 

The relationship between the modeled response to anthropogenic forcings and the dry 

bias of model precipitation in the extratropical NH is further illustrated in Fig. 5, where we 

compute a time-evolving model minus observation difference estimate for precipitation, 

based on anomalies from a 1915-1945 baseline. This difference estimate is not meant to 

assess the bias in mean precipitation amounts over the period, but rather to highlight issues 

with how the precipitation anomalies are changing over time during the all-forcing runs 

compared to observations. For the band 15°–45° N, the zonal mean ESM4 and CM4 

historical land precipitation differences vs. observations increase in magnitude as the all-

forcing runs have an increasingly negative tendency of precipitation, compared to 

observations, over 1945-1970. This time evolution is similar to the simulated precipitation 

changes for the AA-only simulation, suggesting that the overestimation of AA forcing or the 

aerosol-related model response is the critical driver of the models’ long-term low trend biases 

(Fig. 5 d). A similar feature is also demonstrated at higher latitudes (45°–80° N; Fig. 5e):  a 

strong increase in the magnitude of the modeled precipitation differences vs. observations 

occurs from 1945-1970, followed by a period of relatively unchanging differences from 

1970-2014.  In this case, the aerosol-only runs show a similar negative tendency over 1945-

1970, though not as strongly as shown in the historical run differences from observations. 
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Figure 5. Zonal mean time series of all-forcing precipitation change differences vs. observations 

(computed as all-forcing model precipitation minus observations, based on anomalies from a 1915-1945 

reference period). The difference vs. observations for the all-forcing runs is compared with the 

precipitation differences vs. observations from the greenhouse gas-only and AA-only experiments for 

different latitudinal bands in the Northern hemisphere (see legends).  
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3.1.3. Land precipitation responses for selected regions 

As a latitudinal band generally spans multiple continents with regions of diverse climate 

zones and potential mechanisms of precipitation changes, the zonal means may obscure 

important characteristics of precipitation trends over different regions within the latitude 

bands. Thus, eight regions (denoted by black boxes in Fig. 1 a) are selected to further assess 

the regional long-term precipitation trends in observations and model simulations (Fig. 6 and 

Fig. S3). The results show that the ESM4 and CM4 all-forcing simulations and observed 

trends (1915-2014) are statistically consistent (Fig. S3) over some regions such as South Asia 

(Fig. S3 a), and the Mediterranean (c). Here we choose the regions with the most significant 

model-observation differences in order to investigate the modeled precipitation trend biases 

and their potential causes at the regional scale. 
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Figure 6. As in Figs. 3 and 4, but for the linear trends and time series of precipitation anomaly (with 5th -

95th range) in the observations and model simulations averaged in the regions of East Asia (a, b), Northern 

EU (c, d), and West Africa (e, f) as shown in Fig.1 a.  
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Over East Asia, increases and decreases in precipitation are observed over parts of the 

region (Fig. 1 a) while the regional averaged trend shows no significant change (Figs. 6a, b). 

Both ESM4 and CM4 all-forcing runs simulate a strong and homogeneously distributed 

decrease in precipitation (Fig. 1 b, c), leading to the statistically significant negative bias in 

precipitation trends in this region. In Northern Europe, ESM4 and CM4 historical simulations 

significantly underestimate the observed increasing trend of precipitation in the past century 

(Fig. 6 c, d) associated with the unrealistically large simulated precipitation declines in this 

region in model all-forcing runs from 1950 to 1975. 

In the West Africa region (Fig. 6e, f) the ESM4 and CM4 historical runs failed to depict 

the observed very pronounced decrease in annual-mean precipitation over 1960–1980, 

associated with the Sahel drought (Held et al. 2005). However, experiments using prescribed 

SST and sea ice (ESM4 and CM4 long-AMIP runs) indicate that these models can broadly 

reproduce observed trends and temporal variation of precipitation in West Africa (with a 

noticeably stronger than observed decline over 1960-1980 simulated in ESM4). The results 

suggest that the multidecadal variability of SST (which may include forced SST signals not 

captured by the model as well as multidecadal internal climate variability) may be 

responsible for a significant amount of the observed multidecadal precipitation variability in 

the West Africa region.  

In the IPCC AR6 report, the Sahel drought during 1960–1980 was inferred to be related 

to sulphate aerosol emissions, which caused key inter-hemispheric SST anomalies and related 

regional precipitation changes (Douville et al. 2021). However, in the GFDL models and 

other CMIP6 models, the anthropogenic forcings (both AA and GHG) show very limited 

influences on the changes in monsoon precipitation over West Africa (Douville et al. 2021), 

indicating some inconsistencies in the current generation of GCMs/ESMs for the inferred 

mechanism of this important precipitation/drought variability feature. 

3.1.4. Discussion of the Land precipitation trends and model bias 

From the above long-term analysis of precipitation over land, the comparisons of models 

Accepted for publication in Journal of Climate. DOI 10.1175/JCLI-D-22-0764.1.Brought to you by NOAA-GFDL Library | Unauthenticated | Downloaded 06/27/23 06:21 PM UTC



26 

and observations suggest a particularly pronounced dry bias of the century-scale trends in the 

all-forcing simulations in the middle and high latitudes in the NH, especially over the regions 

of northern Europe and East Asia. At the century scale, the spread among the ensemble 

members (Figs. 6, S2 and S4) and the 5–95% confidence range (Figs. 3 and 6) suggest that a 

combination of errors in external forcings and related modeled responses are major factors 

producing discrepancies between modeled and observed precipitation and that the 

discrepancies are likely not just due to internal variability, at least based on the potential 

influence of internal variability as estimated by the models.  However, for the more recent 

50-year period (1965–2014) the models do not exhibit prominent dry trend biases over the

NH land regions (Figs. S3 and S5). Rather, the models’ simulations over the recent period 

show a better consistency of all-forcing trends with the observations at mid-high latitude 

(45°–80° N) than that at the century-scale (Figs. S5 a–c and S6). These differences in model's 

abilities to reproduce observed precipitation trends over different periods (1915–2014 and 

1965–2014) are possibly caused by many factors. Previous studies indicate that shorter-term 

trends can be more influenced by internal climate variability, which is also shown by the 

spread between ensemble members and the 95% range of the 50-yr trend (Figs. S6 and S7).  

In this study, it is notable that the trends over the period 1965-2014 do not include the 

full influence of the marked (unrealistic) decrease in precipitation simulated between ~1950–

1980, which seems to be related to aerosol forcing in the models. The precipitation trends at 

different time scales show that, over northern Europe, analyses of short-term (e.g., 50-year, 

1965-2014) model simulated trends do not show the significant dry bias as was found for the 

century-scale (1915-2014) trends, meanwhile the significant dry bias over East Asia still 

exists for the short-term period. This difference could be related to the regional divergence of 

aerosol evolutions, i.e., the aerosol loading decreased since the most polluted era (~1970) 

over Europe but kept increasing over Asia in the post-1980 period.  

A correlation between the aerosol effects and precipitation changes was previously 

indicated by a series of studies mainly through two major pathways: by influencing the 

radiation and cloud microphysical properties (Douville et al. 2021). Aerosols are shown to 
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scatter and absorb solar radiation which reduces surface evaporation and precipitation 

subsequently (Ming et al., 2010; Douville et al. 2021). Due to the dimming caused by AA 

emissions from Europe and North America, the NH precipitation is indicated to decrease over 

~1950–1980 and increase thereafter following the improved air quality (Wild, 2012; Bonfils 

et al., 2020; Douville et al. 2021). The aerosol cooling in the NH leads to the southward shift 

in the tropical rain belt (Allen et al., 2014, 2015; Brönnimann et al., 2015) and the weakened 

monsoon flow and precipitation (Krishnan et al., 2016; Lau and Kim, 2017; Lin et al., 2018; 

Undorf et al., 2018; Ayantika et al., 2021). Research also shows that the increase in Asian 

aerosol leads to substantial changes in Asia Monsoon rainfall and extreme precipitation (Guo 

et al., 2013; Li et al., 2016; Lin et al., 2018; Wilcox et al., 2020), but the effects of Asia 

aerosol on long-term precipitation trends are relatively less studied. In this study, the 

temporal-spatial properties of the model-observation differences suggest that the dry bias in 

ESM4 and CM4 historical precipitation simulation could be due to the overestimated aerosol 

forcing or related model responses.  

Multidecadal precipitation variability over tropical land (15°S–15°N and the tropical 

west Africa region), as seen in observations (Figs. 4c, 6f), can be produced to some extent in 

the LongAMIP simulations that include observed SST influences, as well as the same 

greenhouse gas concentrations and aerosol emissions as the all-forcing simulations.  This can 

be seen by comparing model historical (all-forcing) and LongAMIP simulations in Figs. 4c 

and 6f. The ability of LongAMIP runs to simulate multidecadal variations of observed 

tropical land precipitation was also examined in a previous study (Liu and Allen, 2013, their 

Fig. 3).  The modeled observed SST influences (e.g., difference between historical (all-

forcing) ensemble mean and the LongAMIP runs) can include two influences:  i) effects of 

observed internal variability (which in the all-forcing model ensemble is of random phase and 

partially filtered out by ensemble averaging) and ii) discrepancies between the climate 

response to forcing in the model vs. the real world (which can be partly due to errors in 

forcings or missing processes in the models).  Supplemental Fig. S8c shows a comparison 

between the all-forcing runs precipitation discrepancy (all-forcing minus GPCC) vs. the 

discrepancy including observed SST in the models (LongAMIP minus GPCC). When 
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averaged over 15°S–15°N, discrepancies between observed precipitation and either the 

ESM4/CM4 all-forcing or the LongAMIP simulations are generally similar in magnitude.  

The results for tropical west Africa in 6f suggest that observed SST multidecadal variations 

played a critical role in the observed multidecadal precipitation variability over tropical west 

African land regions. However, the extent to which the differences between modeled and 

observed precipitation variations in this region are due to under-simulated internal variability 

influences or a combination of errors in forcing and related responses is still uncertain. Errors 

in forced response may even include missing forcings or incorrectly modeled processes that 

are not yet incorporated into the models. As one example, in the Sahel and neighboring 

regions, irrigation activities in the Middle East and South Asia could have a remote influence 

on precipitation sensitivity (Zeng et al., 2022).   

For the higher latitudes (15–45°N and 45–80°N), the time series in Fig. 4 demonstrate 

that observed SST influences cannot account for the differences in precipitation between 

observations and model historical simulations since the 1960s in these models. This suggests 

that the model precipitation trend bias in the extratropical Northern Hemisphere is primarily 

dominated by anthropogenic forcings and related model responses. 

3.2 Assessment of near-surface temperature over land regions 

While the primary focus of this study is on precipitation trends, we also analyze near-

surface temperature (Ts) trends, since, as part of the hydrological and energy cycle, 

precipitation is closely related to temperature through various physical processes, such as the 

Clausius–Clapeyron (CC) relationship, latent heat transfer, moisture transport, etc. (Held and 

Soden, 2006; IPCC 2014). Previous studies suggest the response to Ts change as a critical 

factor in the precipitation change mechanism (Andrews et al., 2010). The changes in the NH 

land precipitation are indicated to be related to the aerosol-cooling by AA emissions from 

Europe and Northern America (Allen et al., 2015; Brönnimann et al., 2015; Douville et al. 

2021). 

 Here, we analyze Ts  as an intermediate factor between precipitation and external 
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forcings, to investigate the mechanisms of the anthropogenic influences on land precipitation 

trends and the possible causes of the model precipitation trend biases. 

Maps of century-scale Ts trends (Fig. 7) show that over 1915-2014, the observed 

temperature (BEST) shows a statistically significant warming tendency over almost all land 

regions covered by the dataset, with the strongest increases found at ~40°–60° N. Compared 

to the observation, the CM4 and ESM4 model all-forcing runs are shown to underestimate the 

long-term trends of Ts over land (Fig. 7 b & c). The models simulate weaker warming over 

middle-high latitudes (40°–60° N) and a regional cooling tendency — in contrast to the 

observed warming — over parts of East Asia. The spread among individual ensemble 

simulations and the 5th–95th confidence intervals of modeled Ts suggesting the observation-

model differences at each latitude band are not dominated by internal variability (Fig. S10). 

It is worth noting that the spatial distribution of the underestimated temperature increase 

in the models is qualitatively consistent with major features of the low biases of the model 

precipitation trends (Figs. 1 v.s. 7), with smaller-than-observed regional wetting in northern 

mid- to high latitudes going with smaller-than-observed warming in those regions.  

Compared to the all-forcing simulations, the LongAMIP runs simulate improved long-

term trends of Ts, particularly for ESM4 (Fig. 7 vs. Fig. S9). However, negative bias areas 

persist in both the CM4 and ESM4 LongAMIP runs, demonstrating that the model Ts bias 

cannot be fully reconciled by specifying the SST internal variability. These biases in the 

LongAMIP runs could be attributable to the local aerosol forcing and the model responses to 

aerosol changes over land in the LongAMIP runs, including possible deficiencies in direct 

and indirect effects of aerosol, land-atmosphere feedbacks, and other missing or poorly 

modeled forcings or processes in the models. 
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Figure 7. Linear-trend maps of near-surface temperature over land grids based on the BEST observations 

(a), ESM4 (b), and CM4 (c) all-forcing simulations over the period 1915–2014. 
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Besides the model-observation difference, the comparison between the ESM4 and CM4 

all-forcing runs also shows clear differences in the 100-yr trend of Ts. Compared with the 

rather limited warming in the NH high latitudes by ESM4, the CM4 all-forcing ensemble 

mean depicts a stronger increase in temperature (Fig. 7 b vs. c). The long-term trends of Ts by 

the forcing subset experiments (Fig. 8) show that ESM4 and CM4 simulate similar responses 

of temperature to AA (Fig. 8 a vs. b) and natural forcings (e vs. f). Meanwhile, the CM4 

GHG-only run simulates a warming trend that is much stronger than that in the ESM4 GHG 

run at ~45°–80° N in the NH (c vs. d). The results indicate that the difference between the 

long-term trends of Ts in the two models is primarily caused by different responses to the 

GHG-forcing (Fig. 8 c vs. d).  

Besides the significant difference between ESM4 and CM4 ensemble mean Ts trends, 

which is related to the GHG effects, the comparison (Fig. S10) also shows some noticeable 

spread among individual ESM4 and CM4 ensemble members (r1, r2, and r3), respectively. 

The result demonstrates that the difference between the two models could be influenced by 

both internal variability and the response to external forcings.  
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Figure 8. Linear-trend maps of near-surface temperature (1915–2014) over the land grids in the ESM4 and 

CM4 historical aerosol-only (a, b), GHG-only (c, d), and natural forcing-only (e, f) simulations. 

The temporal evolutions of zonally averaged Ts in the ESM4 and CM4 all-forcing and 

forcing subset runs are shown in Fig. 9. The observations show slow warming before 1960, a 

cooling until ~1970 (except in the tropical region) followed by a rapid increase in recent 

years. Compared to the observations, the ESM4 and CM4 all-forcing runs simulate a more 

significant cooling (~1950–1980) followed by a rebound of temperatures. After ~1980, 

ESM4 and CM4 simulate rates of Ts increase that are similar to or even stronger than the 

observations in the extratropical NH. The results demonstrate that the underestimation of the 

long-term Ts trends by the all-forcing runs is primarily resulting from the pronounced 

decrease in model Ts between ~1950–1980 compared to a more modest decrease in 
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observations. The GHG-forcing warming and the stabilized natural-forcing Ts indicate that 

aerosol forcing drives NH cooling over ~1950–1980. The roles of AA in the anomalous 

cooling (or “pothole” cooling) over this period are also indicated by recent studies, and it is 

notable that an overly strong aerosol cooling commonly exists in the CMIP6 models (Sellar et 

al., 2019; Dittus et al., 2020; Zhang et al., 2021). 

The comparison between ESM4 and CM4 forcing subset runs shows similar Ts 

evolutions in the AA and natural forcing-only runs, again suggesting that the different 

responses to GHG forcings is a critical factor in causing the difference between the ESM4 

and CM4 all-forcing Ts evolution in the extratropical regions. 
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Figure 9. Zonal mean near-surface temperature anomaly time series over all land grids (1915–2014) from 

BEST observations and ESM4/CM4 simulations. The anomalies shown are derived by subtracting the time 

mean over 1915-1945 from each time series.   

 By analyzing the long-term trends and temporal evolution, we can investigate the 
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relationship between the changes in precipitation and temperature. The maps of the long-term 

linear trend show the consistency between the spatial distributions of the underestimated 

temperature trends and the low biases of precipitation trends in the model historical 

simulations in the NH, especially over northern Eurasia and East Asia (Figs. 1 v.s. 7). The 

time series also show similar features for the model all-forcing temperature and precipitation: 

the overestimated sharp decrease between ~1950–1980 leads to the model simulations’ 

departure from the observed trends and thus to the underestimation of the 100-yr trends in the 

models in the mid-high latitudes (Figs. 4 v.s. 9).  

As discussed above, the difference in the long-term temperature trend between the 

observations and model simulations is related to the overestimated model cooling between 

~1950–1980, which is predominantly driven by the aerosol forcing (Fig. 9). Thus, the 

overestimation of aerosol forcing and related model responses is one of the main causes of 

the low bias in the century-scale trends of modeled historical precipitation. In addition, a 

comparison of model temperature and precipitation time series suggests that an 

underestimated GHG response in the models (especially ESM4) could be another important 

influencing factor.  

Results for particular regions (Fig. 6 and Fig. S11) indicate that the areas with the most 

significant dry bias or underestimated moistening bias of model historical precipitation trends 

(East Asia, northern Europe, and the northeastern US), are also where the model all-forcing 

temperatures show a period of decrease (~1950–1980). However, this coherent relationship 

between temperature and precipitation trend biases cannot be seen clearly in other small 

regions, which could be due to the stronger influence of internal variability at smaller 

regional scales.  

4. Discussion and conclusions

This study provides an assessment of century-scale (1915–2014) land precipitation trends 

by comparing observations and simulations by two GFDL coupled climate models--ESM4 

and CM4. Near-surface temperature trends are also examined to provide context and to 
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further investigate the possible contributions of various anthropogenic and natural forcings to 

the modeled precipitation and temperature trend biases.  

In the NH, the observed annual land precipitation (GPCC) data shows significant 

increasing trends in a coherent signal distributed across the mid-high latitudes (45–80° N), 

with a more heterogeneous pattern of increases and decreases in the middle latitudes (15–45° 

N). There are significant decreases in parts of West Africa, the Mediterranean, northeastern 

India, and Southwest China, and a significant increase in Eastern China. Despite some 

general consistency of spatial patterns between the observations and the model simulations 

(e.g., for most areas of increases or decreases), the analysis demonstrates a statistically 

significant dry bias or underestimated moistening bias in the century-scale ESM4 and CM4 

historical all-forcing precipitation trends over extratropical land regions with adequate data 

for trend analysis (15°–45° N and 45°–80° N), particularly over East Asia and northern 

Eurasia. The zonally averaged time-series show that these century-scale trend differences 

arise particularly due to discrepancies between the observations and model all-forcing 

precipitation in the mid-high latitude NH since ~1950. These biases in the models’ historical 

precipitation simulations indicate the limitations of the model's ability to reproduce the 

historical trends of land precipitation and could imply uncertainties in projections of future 

land precipitation changes in several regions.  

To understand the drivers of these modeled trend biases, the ESM4, and CM4 forcing 

subset experiments (GHG, AA, and natural forcing-only runs) are analyzed. The assessment 

confirms the generally negative and positive contributions of AA and GHG forcings, 

respectively, to the long-term NH land precipitation changes. 

The zonal mean historical precipitation change difference vs. observations (derived from 

the model all-forcing precipitation anomaly minus the observed anomaly from their 

respective 1915-1945 reference values) shows a clear temporal consistency in evolution 

between the model-observation differences and the evolution of precipitation anomalies in 

the aerosol-only experiments. For 15°–45° N zonal mean and the region of East Asia, the all-

forcing models’ precipitation differences vs. observations increase at the century scale; For 
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45°–80° N and northern Europe, the precipitation differences reach their peak value around 

the 1970s and have decreased slightly since. The model-observation precipitation differences 

are particularly well-correlated with the evolution of AA emissions, burdens, and modeled 

response over Europe and East Asia. The result suggests the overestimation of AA forcing or 

aerosol-related model response as a potential cause of the negative bias of the ESM4 and 

CM4 historical precipitation century-scale trends.    

Apart from anthropogenic forcings, land precipitation changes are also influenced by 

SST changes, as demonstrated by comparing observations, all-forcing simulations, and 

LongAMIP simulations forced by radiative forcings and observed sea surface temperature 

and sea ice variations. In tropical land regions (15°S–15°N and West Africa), SST influences 

help reduce the models’ historical precipitation change differences vs. observations, 

suggesting that uncaptured forced SST variability as well as internal multidecadal SST 

variability may play critical roles in the discrepancy between model precipitation simulations 

and observations. However, for higher latitudes (15–45°N and 45–80°N), SST was found to 

be a less dominant factor than anthropogenic forcings and related model responses in 

producing the simulation discrepancies since the 1960s.Previous work indicates the impacts 

of AAs and GHGs on precipitation through various mechanisms, and a correlated response 

between regional precipitation and Ts changes has been highlighted. In this paper, we analyze 

the observed and modeled long-term temperature changes to further investigate the possible 

contributions of external forcings to the modeled temperature and precipitation biases 

collectively. The temperature trend maps show that, compared to the observation (BEST), the 

ESM4 and CM4 all-forcing runs depict a weaker increasing trend of Ts over land regions of 

middle-high latitudes NH, and an unrealistic cooling tendency over East Asia. The ESM4 and 

CM4 Ts trend bias can be partially explained by the anomalous cooling during ~1950–1980 

in the NH, predominantly driven by the aerosol forcing in the models. This overestimated 

cooling period is not only exhibited by the GFDL models but also found in other CMIP6 

ESMs, which has been attributed to the high AA level in these models (Dittus et al., 2020; 

Zhang et al.,2021). 
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 The underestimated surface air warming over land in the ESM4 and CM4 all-forcing 

simulations shows a spatial-temporal consistency with the models’ precipitation trend bias. 

The relationship between the model trend biases in temperature and precipitation, and their 

consistency with the evolving aerosol forcing suggest the models’ precipitation trend biases 

over the NH land could be caused by the overestimated aerosol dimming and cooling. This 

phenomenon is particularly significant in regions that had or still have high levels of air 

pollution and aerosol burdens (such as Europe and Asia). 

Besides the model-observation difference, the all-forcing and forcing subset runs also 

show evident discrepancies in precipitation and Ts between ESM4 and CM4, which can be 

partially explained by the different positive contributions of the GHG response in the two 

models. Thus, the apparent underestimated moistening bias of ESM4 and CM4 in their 

century-scale historical trends over land regions could be caused by a combination of 

overestimated anthropogenic aerosol forcing/response and underestimated positive GHG 

forcing.  

It is also possible that observational uncertainties and problems, including changes in 

observing practices, could contribute to the discrepancies we find, although the relatively 

coherent (though spatially sparse in some regions) increasing signal in the northern mid-to-

high latitudes suggests a real precipitation-increasing trend signal in the observations, as 

opposed to a wide-spread – and spatially coherent – spurious trend artifact. 

However, many of the above findings on trends from our work currently do not apply 

equally to the Southern Hemisphere. This could be attributable to 1) the relatively low 

aerosol loading in the SH and 2) the predominant effects of SST on the precipitation 

evolution over land regions, such as West Africa and Argentina. Our regional results 

illustrate the more spatially complex relationships between precipitation and long-term 

warming trends at small scales.  

The underestimation of the century-scale trends of land precipitation in higher latitudes 

discussed in our study is not only exhibited by the two GFDL’s climate models but is also 
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indicated to be an important issue for larger samples of CMIP5 and CMIP6 models (Knutson 

and Zeng, 2018; Vicente‑ Serrano et al., 2021). Uncertainties in the AA forcing and response 

in climate models are also discussed by many previous studies (e.g., Stevens, 2013, 2015; 

Thorsen et al., 2020; Smith et al., 2021). Based on our analysis, we speculate that the various 

climate sensitivities to the aerosol and GHG forcings and the range of aerosol loading 

changes among current climate models may cause a large spread in historical trends and 

projections across these models and thus to uncertainties in their precipitation projections. 

Though only two GFDL models are employed in this paper, the precipitation trends and 

biases for other models in the CMIP6 dataset will be analyzed in a follow-up study. We hope 

this study and our follow-on work can provide some pathways for improvement of the CM4 

and ESM4 models and their successor GFDL models, as well as historical climate 

simulations and projections using other models. 
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