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Abstract. We present two iterative algorithms for solving real nonsymmetric and complex non-Hermitian linear systems of equations and that were developed from variants of the nonsymmetric Lanczos method. In this paper, we give the theoretical background of the two iterative methods and discuss their main computational aspects. Using a large number of numerical experiments, we analyze their convergence properties, and we also compare them with other popular nonsymmetric iterative solvers in use today.
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1. Introduction. In this paper we discuss iterative solutions of large sparse and/or dense linear systems of equations

\[ Ax = b, \]

where the coefficient matrix \( A \) is nonsymmetric and possibly indefinite. One of the most popular nonsymmetric iterative procedures is the generalized minimum residual (GMRES) method proposed by Saad and Schultz [25]. The GMRES method computes the optimal approximation \( x_k \) for which the 2-norm of the residual is minimal over the Krylov space \( K_k(A, r_0) = \text{span}\{r_0, Ar_0, \ldots, A^{k-1}r_0\} \) for \( k = 1, 2, \ldots \). The number of arithmetic operations required and the storage used to perform the \( k \)th GMRES iteration are \( O(nk) \). This means that the cost of applying the method increases with the iterations, and it may sometimes become prohibitively large for solving practical applications (see, e.g., [3]). As an attempt to limit the costs of GMRES while preserving its favorable convergence properties, most implementations restart the algorithm after a number of steps and, in some cases, augment the corresponding Krylov space with extra information, or keep only selected information from it (see, e.g., [21, 9]).

On the other hand, cost considerations have motivated (and continue to motivate) the development of nonoptimal methods built upon short-term vector recurrences, which require only \( O(n) \) extra storage in addition to the matrix and perform \( O(n) \) operations. The principal developments in the field of nonoptimal methods include the biconjugate gradient (BiCG) method developed by Fletcher [13], the conjugate gradient squared (CGS) method proposed by Sonneveld [30], Freund and Nachtigal’s quasi-minimal residual (QMR) method [16] and transpose-free quasi-minimal residual method [15], van der Vorst’s biconjugate gradient stabilized (BiCGSTAB)
method \cite{32}, and the BiCGSTAB(\ell) method introduced by Sleijpen and Fokkema \cite{26}. If the matrix-vector product is expensive, as in the case of \( A \) dense, GMRES may be more efficient because it minimizes the norm of the residual at each step, and thus it converges in the fewest iterations. If the storage is limited, or the matrix-vector product costs \( O(n) \), some of these nonoptimal algorithms may converge faster than GMRES in solution time, thanks to their limited expenses. See also general discussions in \cite{17,11}.

It is a research question to determine the classes of problems for which one algorithm is more memory efficient than others. For example, BiCGSTAB and CGS often exhibit the best performance rates for solving some second-order elliptic partial differential equations with variable coefficients discretized on a regular Cartesian grid \cite{8}. Sometimes QMR outperforms all of the other methods \cite{6}, while at other times GMRES is the most competitive, as on some convection-diffusion \cite{35} and boundary integral equations \cite{3}. Faber and Manteuffel showed that no Krylov subspace method for solving nonsymmetric linear systems can both be optimal and use short-term recurrences of fixed length \cite{12}. Therefore, there is no alternative to this trend of development.

In our research, we explore variants of the Lanczos method for solving real nonsymmetric and/or complex non-Hermitian linear systems with the motivation of obtaining smoother and, we hope, faster convergence behavior in comparison with the BiCG method as well as its two evolving variants: the CGS method and, one of the most popular methods in use today, the BiCGSTAB method. We describe two iterative algorithms developed from the biconjugate \( A \)-orthonormalization procedure. The procedure is built upon the two-sided Lanczos method and can be seen as a Petrov–Galerkin projection technique between the dual Krylov subspaces \( K_m(A; v_1) \) and \( A^T K_m(A^T; w_1) \) in the real case, which is \( A^H K_m(A^H; w_1) \) in the complex case, where \( v_1 \) and \( w_1 \) are two column vectors of appropriate dimension. The generation uses three-term vector recurrences in contrast with the Arnoldi algorithm for nonsymmetric matrices used in GMRES.

This paper is structured as follows. In section 2, we provide the theoretical background of the Petrov–Galerkin projection technique, and in section 3 we discuss its application to the solution of linear systems. In sections 4 and 5 we present the biconjugate \( A \)-orthogonal residual (BiCOR) and the conjugate \( A \)-orthogonal residual squared (CORS) methods. Finally, in section 6 we analyze the numerical behavior of the two methods using a large number of numerical experiments. This study integrates and extends a preliminary analysis reported in \cite{20} for solving small complex non-Hermitian linear systems. The set of matrix problems is much wider than in \cite{20} and includes both sparse and dense and real and complex problems arising in different areas of two orders of magnitude larger.

## 2. Two-sided biconjugate \( A \)-orthonormalization procedure for nonsymmetric matrices.

Throughout this paper we denote by the superscript \( T \) the transpose of a vector or a matrix and the standard inner product of two real vectors \( u, v \in \mathbb{R}^n \) by

\[
\langle u, v \rangle = u^T v = \sum_{i=1}^{n} u_i v_i.
\]

Given two vectors \( v_1 \) and \( w_1 \) with Euclidean inner product \( \langle w_1, Av_1 \rangle = 1 \), we define Lanczos-type vectors \( v_j, w_j \) and scalars \( \delta_j, \beta_j, j = 1, 2, \ldots \), by the recursions
(2.1) \( \delta_{j+1} v_{j+1} = A v_j - \beta_j v_{j-1} - \alpha_j v_j, \)

(2.2) \( \beta_{j+1} w_{j+1} = A^T w_j - \delta_j w_{j-1} - \alpha_j w_j, \)

where the scalars are chosen as

\[ \alpha_j = \langle w_j, A^2 v_j \rangle, \quad \beta_j = \langle w_{j-1}, A^2 v_j \rangle, \quad \delta_j = \langle w_j, A^2 v_{j-1} \rangle. \]

This choice of the scalars guarantees that the recursions (2.1)–(2.2) generate sequences of biconjugate \( A \)-orthonormal vectors (or briefly, \( A \)-biorthonormal vectors) \( v_i \) and \( w_i \), according to the following definition.

**Definition 1.** Right and left Lanczos-type vectors \( v_j, j = 1, 2, \ldots, m \), and \( w_i, i = 1, 2, \ldots, m \), form a biconjugate \( A \)-orthonormal system in exact arithmetic if and only if

\[ \langle w_i, A v_j \rangle = \delta_{i,j}, \quad 1 \leq i, j \leq m. \]

The sequences may be derived from the standard two-sided Lanczos procedure for nonsymmetric matrices using suitable initial vectors \( v_1, w_1 \). Therefore, we may see (2.1)–(2.2) as a two-sided Gram–Schmidt orthonormalization procedure. At step \( i \) we multiply vectors \( v_i \) and \( w_i \) by \( A \) and \( A^T \), respectively, and we orthonormalize them against the most recently generated Lanczos-type pairs of vectors \( (v_i, w_i) \) and \( (v_{i-1}, w_{i-1}) \). The vectors \( \alpha_i v_i, \alpha_i w_i \) are the biconjugate \( A \)-orthonormal projections of \( Av_i \) and \( A^T w_i \) onto the most recently computed vectors \( v_i \) and \( w_i \); analogously, the vectors \( \beta_i v_{i-1}, \delta_i w_{i-1} \) are the biconjugate \( A \)-orthonormalization projections of \( Av_i \) and \( A^T w_i \) onto the previously computed vectors \( v_{i-1} \) and \( w_{i-1} \). Notice that the scalars \( \beta_i \) and \( \delta_i \) can be chosen with some freedom, provided the biconjugate \( A \)-orthonormalization property holds.

For clarity, we sketch a complete version of the biconjugate \( A \)-orthonormalization procedure in Algorithm 1. The storage is clearly very limited compared to the Arnoldi procedure. At step \( j \), only the two most recently computed pairs of Lanczos-type vectors \( v_k \) and \( w_k \) for \( k = j, j - 1 \) are needed to generate \( v_{j+1}, w_{j+1} \). The two vectors may be overwritten with the most recent updates. The matrix \( A \) is not modified and is accessed only via matrix-vector products by \( A \) and \( A^T \). The above algorithm can possibly fail if \( \delta_{j+1} \) vanishes, while \( \tilde{w}_{j+1} \) and \( \tilde{A} \tilde{w}_{j+1} \) appearing in line 7 are not equal to \( 0 \in \mathbb{R}^n \). A real implementation would try to recover from a possible

**Algorithm 1.** The biconjugate \( A \)-orthonormalization procedure.

1. Choose \( v_1, w_1 \), such that \( \langle w_1, A v_1 \rangle = 1 \)
2. Set \( \beta_1 = \delta_1 = 0, v_0 = w_0 = 0 \in \mathbb{R}^n \)
3. for \( j = 1, 2, \ldots \) do
4. \( \alpha_j = \langle w_j, A (Av_j) \rangle \)
5. \( \tilde{v}_{j+1} = Av_j - \alpha_j v_j - \beta_j v_{j-1} \)
6. \( \tilde{w}_{j+1} = A^T w_j - \alpha_j w_j - \delta_j w_{j-1} \)
7. \( \delta_{j+1} = \frac{\langle \tilde{w}_{j+1}, A \tilde{v}_{j+1} \rangle}{\langle \tilde{v}_{j+1}, A \tilde{v}_{j+1} \rangle} \)
8. \( \beta_{j+1} = \frac{\delta_{j+1}}{\delta_j} \)
9. \( v_{j+1} = \frac{\tilde{v}_{j+1}}{\delta_{j+1}} \)
10. \( w_{j+1} = \frac{\tilde{w}_{j+1}}{\beta_{j+1}} \)
11. end for
failure by using remedies such as the so-called look-ahead strategies \cite{23, 22, 14, 18}. But this issue is outside the scope of this paper and we shall not pursue it here.

The recurrences (2.1)–(2.2) ideally build up a pair of biconjugate $A$-orthonormal bases for the dual Krylov subspaces $K_m(A; v_1)$ and $A^T K_m(A^T; w_1)$ as shown in the following proposition.

**Proposition 1.** If Algorithm 1 proceeds $m$ steps, then the right and left Lanczos-type vectors $v_j, j = 1, 2, \ldots, m,$ and $w_i, i = 1, 2, \ldots, m,$ form a biconjugate $A$-orthonormal system in exact arithmetic, i.e.,

$$
\langle w_i, Av_j \rangle = \delta_{i,j}, \quad 1 \leq i, j \leq m.
$$

Next denote by $V_m = [v_1, v_2, \ldots, v_m]$ and $W_m = [w_1, w_2, \ldots, w_m]$ the $n \times m$ matrices, and denote by $T_m$ the extended tridiagonal matrix of the form

$$
T_m = \begin{bmatrix}
T_m & \delta_{m+1} e_m^T \\
\delta_{m+1} & \alpha_{m+1}
\end{bmatrix},
$$

where

$$
T_m = \begin{bmatrix}
\alpha_1 & \beta_2 & 0 & \cdots & 0 \\
\delta_2 & \alpha_2 & \beta_3 & \cdots & 0 \\
0 & \delta_3 & \alpha_3 & \cdots & \vdots \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & \delta_{m-1} & \alpha_{m-1} \\
0 & 0 & \cdots & \delta_m & \alpha_m
\end{bmatrix},
$$

whose entries are the coefficients generated during the algorithm implementation, and in which $\alpha_1, \ldots, \alpha_m, \beta_2, \ldots, \beta_m$ are complex while $\delta_2, \ldots, \delta_m$ are positive. Then the following four relations hold:

$$
\begin{align*}
AV_m &= V_m T_m + \delta_{m+1} v_{m+1} e_m^T, \\
A^T W_m &= W_m T_m^T + \beta_{m+1} w_{m+1} e_m^T, \\
W_m^T A V_m &= I_m, \\
W_m^T A^2 V_m &= T_m,
\end{align*}
$$

where $e_m$ is the $m$-vector having $m$th component equal to one and all other components zero. The matrix $T_m$ can be seen as the projection of the matrix $A$ onto the corresponding Krylov subspaces.

**Proof.** We show by induction that the right and left Lanczos-type vectors $v_j, j = 1, 2, \ldots, m,$ and $w_i, i = 1, 2, \ldots, m,$ form a biconjugate $A$-orthonormal system.

The assertion follows immediately from the assumption $\langle w_1, Av_1 \rangle = 1$ in the case $i = j = 1$. Assuming now that $[v_1, v_2, \ldots, v_j]$ and $[w_1, w_2, \ldots, w_j]$ are biconjugate $A$-orthonormal, we have to show that the augmented sequences $[v_1, v_2, \ldots, v_{j+1}]$ and $[w_1, w_2, \ldots, w_{j+1}]$ are also biconjugate $A$-orthonormal.

- **Fact 1.** $\langle w_i, Av_{j+1} \rangle = 0$ for $i \leq j$.
- **Fact 2.** $\langle w_{j+1}, Av_i \rangle = 0$ for $i \leq j$.

We prove below Fact 1. Fact 2 can be obtained in a similar way.

For $i = j$, we have that

$$
\begin{align*}
\langle w_j, Av_{j+1} \rangle &= \delta_{j+1}^{-1} \langle w_j, A^2 v_j - \beta_j Av_{j-1} - \alpha_j Av_j \rangle \\
&= \delta_{j+1}^{-1} \left( \langle w_j, A^2 v_j \rangle - \beta_j \langle w_j, Av_{j-1} \rangle - \alpha_j \langle w_j, Av_j \rangle \right) \\
&= \delta_{j+1}^{-1} \left( \langle w_j, A^2 v_j \rangle - \alpha_j \right) = 0
\end{align*}
$$

by the definition of $\alpha_j$ and the induction hypothesis.
For \( i < j - 1 \), we have
\[
\langle w_i, Av_{j+1} \rangle = \delta_{j+1}^{-1} \langle w_i, A^2v_j - \beta_j Av_{j-1} - \alpha_j Av_j \rangle \\
= \delta_{j+1}^{-1} \left( \langle w_i, A^2v_j \rangle - \beta_j \langle w_i, Av_{j-1} \rangle - \alpha_j \langle w_i, Av_j \rangle \right) \\
= \delta_{j+1}^{-1} \langle w_i, A^2v_j \rangle = \delta_{j+1}^{-1} \langle A^TW_{j+1}w_{j+1} + \delta_i w_{j+1} + \alpha_i w_i, Av_j \rangle \\
= \delta_{j+1}^{-1} (\beta_i w_{j+1} + \alpha_i w_i, Av_j) + \delta_i (w_{j-1}, Av_j) + \alpha_i (w_i, Av_j)) = 0
\]
by the induction hypothesis.

Finally, for \( i = j - 1 \) we immediately have
\[
\langle w_{j-1}, Av_{j+1} \rangle = \delta_{j+1}^{-1} \langle w_{j-1}, A^2v_j - \beta_j Av_{j-1} - \alpha_j Av_j \rangle \\
= \delta_{j+1}^{-1} \left( \langle w_{j-1}, A^2v_j \rangle - \beta_j \langle w_{j-1}, Av_{j-1} \rangle - \alpha_j \langle w_{j-1}, Av_j \rangle \right) \\
= \delta_{j+1}^{-1} \langle w_{j-1}, A^2v_j \rangle - \beta_j = \delta_{j+1}^{-1} \langle A^TW_{j-1}w_{j-1} + \delta_{j-1} w_{j-2} + \alpha_{j-1} w_{j-1}, Av_j \rangle - \beta_j \\
= \delta_{j+1}^{-1} \langle \beta_j w_j + \delta_{j-1} w_{j-2} + \alpha_{j-1} w_{j-1}, Av_j \rangle - \beta_j \\
= \delta_{j+1}^{-1} \langle \beta_j w_j, Av_j \rangle + \delta_{j-1} \langle w_{j-2}, Av_j \rangle + \alpha_{j-1} \langle w_{j-1}, Av_j \rangle - \beta_j = 0
\]
by the induction hypothesis.

By construction, we have \( \langle w_{j+1}, Av_{j+1} \rangle = 1 \), and the proof of the biconjugate \( A \)-orthonormalization property of the vector sequences is complete.

Relations (2.4) and (2.5) are matrix reformulations of (2.1)–(2.2).

Relation (2.6) is a matrix reformulation of the first part of the proposition.

Relation (2.7) follows by multiplying both sides of relation (2.4) by \( W_m^T A \) and by making use of relation (4.3) and of the associated biconjugate \( A \)-orthonormality between \( W_m \) and \( v_{m+1} \).

The rest of the proof follows by construction and using relations (2.6)–(2.7).

3. The biconjugate \( A \)-orthonormalization procedure for solving general linear systems. Using the result of Proposition 1, we develop iterative solutions of system (1.1) by applying an oblique Petrov–Galerkin projection technique onto suitable Krylov subspaces along the following lines.

Step 1. Run Algorithm 1 \( m \) steps for some given \( m \ll n \) and generate Lanczos-type matrices \( V_m = [v_1, v_2, \ldots , v_m] \), \( W_m = [w_1, w_2, \ldots , w_m] \) and the tridiagonal projection matrix \( T_m \) defined in Proposition 1.

Step 2. Compute the approximate solution \( x_m \) that belongs to the Krylov subspace \( x_0 + K_m(A; v_1) \) by projecting the following residual orthogonally to the constraints subspace \( \mathcal{L}_m = \text{T}K_m(A^T; v_1) \).

\[
r_m = b - Ax_m \perp \mathcal{L}_m.
\]
In matrix formulation we may write
\[
(\text{T}W_m)^T (b - Ax_m) = 0.
\]
The approximate solution has the form
\[
x_m = x_0 + V_my_m.
\]
By simple substitution and computation with (2.7), (3.1), and (3.2), we are led to solving the tridiagonal system for \( y_m \),
\[
T_my_m = \beta e_1, \quad \beta = \|r_0\|_2.
\]
Step 3. Compute the new residual and terminate if convergence is observed. Otherwise, enlarge the Krylov subspace and repeat the whole process.

We are solving implicitly not only the system $Ax = b$ but also the dual linear system $A^T x' = b'$ with $A^T$. Throughout the paper, we use primed symbols to denote vectors corresponding to the dual system. The dual approximation $x_m'$ is sought from the affine subspace $x_0' + K_m (A^T, w_1)$ of dimension $m$ satisfying

$$b' - A^T x_m' \perp AK_m (A, v_1).$$

Denote by $r_0' = b' - A^T x_0'$ the initial shadow residual of the dual system, and put $\beta' = \|r_0'\|_2$. If we choose $w_1 = \frac{r_0'}{\beta'}$ and $v_1$ such that $\langle v_1, Aw_1 \rangle = 1$, the counterpart of the iterative scheme (3.1)–(3.3) for the solution of the dual system $A^T x' = b'$ is written as

\begin{align*}
(3.4) \quad (AV_m)^T (b' - A^T x_m') &= 0, \\
(3.5) \quad x_m' &= x_0' + W_m y_m', \\
(3.6) \quad T_m^T y_m' &= \beta e_1,
\end{align*}

where $V_m, W_m,$ and $T_m$ are as in Proposition 1 and $y_m' \in \mathbb{R}^n$ is the coefficient vector of the dual linear combination.

Now $x_m$, respectively, $x_m'$, can be easily updated from $x_{m-1}$, respectively, $x_{m-1}'$. Assume that the $LU$ decomposition of the tridiagonal matrix $T_m$ is

$$T_m = L_m U_m.$$ 

Substituting this expression into (3.2)–(3.3) and (3.5)–(3.6) gives

$$x_m = x_0 + V_m (L_m U_m)^{-1} (\beta e_1)$$

$$= x_0 + V_m U_m^{-1} L_m^{-1} (\beta e_1)$$

$$= x_0 + P_m z_m,$$

$$x_m' = x_0' + W_m (U_m^T T_m)^{-1} (\beta' e_1)$$

$$= x_0' + W_m (L_m^T)^{-1} (U_m^T)^{-1} (\beta' e_1)$$

$$= x_0' + P_m' z_m',$$

where $P_m = V_m U_m^{-1}$, $z_m = L_m^{-1} (\beta e_1)$, $P_m' = W_m (L_m^T)^{-1}$, and $z_m' = (U_m^T)^{-1} (\beta' e_1)$. Using the same argument as in the derivation of the direct incomplete orthogonalization method (DIOM) from the IOM algorithm in [24, Chapter 6], we easily derive the relations

$$x_m = x_{m-1} + \zeta_m p_m,$$

$$x_m' = x_{m-1}' + \zeta_m' p_m',$$

where $\zeta_m$ and $\zeta_m'$ are coefficients and $p_m$ and $p_m'$ are the corresponding $m$th column vectors in $P_m$ and $P_m'$, defined above. We refer to $p_m$ and $p_m'$ as the $m$th primary and dual direction vectors, respectively.

In the development of our iterative algorithms in the coming sections, we will make extensive use of two properties relating the primary and the dual residual vectors and relating the primary and the dual direction vectors. We state these properties below.
Proposition 2. The pairs of the primary and dual direction vectors form a biconjugate $A^2$-orthonormal set, i.e., $\langle p_i', A^2 p_j \rangle = \delta_{i,j}$ $(1 \leq i, j \leq m)$.

Proof. The assertion follows from

\[(P_m')^T A^2 P_m = \left(W_m (L_m^T)^{-1}\right)^T A^2 V_m U_m^{-1}\]
\[= L_m^{-1} W_m^T A^2 V_m U_m^{-1}\]
\[= L_m^{-1} L_m U_m U_m^{-1}\]
\[= I_m\]

with (2.7).

Proposition 3. The primary and dual residual vectors satisfy the biconjugate $A$-orthogonal conditions, i.e., $\langle r_i', A r_j \rangle = 0$ for $i \neq j$.

Proof. By simple computation with (2.4)–(2.5), (3.2)–(3.3), and (3.5)–(3.6), the $m$th primary residual vector $r_m = b - A x_m$ and the $m$th dual residual vector $r'_m = b' - A' x'_m$ can be expressed as

\[(3.7) \quad r_m = -\delta_{m+1} \epsilon_m y_{m+1} v_{m+1},\]
\[(3.8) \quad r'_m = -\beta_{m+1} \epsilon_m y_{m} w_{m+1}.\]

Then the assertion follows from (3.7)–(3.8) together with (2.6).

4. The BiCOR method. At this stage the development may proceed in a way similar to the CG method of Hestenes and Stiefel [19] from the coupled two-term vector recurrences with given initial guess $x_0$,

\[(4.1) \quad r_0 = b - A x_0, \quad p_0 = r_0,\]
\[(4.2) \quad x_{j+1} = x_{j} + \alpha_j p_j,\]
\[(4.3) \quad r_{j+1} = r_j - \alpha_j A p_j,\]
\[(4.4) \quad p_{j+1} = r_{j+1} + \beta_j p_j \quad \text{for} \quad j = 0, 1, \ldots,\]

where $r_j = b - A x_j$ is the $j$th residual vector and $p_j$ is the $j$th search direction vector (see, e.g., [31, 33, 5, 29, 28]). In this context, the search direction vectors $p_j$ are multiples of the primary direction. The coupled two-term recurrences for the $(j+1)$th shadow residual vector $r'_{j+1}$ and the associated $(j+1)$th shadow search direction vectors $p'_{j+1}$ can be augmented by relations similar to (4.3)–(4.4) as follows:

\[(4.5) \quad r'_{j+1} = r'_j - \alpha_j A^T p'_j,\]
\[(4.6) \quad p'_{j+1} = r'_{j+1} + \beta_j p'_j \quad \text{for} \quad j = 0, 1, \ldots.\]

It is important to note that the scalars $\alpha_j, \beta_j, \ j = 0, 1, \ldots$, in the recurrences (4.2)–(4.6) are different from those computed by Algorithm 1. The parameters $\alpha_j, \beta_j$ are determined by imposing the orthogonality conditions

\[(4.7) \quad r_{j+1} \perp L_m \quad \text{and} \quad A p_{j+1} \perp L_m.\]

The biconjugate $A^2$-orthonormality between primary and dual direction vectors and the biconjugate $A$-orthogonality between primary and dual residual vectors stated in Propositions 2 and 3 suggest the adoption of the expanded choice
\[ L_m = A^T K_m (A^T, r_0^t) \] for the constraints subspace, where \( r_0^t = P(A)r_0 \) with \( P(t) \) an arbitrary polynomial in the variable \( t \). We set \( p_0^t = r_0^t \). Selecting the optimal polynomial \( P(t) \) requires some expertise and artifice. In this study we choose \( r_0^t = Ar_0 \) for \( L_m \), in contrast with the other common option \( r_0^t = r_0 \).

We possess now the conditions to determine the scalars \( \alpha_j \) and \( \beta_j \) by imposing the corresponding biorthogonality and biconjugacy relations \((4.7)\) into \((4.3)–(4.4)\) and \((4.5)–(4.6)\). Computing the inner product of \( A^T r_j^p \) and \( r_{j+1} \) as defined by \((4.3)\) yields, with the biconjugate \( A \)-orthogonality between \( r_{j+1} \) and \( r_j^p \),

\[ \langle A^T r_j^p, r_{j+1} \rangle = \langle A^T r_j^p, r_j - \alpha_j A p_j \rangle = 0, \]

further resulting in

\[ \alpha_j = \frac{\langle A^T r_j^p, r_j \rangle}{\langle A^T r_j^p, A p_j \rangle}, \]

where the denominator can be modified as

\[ \langle A^T r_j^p, A p_j \rangle = \langle A^T p_j^r - \beta_{j-1} A^T p_{j-1}^r, A p_j \rangle = \langle A^T p_j^r, A p_j \rangle \]

because \( p_{j-1}^r \) and \( p_j \) are \( A^2 \)-biconjugate. Then

\[ \alpha_j = \frac{\langle A^T r_j^p, r_j \rangle}{\langle A^T p_j^r, A p_j \rangle} = \frac{\langle r_j^p, A r_j \rangle}{\langle A^T p_j^r, A p_j \rangle}. \tag{4.8} \]

Similarly, using the \( A^2 \)-biconjugate relation between \( p_{j+1} \) as defined by \((4.4)\) and \( p_j^r \) yields

\[ \langle p_j^r, A^2 p_{j+1} \rangle = \langle A^T p_j^r, A p_{j+1} \rangle = \langle A^T p_j^r, A r_{j+1} + \beta_j A p_j \rangle = 0, \]

which gives

\[ \beta_j = -\frac{\langle A^T p_j^r, A r_{j+1} \rangle}{\langle A^T p_j^r, A p_j \rangle} = -\alpha_j \frac{\langle A^T p_j^r, A r_{j+1} \rangle}{\langle r_j^p, A r_j \rangle} \]

with \( \alpha_j \) as computed in \((4.8)\).

Finally, observe that

\[ -\alpha_j A^T p_j^r = r_{j+1}^p - r_j^p \]

from \((4.5)\), and therefore

\[ \beta_j = \frac{\langle -\alpha_j A^T p_j^r, A r_{j+1} \rangle}{\langle r_j^p, A r_j \rangle} = \frac{\langle r_{j+1}^p - r_j^p, A r_{j+1} \rangle}{\langle r_j^p, A r_j \rangle} = \frac{\langle r_{j+1}^p, A r_{j+1} \rangle}{\langle r_j^p, A r_j \rangle}. \tag{4.9} \]

because of the biconjugate \( A \)-orthogonality of \( r_j^p \) and \( r_{j+1} \). Combining \((4.1)–(4.4), (4.5)–(4.6), \) and \((4.8)–(4.9)\), and introducing an auxiliary vector recurrence to reduce the number of matrix-vector multiplications, finally leads to the BiCOR algorithm.

The pseudocode for the left preconditioned BiCOR method with a preconditioner \( M \) is given in Algorithm 2. The structure of the algorithm is partially reflected in the notation. Observe that the vectors fall naturally into paired groups: primal and dual, unpreconditioned and preconditioned, and vector, matrix-vector product pairs. Thus, we denote dual (or shadow) vectors by a primed symbol, e.g., the shadow residual is written \( r' \), preconditioned variable names have a prefix \( z \), and a hat symbol \( \hat{\cdot} \) is used for matrix-vector products. Accordingly, matrix-vector products of preconditioned quantities get a widehat \( \hat{\cdot} \) symbol.
Algorithm 2. Left preconditioned BiCOR method.

1: Compute $r_0 = b - A x_0$ for some initial guess $x_0$.
2: Choose $r'_0 = P(A)r_0$ such that $\langle r'_0, Ar_0 \rangle \neq 0$, where $P(t)$ is a polynomial in $t$. (For example, $r'_0 = Ar_0$.)
3: for $j = 1, 2, \ldots$ do
4: solve $M x_{j-1} = r_{j-1}$
5: if $j=1$ then
6: solve $M^T x r'_0 = r'_0$
7: end if
8: $\hat{\epsilon} = A x r_{j-1}$
9: $r_{j-1} = \langle \hat{\epsilon} x_{j-1}, \hat{\epsilon} \rangle$
10: if $r_{j-1} = 0$, method fails
11: if $j = 1$ then
12: $p_0 = x r_0$
13: $q'_0 = x r'_0$
14: $q_0 = \hat{\epsilon}$
15: else
16: $\beta_{j-2} = r_{j-1}/r_{j-2}$
17: $p_{j-1} = x r_{j-1} + \beta_{j-2} p_{j-2}$
18: $q'_{j-1} = x r'_{j-1} + \beta_{j-2} q'_{j-2}$
19: $q_{j-1} = \hat{\epsilon} + \beta_{j-2} q_{j-2}$
20: end if
21: $\tilde{q}'_{j-1} = A^T p'_{j-1}$
22: solve $M^T \tilde{q}'_{j-1} = \tilde{q}'_{j-1}$
23: $\alpha_{j-1} = r_{j-1}/\langle \tilde{q}'_{j-1}, q_{j-1} \rangle$
24: $x_j = x_{j-1} + \alpha_{j-1} p_{j-1}$
25: $r_j = r_{j-1} - \alpha_{j-1} q_{j-1}$
26: $x r'_j = x r'_{j-1} - \alpha_{j-1} \tilde{q}'_{j-1}$
27: check convergence; continue if necessary
28: end for

5. The CORS method: A transpose-free variant of the BiCOR method.
Exploiting ideas similar to the ingenious derivation of the CGS method, in this section we present a transpose-free variant of the BiCOR method developed by using a different polynomial representation of the residual with the hope of increasing the effectiveness of BiCOR in certain circumstances. We call the algorithm conjugate $A$-orthogonal residual squared (CORS).

The derivation of the CORS method is similar to that of the CGS method in [30] and uses the strategy of reducing the number of matrix-vector multiplications by introducing auxiliary vector recurrences and suitable changes of variables. In Algorithm 2, by simple induction, the polynomial representations of the vectors $r_j$, $r'_j$, $p_j$, $p'_j$ at step $j$ can be expressed as

$$ r_j = \phi_j(A) r_0, \quad p_j = \pi_j(A) r_0, $$

$$ r'_j = \phi_j(A^T) r'_0, \quad p'_j = \pi_j(A^T) r'_0, $$

where $\phi_j$ and $\pi_j$ are Lanczos-type polynomials of degree less than or equal to $j$ satisfying $\phi_j(0) = 1$. Substituting these corresponding polynomial representations into (4.8), (4.9) gives

$$ \alpha_j = \frac{\langle r'_j, A r_j \rangle}{\langle A^T p'_j, A p_j \rangle} = \frac{\langle \varphi_j(A^T) r'_0, A \varphi_j(A) r_0 \rangle}{\langle A^T \pi_j(A^T) r'_0, A \pi_j(A) r_0 \rangle} = \frac{\langle r'_0, A \varphi^2_j(A) r_0 \rangle}{\langle r'_0, A^2 \pi^2_j(A) r_0 \rangle}, $$

$$ \beta_j = \frac{\langle r'_{j+1}, A r_{j+1} \rangle}{\langle r'_j, A r_j \rangle} = \frac{\langle \varphi_{j+1}(A^T) r'_0, A \varphi_{j+1}(A) r_0 \rangle}{\langle \varphi_j(A^T) r'_0, A \varphi_j(A) r_0 \rangle} = \frac{\langle r'_0, A \varphi^2_{j+1}(A) r_0 \rangle}{\langle r'_0, A^2 \varphi^2_j(A) r_0 \rangle}. $$
Also, note from (4.3)–(4.4) that \( \phi_j \) and \( \pi_j \) can be expressed by the recurrences

\[
\begin{align*}
\phi_{j+1}(t) &= \phi_j(t) - \alpha_j t \pi_j(t), \\
\pi_{j+1}(t) &= \phi_{j+1}(t) + \beta_j \pi_j(t).
\end{align*}
\]

By some algebraic computation with the help of the induction relations between \( \phi_j \) and \( \pi_j \), and using the strategy mentioned above for reducing the number of arithmetic operations, the final algorithm of CORS is obtained. The pseudocode for the left preconditioned CORS method with a preconditioner \( M \) can be represented by the scheme illustrated in Algorithm 3. It uses the same notation as Algorithm 2. In many cases, the CORS method is amazingly competitive with the BiCGSTAB method (see, e.g., the numerical experiments of section 6). However, like the CGS method, CORS is based on squaring the residual polynomial. In cases of irregular convergence, this may lead to substantial build-up of rounding errors and worse approximate solutions, or possibly even overflow. For discussions on this effect and its consequences, see, e.g., [24, 32, 27].

6. Numerical experiments. In our numerical experiments, we consider a large set of publicly available linear systems arising from several application areas and having increasing levels of difficulty. We consider both real nonsymmetric and complex non-Hermitian linear systems. Algorithms 1–3 are straightforward to generalize in a complex \( n \)-dimensional vector space \( \mathbb{C}^n \) using the standard inner product \( \langle \cdot, \cdot \rangle \) between two complex vectors \( u, v \in \mathbb{C}^n \), defined as

\[
\langle u, v \rangle \equiv u^* v = \sum_{i=1}^{n} \bar{u}_i v_i,
\]

and using the associated Euclidean vector norm \( \| x \| \equiv \sqrt{x^* x} \) and compatible matrix norm (see, e.g., [20]). We summarize in Table 1 the characteristics of the linear systems that were solved. The problem denoted M4D2 arising in computational chemistry is proposed by Sherry Li from NERSC in [1]. The problems denoted STOMMEL1 and STOMMEL2 arising in ocean modeling are proposed by Martin van Gijzen from Delft University in [34]. The other linear systems are extracted from Tim Davis’ matrix collection at the University of Florida [7]. The experiments were run in double precision floating point arithmetic in MATLAB 7.7.0 on a PC equipped with an Intel Core2 Duo CPU P8700 running at 2.53GHz and with 4 GB of RAM.

By means of the performance profile tool [10], we evaluate and compare the performance of BiCOR and CORS against other popular iterative algorithms in use today for solving nonsymmetric linear systems. In addition to BiCOR and CORS, we select the following solvers: BiCG, BiCGSTAB, BiCGSTAB(l), CGS, GMRES, QMR, TFQMR. The solvers that we benchmark have slightly different memory requirements, but we do not consider this computational aspect. The aim of our experiments is to show that the two methods presented in this paper can be competitive with other popular approaches in use today for solving nonsymmetric linear systems. In GMRES, the restart parameter which affects the consumed memory is set equal to 50. The memory request for GMRES is the matrix+(restart+3)n, and it remains larger than that needed by BiCOR and CORS (see Table 2). For the BiCGSTAB(l) method, we choose \( l = 2 \), which shows the overall best performance on most problems in our experiments (we tested \( l = 2, \ldots, 6 \)). No parameter selection is necessary for BiCOR and CORS. In all of our numerical experiments, we choose \( r'_0 = A r_0 \). A real implementation would try to recover from possible failures due to this choice.
Our benchmark sent a problem $p$ to each solver $s$ successively, and recorded the solution time $t_{ps}$ from the start of the solve until either the initial residual was reduced by eight orders of magnitude or the process failed. The process was declared a solver failure when no convergence was achieved after 10,000 matrix-vector products, or the solver stagnated (two consecutive iterates were the same), or when one of the scalar quantities calculated by the algorithm became too small or too large to continue.
Table 2
Algorithmic and memory cost per iteration for the BiCOR and CORS methods.

<table>
<thead>
<tr>
<th>Solver</th>
<th>Type</th>
<th>( y = Ax )</th>
<th>( y = A^T x )</th>
<th>( z = ax + y )</th>
<th>( \langle x, y \rangle )</th>
<th>Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>BiCOR</td>
<td>general</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>2</td>
<td>matrix+10( n )</td>
</tr>
<tr>
<td>CORS</td>
<td></td>
<td>2</td>
<td>-</td>
<td>12</td>
<td>2</td>
<td>matrix+14( n )</td>
</tr>
</tbody>
</table>

Computing. Solver failures were detected automatically by the MATLAB routines of the iterative algorithms using the default tolerance values. If a solver fails, our script starts solving the next problem. This loop runs through all the problems. For consistency of results, the script repeats each run five times and takes the average.

In our numerical experiments, we did not precondition the linear systems. One reason is because of the memory limits of MATLAB on our computer; the use of preconditioning would require moving to a Fortran implementation. Another reason is that we wanted to study the convergence of the BiCOR and CORS algorithms on matrices with general, possibly tough, distribution of eigenvalues, rather than quickly solving the problems. To reduce the condition number, the linear system was scaled by row and column prior to the iterative solution so that the modulus of each entry of the scaled coefficient matrix is smaller than one. More precisely, we solved \( D_1^{1/2} A D_2^{1/2} y = D_1^{1/2} b \), where \( D_1 \) and \( D_2 \) are the diagonal matrices

\[
D_1(i, j) = \begin{cases} \frac{1}{\max_{j} | a_{i, j} |} & \text{if } i = j, \\ 0 & \text{if } i \neq j, \end{cases} \quad D_2(i, j) = \begin{cases} \frac{1}{\max_{i} | a_{i, j} |} & \text{if } i = j, \\ 0 & \text{if } i \neq j. \end{cases}
\]

We used physical right-hand sides \( b \) when these were available; otherwise we set \( b = A e \) with \( e = [1, \ldots, 1]^T \). The iterative process was always started from \( x_0 = 0 \), and the same level of convergence tolerance was used for all solvers.

The performance profile shown in Figure 1 is obtained by computing for each problem \( p \) the performance ratio of solver \( s \) with the best performance by any solver on this problem,

\[
r_{p,s} = \frac{t_{p,s}}{\min_s t_{p,s}},
\]

and then plotting the cumulative distribution function for the performance ratio

\[
\rho_s(\tau) = \frac{1}{n_p} \text{size} \{ p : r_{p,s} \leq \tau \}, \quad n_p \equiv 14 \text{ (no. of problems)}.
\]

The value \( \rho_s(\tau) \) gives the probability for solver \( s \) to have a performance ratio \( r_{p,s} \) within a factor \( \tau \in \mathbb{R} \) of the best possible ratio on the set of problems [10]. The value \( \rho_s(1) \) is of particular interest because it indicates the probability of solver \( s \) being the optimal solver on the set of problems. By comparing this value for all solvers in Figure 1, we see that the CORS algorithm had the highest number of wins in our experiments. The probability that CORS is the optimal solver in our runs is about 0.43. The BiCOR algorithm had less wins, but if we consider a larger region of interest, e.g., to \( \tau < 1.5 \), its performance is very close to that of CORS.

Observe that the BiCOR method becomes highly competitive in the region of large values of \( \tau \). We fix a parameter \( r_M \geq r_{p,s} \) for all \( p, s \), so that \( \tau \in [1, r_M] \), and we set \( r_{p,s} = r_M \) if solver \( s \) fails to solve problem \( p \). The probability that the
Table 3
Characteristics of the model problems.

<table>
<thead>
<tr>
<th>Example</th>
<th>Description</th>
<th>Size</th>
<th>Memory (Gb)</th>
<th>Frequency (MHz)</th>
<th>( k_1(\lambda) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sphere</td>
<td>12,000</td>
<td>4.6</td>
<td>535</td>
<td>( 6 \cdot O(10^5) )</td>
</tr>
<tr>
<td>2</td>
<td>Satellite</td>
<td>1699</td>
<td>0.1</td>
<td>57</td>
<td>( 1 \cdot O(10^5) )</td>
</tr>
<tr>
<td>3</td>
<td>Jet prototype</td>
<td>7924</td>
<td>2.0</td>
<td>615</td>
<td>( 1 \cdot O(10^7) )</td>
</tr>
<tr>
<td>4</td>
<td>Airbus A318 prototype</td>
<td>23,676</td>
<td>18.0</td>
<td>800</td>
<td>( 1 \cdot O(10^7) )</td>
</tr>
</tbody>
</table>

solver solves the problem is given by \( \rho^*_s = \lim_{\tau \to r} M \rho_s(\tau) \), which is the value for which \( \rho_s \) flattens in the graph for large \( \tau \). Comparing the quantity \( \rho^*_s \) for all solvers, we observe that BiCOR is the solver with the highest probability of success on our problem set. In particular, it is the only solver that converges within the maximum number of iterations on the WAVEGUIDE3D matrix, and it is decidedly the best algorithm on the STOMMEL1 and M4D2 matrices where most of the other methods fail to converge. The BiCOR method failed to solve only one of the 14 test problems, KIM2, while CORS failed to converge on four problems. For the sake of completeness, in Figure 2 we show performance profiles for the number of matrix-vector products. We recall that the iterative algorithms that we benchmark have different costs per iteration; see, e.g., [17]. In Figure 3, we display two examples of convergence histories of CORS and BiCOR representative of the general trend. We clearly see the effect of squaring the residual in the CORS convergence.

Finally, we consider examples where the matrix-vector product is expensive. We select four dense matrix problems, described in Table 3, arising from the method of moment discretization of the following integral equation of the first kind:

\[
\int_{\Gamma} \int_{\Gamma} G(|y-x|) \left( \vec{j}(x) \cdot \vec{j}(y) - \frac{1}{k^2} \text{div}_T \vec{j}(x) \cdot \text{div}_T \vec{j}(y) \right) dxdy = \frac{i}{kZ_0} \int_{\Gamma} E_{\text{inc}}(x) \cdot \vec{j}(x) dx.
\]

Equation (6.1) arises from electromagnetic scattering analysis of perfectly conducting bodies [2]. We denote by \( G(|y-x|) = \frac{e^{ik|y-x|}}{4\pi|y-x|} \) the Green’s function of the Helmholtz equation, by \( \vec{j} \) the unknown current distribution on the surface of the scattering object, by \( \vec{j} \) the test functions, by \( \Gamma \) the boundary of the object, by \( k \) the wave number, and by \( Z_0 = \sqrt{\mu_0/\epsilon_0} \) the characteristic impedance of vacuum (\( \epsilon \) is the electric permittivity and \( \mu \) is the magnetic permeability). Using the method of moments, the discretization of (6.1) over a mesh containing \( n \) edges leads to dense complex non-Hermitian linear systems \( Ax = b \) that are tough to solve by iterative methods. The iteration count of Krylov subspace methods for solving the pertinent linear system typically increases as \( O(n^{0.5}) \) [3].

In Table 4, we show the number of iterations required by various Krylov methods to achieve convergence on one node of a Linux cluster equipped with a quad core Intel CPU at 2.8GHz and 16 GB of physical RAM using a Portland Group Fortran 90 compiler version 9. We carried out the matrix-vector product at each iteration using the \texttt{ZGEMV} routine available in the LAPACK library, and we did not use preconditioning. The choice of robust preconditioners for this problem class is a challenge in its own right and is beyond of the scope of this paper; we refer the reader to, e.g., [4, 2]. In these experiments we relaxed the stopping criterion used in our runs on sparse problems, due to the slow convergence of Krylov methods and to the \( O(n^2) \) cost of the matrix-vector product. For instance, on Example 1 the CORS method was the only solver to achieve a residual reduction of at least eight orders of magnitude within two hours of CPU time. In the experiments of Table 4 the criterion
for success was reducing the residual norm by a factor of $10^{-5}$ instead of $10^{-8}$ as in the first experiments, and the maximum number of matrix-vector products allowed was 3,000 instead of 10,000. The CORS method was the fastest non-Hermitian solver with respect to CPU time on the selected examples. The good efficiency of CORS emerges especially on the two realistic aircraft problems, Examples 3–4. It enabled us to reduce the initial residual to $O(10^{-3})$ without preconditioning within 3,000 iterates. Below this value of tolerance, none of the solvers converged; hence, we report...
only results with the CORS and the restarted GMRES methods in Table 4. This tolerance is considered accurate enough for engineering purposes because it may enable a correct reconstruction of the radar cross section of the object [3]. We also report on the number of iterations and on the CPU time. Another interesting fact about using CORS in this context is that it does not require matrix multiplications by $A^H$, which often necessitates specific algorithmic implementations for dense matrices.

The large spectrum of experiments on real and complex linear systems reported in this study illustrates the favorable numerical properties of the presented Krylov projection technique. The results indicate that competitive computational techniques may be developed from the biconjugate $A$-orthonormalization procedure for solving nonsymmetric linear systems.
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