Tracking of vehicle trajectory by combining a camera and a laser rangefinder
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Abstract This article presents a probabilistic method for vehicle tracking using a sensor composed of both a camera and a laser rangefinder. Two main contributions will be set forth in this paper. The first involves the definition of an original likelihood function based on the projection of simplified 3D vehicle models. We will also propose an efficient approach to compute this function using a line-based integral image. The second contribution focuses on a sampling algorithm designed to handle several sources. The resulting modified particle filter is capable of naturally merging several observation functions in a straightforward manner. Many trajectories of a vehicle equipped with a kinematic GPS have been measured on actual field sites, with a video system specially developed for the project. This field input has made it possible to experimentally validate the result obtained from the algorithm. The ultimate goal of this research is to derive a better understanding of driver behavior in order to assist road managers in their effort to ensure network safety.
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1 Introduction

We present an online vehicle trajectory tracking method using a sensor composed of a color camera and a one-dimensional scanning laser rangefinder. The objective of this system is to accurately estimate the trajectory of a vehicle traveling through a curve. The research reported herein lies within the scope of a French ANR-PREDIT project.

The sensor, installed in a curve, is composed of three cameras placed on a tower approximately 5 m high to cover the beginning, middle and end of the curve, in addition to a scanning laser rangefinder laid out parallel to the ground. Since the cameras offer only limited coverage, their observations do not overlap and we will be considering in the following discussion that the system can be divided into three subsystems, each composed of a camera–rangefinder pair, with the calibration between each pair performed by means of rigid transformations, which will not be addressed in the present article. The object-tracking procedure is intended to estimate the state of an object at each moment within a given scene, based on a scene observation sequence. Tracking methods can be broken down into two major categories: the first concerns off-line or non-causal tracking, for which the state estimation at a given time uses the entire observation sequence [5]. The second category relates to online or causal tracking, for which the state of the object at a given point in time has been estimated as a function of the record of past and current observations and the record of past states [9]. This second category may also encompass the notion of realtime when the period necessary to estimate a state is shorter than the sensor acquisition frequency. The method described herein would be classified as a causal method.

In this article, we are proposing a solution based on a probabilistic formalization of the tracking problem with a stochastic framework (particle filter). The literature, which contains many references in the areas of vision and data
merging, proceeds with the recursive time estimation of a state through application of Monte-Carlo methods [1].

The rest of the article has been divided into four parts. The first will discuss the tracking principle, on the basis of a probabilistic model. The next part will focus on the likelihood functions proposed for estimating the weights associated with the particle set. The third part will provide a detailed description of our proposed sampling method (called multisource sampling). The last section will then present the measurement campaign conducted for the purpose of quantifying method accuracy and robustness. A large number of trajectories could be estimated and a kinematic GPS was used to determine the actual field values associated with each trajectory.

2 Related work

Recently, traffic video surveillance has become an important topic in the intelligent transport systems (ITS), so vehicle detection, description, and/or recognition have been an active research field. Most of the solutions assume that the camera is at a high angle. Tracking vehicles from a static camera is challenging for several reasons:

- Outdoor vision tracking solutions must handle with variation of illumination and with shadows.
- Generic model based approaches are complex solutions due to the huge appearance variability of the vehicle class.
- Tracking several vehicles simultaneously implies to be able to handle with mutual occlusions.

Tracking objects from a static camera often uses a background/foreground subtraction [17]. In outdoor environment such method must handle with variations of illumination conditions and shadow. In [24], Stauffer et al. propose a parametric model with a temporal update. The resulting solution deals efficiently with small illumination variations. In [22], Sheikh and Shah propose a Bayesian based approach for object detection in dynamic scenes using correlation that exists between neighborhood pixels within non-parametric distribution models. Moreover, detecting shadow can be done by color based analysis [10] and injecting temporal information into the models [18].

Many object descriptions can be used in order to obtain a model of a vehicle. Some approaches are based on a generic model, used to detect, then track the vehicle, from a luminance [2] or Haar Waves based model [3,21]. 3D wireframes models have been also used but they require to define many models associated to different types of vehicles [8,14,15,25,27]. In [19] a non-rigid 3D model is used into a EM based contour tracking. Recently, Kanhere et al. [12] have proposed an interest points based method to segment and track vehicles. The method presented here uses a 3D simplified model of a vehicle, projected into the image, and then compared to the background/foreground subtraction map to provide an efficient observation function.

In [11], Kamijo et al. propose a probabilistic model to track multiple vehicles with spatio-temporal Markov random fields. Recently, stochastic methods [13,23] have been presented to handle with real-time multi object tracking. In [26] Yu et al. propose a Monte Carlo Markov Chain method to estimate, from a video, global trajectories of the vehicles.

In this paper, we propose a probabilistic framework to solve the problem of online vehicle trajectory estimation. The trajectory is modeled by a random state vector and the distribution associated to this random vector is approximated in a sequential scheme with a particle filter. Since the trajectory is highly driven by the kinematic model of the vehicle, we propose to inject this model within the dynamics associated to the filter. Moreover, an original data fusion sampling algorithm is proposed to handle with several observation functions.

3 Principle of the method

This section will set forth the principle behind the trajectory tracking method.

The core of this proposed method (see Fig. 1) consists of a recursive filter that has been formalized stochastically (using a particle filter). The vehicle state is represented by its corresponding bicycle model. The prediction function adopts the hypothesis of a constant driving angle acceleration and speed. A 3D geometric model of the vehicle, projected onto the image, is then compared with image data described by a probabilistic shape assimilation map. The observation function also comprises a likelihood function that reflects the consistency of telemetric data with respect to the hypothesis.
The filter is able to produce, at each iteration, an estimation of the vehicle state (position, heading direction, speed, steering angle).

3.1 Background extraction

The majority of methods for tracking objects within a static scene introduce a background extraction step, which consists in a binary case of ascribing each image pixel a “Background/Foreground” class. Most of these assignments are statistical, which forwards the hypothesis that each pixel may be modeled by a random variable capable of assuming either the “Background” or “Shape” state. Stauffer and Grimson [24] proposed employing a parametric Gaussian mixture model (GMM) in order to depict the probability density associated with each pixel. It is also possible to use a nonparametric (GMM) in order to depict the probability density associated with each pixel. It is also possible to use a nonparametric approach adopted herein.

Let $I_t$ be an image acquired at time $t$, and $y_t(u) \doteq \{y_t(i, u)\}_{i=1,2,3}$ the function that provide information on pixel $u$ of the CCD sensor according to the three colorimetric components: Red, Green and Blue. Each pixel constitutes a discrete random variable capable of assuming one of the two following states: (1) “Background” ($\omega_1$), and (2) “Foreground” ($\omega_2$).

3.1.1 Background model

We propose a discrete model for the likelihood $p(y_t(u)|\omega_1)$ by marginalizing the three color planes, given that: (1) parametric methods in most cases use a Gaussian modeling approach; and (2) the space discretization of parameters is very costly in terms of computation time and memory space requirements. Now, let’s express $b_t(u) \doteq \{b_t(i; u)\}_{i=1,\ldots,3}$ as the histogram associated with color vector $y_t(u)$ of position $u$ in the image at time $t$. It then becomes possible to approximate the likelihood function $p(y_t(u)|\omega_1)$ by:

$$p(y_t(u)|\omega_1) = \prod_{i=1}^{3} p(y_t(i; u)|\omega_1)$$

with:

$$p(y_t(i; u)|\omega_1) \approx K \sum_{j=1}^{N} q_t^b(i, j; u) d(b_t(i; u) - j),$$

where $d$ represents the Kronecker function and $K$ a constant assigned to standardize the term (dependent on $i$ and $u$). $\sum_{j=1}^{N} q_t^b(i, j; u) = 1$, $q_t^b(i, j; u)$ is a weight function associated with the discrete model of the likelihood function $p(y_t(u)|\omega_1)$. The model evolves in sync with this weight function. $q_t^b(i, j; u)$ is updated with each image by application of the following AR equation:

$$q_{t+1}^b(i, j; u) = \frac{1}{1 + \alpha} [q_t^b(i, j; u) + \alpha d(b_{t+1}(i; u) - j)]$$

(3)

3.1.2 Shape model

The shape model is defined by the likelihood of assimilation in the shape category $p(y_t(u)|\omega_2)$. Even though statistically speaking, some pixels (e.g., those positioned above the horizon line) display a smaller probability of belonging to this shape, we are considering herein that the likelihood of assimilation to the shape category does not depend on the position of the observed pixel. It thus becomes possible to approximate the likelihood function $p(y_t(u)|\omega_2)$ by:

$$p(y_t(i; u)|\omega_2) \approx K \sum_{j=1}^{N} q_t^f(i, j) d(b_t(i; u) - j),$$

(4)

The weights $q_t^f(i, j)$ represent a distribution discretization, which has been marginalized a priori from the color of the shape object being sought. When no information is available on the model of objects present in the foreground, an equal probability hypothesis is to be considered. In this particular case, the terms $q_t^f(i, j)$ stem from color histograms of the tracked object, as extracted during an initialization phase.

3.1.3 Probabilistic shape assimilation map

A probabilistic shape assimilation map is generated from the likelihood ratios $p(y_t(i; u)|\omega_2)/p(y_t(i; u)|\omega_1)$. By expressing this ratio in log-likelihood form, it becomes possible to build a pseudo-image of the log-likelihood ratio in which the value associated with the pixel located at coordinates $u$ is calculated using the following $l_{m,t}(u)$ function:

$$l_{m,t}(u) \doteq \log (p(y_t(i; u)|\omega_2)) - \log (p(y_t(i; u)|\omega_1))$$

(5)

3.2 Particle filter

Vehicle trajectory is estimated recursively using a nonlinear filter, whose resolution entails a widespread stochastic method for vision applications: the particle filter. This choice is dictated by the nonlinear nature of the system. Particle filtering [1,16] is based on an estimation of the a posteriori probability density $p(X_t|Z_{0:t})$ of state $X_t$, conditioned by the historical record of measurements $Z_{0:t}$, at time $t$, by a set of
Implementing a particle filter necessitates defining three models: (1) a state model that serves to define the kinematic characteristics of the object to be tracked; (2) an evolution model that defines the state of an object at a given point in time depending on the state at the previous point in time; and (3) an observation model that defines a measurement between a state hypothesis and the observations. The state and evolution model are presented in the following sections and the observation model (the core of the method) is detailed in Sect. 4.

### 3.2.1 State model

The state model, which identifies the trajectory characteristics to be tracked, must integrate the constraints related to vehicle kinematics. We are proposing to use a bicycle type of model and then recognize and focus on many behavioral and stability properties. The hypotheses inherent in this model are as follows:

- no transfer of lateral load; the vehicle is thus compressed onto a single path,
- no longitudinal transfer,
- no roll or pitch motion,
- tires in a linear configuration,
- constant forward speed \( V \),
- no aerodynamic effects,
with $P_t \doteq (x_t, y_t)$ representing the vehicle position and $v_t$ the vehicle speed within the world coordinate system.

### 3.2.2 Prediction model

The bicycle-type kinematic model applied to each particle evolves according to the following nonlinear form:

$$
x_{t+1} = x_t + T.v_t \cos(\beta_t)
$$

$$
y_{t+1} = y_t + T.v_t \sin(\beta_t)
$$

$$
\beta_{t+1} = \beta_t + T.\frac{v}{L} \tan \delta_t
$$

$$
\delta_{t+1} = \delta_t + T.b_{\delta}
$$

$$
v_{t+1} = v_t + T.b_a
$$

with $b_{\delta} \sim N(0, \sigma_{\delta})$ and $b_a \sim N(0, \sigma_a)$. The two terms $\delta$ and $a$ are randomly distributed (according to a Gaussian), while the terms $\sigma_{\delta}$ and $\sigma_a$ represent, respectively, the speed deviation range in the front wheel steering angle and the acceleration range, as performed by a standard vehicle during sampling period $T$.

### 3.3 Initialization

The filter initialization process consists of ascribing a hypothesis to each filter particle, such that the entire set of particles offers a stochastic representation of the density associated with the particular state, at the initial time. The vehicle position on the road pavement is initialized based on observations generated from the first image. The steering angle is initialized from an a priori distribution calculated as a function of characteristics describing the target curve. The heading direction is initialized using an a priori distribution calculated with respect to curve position and characteristics. The speed is calculated by the rangefinder at initial position of the vision process, the two sensors being synchronized temporally.

Determining the a priori distribution on the vehicle position relies upon a method for detecting cluster centers, which associates an assimilation probability at the cluster center with each pixel labeled “Shape”.

To proceed with this method we take the hypothesis $\alpha \ll 1$ and a pixel becomes “Background” should its value remains stable for an image number $k \gg \alpha$. Then, equation 2 can be simplified and the set of shape pixels $F_t$ are built by means of thresholding the likelihood function associated with the background assimilation:

$$
F_t \doteq \bigcup_{u \in F} \{u | p(y|u)(\omega_1) < k.\alpha\} \tag{9}
$$

Typically $k = 25$ and $\alpha = 0.01$. This probability is obtained from a non-parametric model based on Parzen estimators [4]:

$$
\pi^n \propto p(Z_t|X_t = X^n_t) \approx \frac{1}{|F_t|} \sum_{u \in F} \varphi(p^n_t, u) \tag{10}
$$

where $\varphi(p^n_t, u)$ is a Gaussian kernel defined by:

$$
\varphi(p^n_t, u) = \frac{1}{(2\pi)^{1/2}|\Sigma|^{1/2}} \exp \left[ -\frac{1}{2} (p^n_t - u) \Sigma^{-1} (p^n_t - u) \right] \tag{11}
$$

Given a calibrated camera, projection of a 3D simple model of the vehicle on the ground plane is achieved. The resulting projection defines a closed shape into the image (approximated by a convex hull). $\Sigma$ is then defined as the covariance matrix computed from all points within the convex hull. In consequence, $\Sigma$ depends on the estimated vehicle projection size in the image plane; as the vehicle approaches the camera, its size grows in the image. Figure 3 shows the assimilation probability distribution at the cluster center for the background/shape extraction example. In order to decrease the computation time, a look up table given $\Sigma$ according to the position of the vehicle is built offline. Moreover, this offline step is possible by approximating that $\Sigma$ is a diagonal matrix ($x$-position and $y$-position of the points are independent). This is a rapid and rough method to approximate the kernel parameter $\Sigma$. 

![Fig. 3 Illustration of the method for searching the “Shape” point cluster center. Each pixel of the set of “Shape” points displays an assimilation probability at the cluster center. The right-hand side figure is an image of the probability of belonging to the cluster center; as the pixel color becomes redder, the associated weight rises.](image-url)
The complexity of this method lies in $O(n^2)$. In [7], we have proposed a stochastic approach in order to reduce the cost of running this algorithm.

The position part $(P_i^n)$ of the filter is initialized as a function of Eq. (10). Figure 4 displays an example of an initialized particle set. To improve this initialization, the filter is iterated on the first image, by noising just the position and heading as well as by applying the observation model described in the next section.

The shape model (marginalized color histogram $q_i^n$) can then be built from the pixels belonging to the estimated vehicle.

4 Observation function

The proposed observation function utilizes the measurements provided by the two available sensors (i.e., color camera and 1D scanning laser rangefinder). A likelihood function must be defined for each sensor.

4.1 Vision likelihood function

The likelihood function proposed herein relies upon a simplified three-dimensional geometric model of the vehicle, as depicted in Fig. 5. This model is composed of two nested parallelepipeds. In a general case, the model may be more complex and contain $P_M$ parallelepipeds. Let $M(R_0) = \{M_i^{(R_0)}\}_{i=1,\ldots,N_M}$ represents the model’s set of cube vertices ($N_M = 8 \times P_M$), expressed within a coordinate system associated with model $R_0$. This coordinate system is selected such that the three axes all lie in the same direction as that of the coordinate system associated with scene $R_m$. For a given particle $X_i^n$, the likelihood (weighting) calculation is determined as the product of the shape/background likelihood ratios located inside the vehicle model projection in the image.

\begin{align}
\tilde{m}_i & \propto C_e \cdot (R_w)^T(R_0)(X_i^n)^T.M_i^{(R_0)} \tag{12}
\end{align}

with $\tilde{M}$ homogeneous coordinates associated with point $M$; $C_e$ is the camera projection matrix, and $(R_w)^T(R_0)(X_i^n)$ the homogeneous transformation matrix between the world coordinate system and the system associated with the 3D model (cf. Fig. 5). This matrix, which depends on $X_i^n$, may be simply written as:

\begin{align}
(R_w)^T(R_0)(X_i^n) = \begin{pmatrix}
\cos(\theta) & -\sin(\theta) & 0 & x_i^n \\
\sin(\theta) & \cos(\theta) & 0 & y_i^n \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix} \tag{13}
\end{align}

The set $M(R_i) = \{m_i\}_{i=1,\ldots,N_M}$ is thus built based on the projection of 3D model points within the image.

Let $E(M(R_0); X_i^n) = \{e_i\}_{i=1,\ldots,N}$ ($e_i = (x_i^n, y_i^n)$ as coordinates of $e_i$ in the image plane) be the list of convex hull points.\footnote{Calculation of the convex hull will not be developed in this article; the calculation procedure is conducted using a classical algorithm with a complexity expressed in $O(N \cdot \log N)$.} We will now define $E_i^n = E(M(R_0); X_i^n)$ in order to streamline notations. The likelihood calculation may be performed efficiently by use of a line-by-line integral image derived from the log-likelihood ratios calculated in Eq. (5) p. 9. Since the concept of integral image is often used in computer vision to increase performances, it can not be used directly here because the shapes are not combination of rectangles. So, we propose to extend the concept of integral image.
image to line-by-line integral image. The resulting image is build using integration along the current raw of the image (each raw is independent) and the likelihood calculation is:

\[ l_{i,t}(x, y) = \sum_{i=1}^{x} l_{m,i}(i, y) \]  \hspace{1cm} (14)

Points \( e_i \) are categorized by pairs featuring the same \( y \)-coordinate values, such that:

\[ E^n = \{ (x^1_i, y^c), (x^2_i, y^c), (x^3_i, y^c + 1), (x^4_i, y^c + 1), \ldots, (x^N_{i-1}, y^c + N/2), (x^N_i, y^c + N/2) \} \]  \hspace{1cm} (15)

Convex hull coding within the set \( E^n \) necessitates a shape discretization along the image lines. Moreover, special attention needs to be paid to coding the upper and lower extremities. On the other hand, it is not at all necessary to sort points positioned on the same line. A compliance measurement relative to a convex envelope is calculated in the integral image by application of the following relation:

\[ a(E^n) = \sum_{j=1}^{N/2} [2(l_{i,t}(e_{2j}) - l_{i,t}(e_{2j-1})) - (x^N_{2j} - x^N_{2j-1})] \]  \hspace{1cm} (16)

Figure 6 describes the principle behind the likelihood calculation method using the integral image. A line-by-line scanning is performed as part of this method.

The vision weight associated with each particle is directly correlated with \( a(E^n, I_I) \) by means of the following expression:

\[ \pi_{n,v} \propto p(Z_t | X_t = X^n_t) \equiv \max(0, a(E^n)) \]  \hspace{1cm} (17)

### 4.2 Telemetric likelihood function

The telemetric sensor provides, on a horizontal plane, the distance from the first obstacle with a resolution of \( 1^\circ \). The intersection of the laser beam with a vehicle yields a set of points; for each particle, a model is now available for calculating the laser echoes generated from the intersection of the beam with the simplified 3D model of the projected vehicle in the world coordinate system. The likelihood associated with the telemetric observation can then be calculated from a modified Hausdorff distance (denoted \( d_h \)) between the actual and simulated echoes (cf. Fig. 7) using the following expression:

\[ \pi_{n,l} \propto p(Z_t | X_t = X^n_t) \equiv \exp(-\lambda_t d_h) \]  \hspace{1cm} (18)

where \( \lambda_t \) is an adjustment parameter (typical value is 20).

### 5 Multi-source sampling

When the observation function is composed of terms stemming from multiple sources, it becomes necessary to lay out a strategy for combining these terms. A classical approach consists of assembling a weighting function composed of a combination of observations generated from each source. The choice of merge operator often takes place empirically. We propose an alternative to this approach, which calls for performing the combination step as part of the particle filter re-sampling step.
Upon observation, the filter may be represented by a set of $N$ particles with an associated weight vector: $\{X^{(i)}, \pi^{(i)}\}_{i=1,...,N}$. The weight vector $\pi^{(i)}$, of size $M$ in correspondence with the number of sources, is composed of the individual particle weight estimated by each source. To facilitate comprehension, the notations contained in the remainder of this section will omit the time index $t$.

5.1 Principle

Multi-source sampling entails generating a new particle set, by implementing a three-step approach:

1. $M$ particles are sorted (one for each source) according to an importance sampling strategy associated with each source (importance sampling). The output of this step consists of a set of $M$ candidate particles along with their respective weight vector $\{X^{(i)}, \pi^{(i)}\}_{i=1,...,M}$.

2. A confidence vector, of dimension $M$, is built using likelihood ratios estimated for each candidate particle (this calculation will be detailed in the following discussion).

3. The chosen particle is derived from a selection performed among candidate particles by applying an importance sampling strategy on the confidence vector.

These three steps are then repeated a total of $N$ times in order to obtain the complete set.

5.2 Confidence vector

In the following section, we will describe in detail the second step of this multi-source sampling procedure, which is aimed at building a confidence vector associated with the set of candidate particles. The underlying principle consists of calculating the product of likelihood ratios between weights of the same source, for each pair of candidate particles.

As an example, in the three-sensor case, three candidate particles are drawn; for each particle, a likelihood ratio product is calculated, which for the first candidate particle yields:

$$r_1 = \frac{\pi_1^1 \cdot \pi_2^1 \cdot \pi_3^1}{\pi_1^2 \cdot \pi_2^2 \cdot \pi_3^2}$$

(19)

where $\pi_i^j$ represents the $j$th component of vector $\pi^i$. In the case of a blind source (i.e., the values returned by the observation function associated with this source are constant), those likelihood ratios in which the source is present equal one and do not exert any influence on the calculation of terms $r_i$. In a general case, it is preferable to introduce log ratios, which makes it possible to compute a vector $\mathbf{C}$, a coefficient that results in the sum of its elements equaling one.

$$C_\pi = \frac{1}{M} \sum_{i=1}^{M} \mathbf{1}_{\pi_i}$$

where $\mathbf{1}_{\pi_i}$ is the log of vector $\pi_i$ and $\mathbf{1}_{(1 \times M)}$ is a matrix composed of a single line and $M$ columns all containing one.

By setting $C_\pi = \frac{1}{M} \sum_{i=1}^{M} \mathbf{1}_{\pi_i}$, $\mathbf{1}_r$, the following may be written:

$$\mathbf{1}_r = M \begin{pmatrix} \mathbf{1}_{(1 \times M)} (\log \pi_1 - C_\pi) \\ \mathbf{1}_{(1 \times M)} (\log \pi_2 - C_\pi) \\ \vdots \\ \mathbf{1}_{(1 \times M)} (\log \pi_M - C_\pi) \end{pmatrix}$$

(20)

Confidence vector $\mathbf{c}$ is obtained by normalizing $\mathbf{r}$ through a coefficient $C_r$ that results in the sum of its elements equaling one.

$$\mathbf{c} = C_r \exp (\mathbf{1}_r)$$

(22)
Fig. 8 Illustration of multi-source sampling method operations for 2 different scenarios (one in each column). In the left column, from top to bottom: the first two curves represent the source response (observation). The third shows the result of a weight-based importance sampling, calculated as the product of weights from the two sources. In the fourth curve, this weight-based importance sampling result is generated by summing weights from the two sources. The last curve then displays the result of our proposed multi-source sampling method.

Algorithm 2 Multi-source sampling

Input: Particle set and associated weight vector \(\{X^{(i)}, \pi_i\}_{i=1,...,N}\), \(M\) sources

for \(n = 1\) to \(N\) do
  - Choose \(M\) candidate particles on the basis of \(\{X^{(i)}, \pi_i\}_{i=1,...,N}\) and build \(\{X^{*}(j), \pi^*(j)\}_{j=1,...,M}\) where \(X^{*}(j)\) is derived from an importance sampling drawn on source \(j\) weights;
  - Calculate vector \(l_r\) based on Equation 21, and then calculate confidence vector \(c = C_r \exp(l_r)\)
  - Select the designated particle \(X^{(o)}\) from among the candidate particles by proceeding with an importance sampling drawing.
end for

Output: Particle set \(\{X^{(o)}\}_{i=1,...,N}\) composed of the selected particles.

6 Experimental validation

This section will present the experimental campaigns carried out in order to validate the trajectory tracking method.

The video system developed as part of the SARI project has made it possible to continuously record three color 640 × 480 video streams (cf. Fig. 9), at a frequency of 30 fps, over a several-day period along with data recorded by a scanning telemetry sensor. The calibration between sensors enables expressing all measurements within a common absolute coordinate system tied to the GPS sensor coordinate system, which provides the actual situation in the field.

In order to assess the level of measurement accuracy, a Peugeot 406 type vehicle, equipped with a kinematic GPS accurate to within a centimeter, has been used.

This vehicle traveled through the test section 20 times along various trajectories at speeds ranging from 40 to 80 km/h. The results listed here are aimed at examining system accuracy as a function of travel speed. Computed trajectories were then compared with trajectories estimated by a vision-only approach, a rangefinder-only approach and an approach merging the two sources. The error was quantified as the average distance between each estimated vehicle position and the straight line passing through the two closest GPS points. For each test, at least five vehicle passes were car-
ried out, which enabled deriving a very rough statistic on the recorded measurements. For the tests actually conducted, the vehicle has been tracked in a curve over a distance of approximately 100 m. The vehicle model used for these purposes comprises a single cube. Finally, according to the empirical results of the Table 2, for every tracking, we decide to use 150 particles.

Figure 10 shows a tracking example from the test campaign carried out as part of this research. The model corresponding to vehicle localization has been re-projected onto the current image. For the left-hand column, the method makes exclusive use of data stemming from the vision sensor. The middle column reflects results based solely on telemetric data. The green crosses correspond with the simulated laser firings re-projected onto the image, while red crosses indicate the actual re-projected laser data. Lastly, for the right-hand column, the method employs both sensors. It is observed that at the beginning of the curve, the vision estimation tends to be rather poor; this is due to the presence of another vehicle crossing the tracked vehicle, thus producing noise in the background/shape extraction. As the vehicle moves away from the sensor, the telemetric approach reveals its flaws, caused by a decrease in the number of laser echoes returned by the vehicle. The approach merging these two sensors allows taking advantage of the accurate information provided by the laser sensor upon entering the curve and then that provided by the vision sensor when exiting the curve.

Table 1 presents the average error and related standard deviation versus vehicle speed. It can be noticed that the level of accuracy varies only slightly with respect to the tested speed range. Moreover, the two-sensor merge serves to significantly improve this accuracy, which lies on the order of 15 cm with a standard deviation of approximately 10 cm.

It may be remarked that merging the two sensors serves to considerably improve estimation precision. Actual field values have been furnished by a kinematic GPS type of sensor.

<table>
<thead>
<tr>
<th>Speed (km/h)</th>
<th>Vision Ave/std</th>
<th>Rangefinder Ave/std</th>
<th>Sensor merge Ave/std</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>0.25/0.18</td>
<td>0.65/0.54</td>
<td>0.17/0.10</td>
</tr>
<tr>
<td>60</td>
<td>0.19/0.16</td>
<td>0.72/0.67</td>
<td>0.09/0.06</td>
</tr>
<tr>
<td>80</td>
<td>0.18/0.15</td>
<td>0.33/0.22</td>
<td>0.14/0.10</td>
</tr>
</tbody>
</table>

One of the most important parameters of Monte-Carlo methods concerns the sampling size. Table 2 shows the precision of the tracking according to the number of particles used into the stochastic filter. In a first step, the precision decreases when the number of particles increases from 50 to 150. Then, in a second step, the precision remains constant when the number of particles is up to 150.

Note that these results come from the right camera, but are extensive to the others cameras. The calibration phase is the same for all the system and the reference frame is absolute. Figure 11 shows the three sensors merging with the ground truth.

7 Conclusion: prospects

This article has set forth a method for estimating vehicle trajectories by use of a sensor composed of a color camera and a 1D scanning laser rangefinder. Based on a time monitoring approach formalized by a particle filter, the algorithm has output, at every point in time, an estimation of vehicle state (position, direction, speed, driving angle). We have proposed an original likelihood function that can be evaluated efficiently through the use of a line-by-line integral image. We also introduced an alternative to importance sampling, as classically employed in particle filters. This method has made it possible to implicitly merge observations stemming from different sources. The resulting behavior proves to be better than the classical techniques that rely upon combining weights using algebraic operators.

The experiments conducted have enabled quantifying the precision associated with the proposed approach, thanks to generating actual field values (using a kinematic GPS accurate to within 1 cm). The accuracy obtained lies on the order of 20 cm. These tests have also served to demonstrate the contribution offered by merging vision with telemetry.

Upcoming research will primarily be focused on improving the background subtraction method, which has the potential to introduce bias due to the presence of a vehicle shadow projected onto the pavement [20].

The method discussed in this article is currently operating within the scope of an ANR-PREDIT project. For the
Fig. 10 Tracking example drawn from the testing campaign performed as part of this research (for the right camera). The model corresponding to vehicle localization is re-projected onto the current image. For the left-hand column, the method is confined solely to data stemming from the vision sensor. For the middle column, the method uses only the telemetric data, with the green crosses corresponding to simulated laser firings re-projected onto the image and red crosses indicating actual re-projected laser data. The right-hand column depicts method application by combining the two sensors.
Table 2: Precision for the right camera (error and standard deviation of error between the estimated trajectory and the GPS one) of the proposed method, for several dimensions of the particle set

<table>
<thead>
<tr>
<th>Num. of particles</th>
<th>50</th>
<th>100</th>
<th>150</th>
<th>200</th>
<th>300</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>0.61</td>
<td>0.22</td>
<td>0.13</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td>Std.dev.</td>
<td>0.61</td>
<td>0.24</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
</tr>
</tbody>
</table>
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