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#### Abstract

Real-time radial velocity estimation is a key challenge for moving target imaging and location in current single-antenna synthetic aperture radar (SAR)-ground moving target indication systems. Since the conventional methods suffer from ambiguity, complexity realization, or heavy computation load for fast moving target motion estimation, this paper emphasizes the estimation efficiency by simple realization. An efficient Radon transform (RT) estimation is proposed to estimate the radial velocity of fast moving target by utilizing the geometry information, and much more geometry information is exploited to realize clutter cancellation, noise cancellation, and estimation error minimizing in the RT domain, which is not proposed by the others. With only two to four angles used to calculate rather than search for the radial velocity of moving targets, the proposed methods simplify the conventional range and angle (2-D) searching procedure into several time range (1-D) searching procedure efficiently. The theoretical and experimental analysis provides qualitative and quantitative evaluations into the effectiveness of the proposed methods. In the single-antenna SAR system, the proposed methods can estimate the radial velocity of fast moving target efficiently and accurately in high signal to clutter plus noise ratio scenarios.


Index Terms-Efficient estimation, geometry information, radial velocity estimation, Radon transform (RT), synthetic aperture radar (SAR)-ground moving target indication (GMTI).

## I. Introduction

SYNTHETIC aperture radar (SAR)-ground moving target indication (GMTI) is widely used in civilian and military areas with increasing requirements [1]-[5]. Moving target imaging and localization in the SAR image are very meaningful for recognizing and tracking targets [6], [7]. Due to the radial velocity, the moving target is not only induced by severe range walk [8], [9] but also azimuthally displaced in the final SAR image [10], [11], which is not beneficial for moving target

[^0]imaging and localization. Moreover, mismatch between the estimated radial velocity and its real value increases the burden on recognition and degrades the localization and tracking performance decisively. Herein, as the essential prerequisite parameter, the radial velocity of moving targets should be estimated accurately. However, the existing radial velocity estimation methods described afterward suffer from ambiguity, complexity realization, or heavy computation load. Consequently, unambiguous and efficient radial velocity estimation is a key challenge for the current low complexity realization SAR systems, particularly for single-channel SAR systems. In this paper, by utilizing the single-channel SAR, we focus on unambiguously and efficiently estimating the radial velocities of fast moving targets which move one range resolution at least in the synthetic aperture time.

Skilled at clutter suppression, multichannel SAR is routinely used to estimate the radial velocity of moving targets. It is well known that the radial velocity can be estimated directly from the interferometric phase obtained by the along-track interferometry (ATI) [12], [13]. However, the ATI-based radial velocity estimation methods suffer from phase wrapping. Conventionally, multifrequency antenna array SAR [14] or velocity SAR [15] is adopted to increase the estimated maximum unambiguous radial velocity. However, these burden the system realization seriously. On the other hand, characterized by much simpler and cheaper realization, the single-channel SAR-GMTI system which is easy to be deployed in satellites [16] is studied with continuing interest. For single-channel SAR systems, the Doppler shift induced by the radial velocity can be used to estimate the radial velocity. Nevertheless, ambiguity occurs when the Doppler shift exceeds half of the pulse repetition frequency (PRF), and thereby, increasing PRF [17] and multiple PRFs [18], [19] are used to release the limitation. However, increasing PRF not only shortens the unambiguous range swath but also burdens on data memorizing, and multiple PRFs require much more complex imaging algorithm, which should not be encouraged and generalized in modern agile and efficient SAR systems [6].

Given the disadvantages of the aforementioned phase-based estimation methods, some authors propose the ambiguity-free amplitude-based methods to estimate the radial velocity unambiguously. Range cell migration correction is used to find the matched radial velocity by searching any possible values. In addition, the skewed trajectory of moving targets (i.e., the
range walk) due to the radial velocity in the range compression domain can also be utilized to estimate the radial velocity. Capable of estimating the skewed angle of straight line in the 2-D plane, Radon transform (RT) is often used to estimate the range walk angle of the moving target, and then, the radial velocity can be obtained [20]. In the conventional RT estimation (CRTE) method, angles and ranges are searched in the 2-D plane to find the best matched angle. However, the 2-D searching operation brings heavy computation load. Moreover, it is noteworthy that the searching step size of angles influences not only the computation complexity but also the estimation accuracy [8]. Therefore, the tradeoff between the estimation accuracy and the computation complexity should be handled in the CRTE method. As is known, both of the heavy computation load and the tradeoff restrict the application of the CRTE method in practice, especially for the real-time estimation. In order to remedy the disadvantages of the CRTE method, multiple angle searching steps, instead of a single step, are used to find the best matched angle: A larger step is used to find the approximate interval of the best matched angle with low computation complexity, and then, a smaller step is used to search a much more accurate range walk angle in the obtained interval for radial velocity estimation. Moreover, the radial velocity can be expressed by its baseband velocity $v_{r b}$ and the ambiguity number $M$ as $v_{r}=v_{r b}+M \cdot v_{r \text { max }}$, where $v_{r \text { max }}$ is the estimated maximum unambiguous radial velocity. Since the baseband velocity is proportional to the baseband Doppler centroid, which can be estimated by [21], only several possible ambiguity numbers are used to search for the matched ambiguity number [22]-[24], and then, the radial velocity can be obtained.

Different from the searching-based estimation methods, an efficient RT estimation (ERTE) method is proposed to reduce the heavy computation load. By utilizing the geometry information in the RT domain, the best matched range walk angle is calculated by only two angles rather than by searching all possible angles. Therefore, the proposed method simplifies the original 2-D searching operation into only two times 1-D searching operation. Therefore, the heavy computation load is reduced effectively, and the tradeoff between the computation complexity and the estimation accuracy is avoided simultaneously. Real circumstances with clutter, noise, and estimation error due to angle selection are analyzed, and the corresponding robust methods are also proposed by exploiting the geometry information further.

This paper is organized as follows. Section II reviews the RTbased radial velocity estimation for moving targets. Section III describes the ERTE method in the absence of both clutter and noise. Section IV analyzes the real circumstance with clutter, noise, and estimation error, and the corresponding robust methods including clutter suppression RT estimation (CSRTE), noise background RT estimation (NBRTE), and angle learning RT estimation (ALRTE) are presented, respectively; afterward, a unified robust RT estimation (URRTE) is given by incorporating the three robust methods together. Section V shows the simulation and real data process to demonstrate the validity of the proposed methods. Section VI concludes this paper and develops further research.


Fig. 1. Geometry of a moving target in the single-antenna SAR system.

## II. Signal Model

The ideal circumstance without clutter and noise is analyzed in this section, while the clutter and noise background would be discussed in Section IV. A typical side-looking single-antenna SAR configuration with a ground moving target is shown in Fig. 1. During the synthetic aperture time $T_{a}$, the SAR platform flies with a constant velocity $v$, and the moving target moves with a constant radial velocity $v_{r}$, where the other motion parameters of the moving target are ignored. The instantaneous slant range $R(\eta)$ from the moving target to the SAR platform can be obtained from the geometry, which can be expressed by the following second-order approximation in the Taylor expansion at $\eta=0$

$$
\begin{equation*}
R(\eta) \approx R_{0}+v_{r} \eta+\frac{v^{2}}{2 R_{0}} \eta^{2} \tag{1}
\end{equation*}
$$

where $\eta$ denotes the slow time in azimuth and $R_{0}$ is the nearest slant range from the moving target to the SAR track. After range compression and range curvature correction [25], the signal of the moving target can be rewritten as

$$
\begin{align*}
s(\tau, \eta)=\sigma_{s} A \cdot \operatorname{sinc}[ & \left.B_{r}\left(\tau-2\left(R_{0}+v_{r} \eta\right) / c\right)\right] \\
& \cdot \operatorname{rect}\left[\frac{\eta}{T_{a}}\right] \exp \left(-j 4 \pi f_{c} R(\eta) / c\right) \tag{2}
\end{align*}
$$

where $\sigma_{s}$ is the complex reflection coefficient of the moving target, $A$ is the range compression gain, $B_{r}$ is the bandwidth of the transmitted linear frequency modulated signal, $\tau$ is the fast time in range, $f_{c}$ denotes the carrier frequency, and $c$ is the speed of light.

The result of (2) is shown as Fig. 2(b), where the range walk due to the radial velocity occurs. It is well known that the range walk is not conducive to moving target imaging, and the radial velocity of the moving target should be estimated to correct the range walk. It should be pointed out that the radial velocity of the moving target is contained in the amplitude information of (2), so the amplitude information is used to estimate the radial velocity. For the amplitude-based estimation method, the moving targets to be estimated should move across one range resolution $\rho_{r}$ at least in the synthetic aperture time (i.e., $\left|v_{r}\right| T_{a} \geq \rho_{r}$ ), so the minimum estimated radial velocity can be given by the following mathematical form:

$$
\begin{equation*}
\left|v_{r, \min }\right|=\frac{\rho_{r}}{T_{a}} \tag{3}
\end{equation*}
$$



Fig. 2. Sketch of the ERTE method. (a) $\alpha$ - and $\beta$-RTs of moving targets. (b) Range compression result of moving targets. (c) Normalized projections of $\alpha$ - and $\beta$-RTs. (d) Geometric relationship between the LNPs and the range walk angle of moving targets.

As shown in Fig. 2(b), the range walk angle of the moving target is set as $\theta$, and the relationship between the range walk angle and the radial velocity $v_{r}$ can be expressed as

$$
\begin{equation*}
v_{r}=c \cdot \tan \theta \cdot f_{s a} / 2 f_{s r} \tag{4}
\end{equation*}
$$

where $f_{s a}$ and $f_{s r}$ are the PRF in azimuth and the sampling frequency in range. Capable of angle estimation in the 2-D plane, RT can be defined as [26]

$$
\begin{equation*}
S_{R}(\rho, \varphi)=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty}|s(x, y)| \delta(\rho-x \cos \varphi-y \sin \varphi) d x d y \tag{5}
\end{equation*}
$$

where $s(x, y)$ denotes the signal of the moving target located at coordinates of $(x, y),|\bullet|$ is the absolute operation, $\delta(\cdot)$ is the impulse function, and $S_{R}(\rho, \varphi)$ is the $\varphi$-RT with range $\rho$ and angle $\varphi$. As shown in Fig. 2(a), the CRTE method can be summarized as [20]: All RTs of $|s(x, y)|$ are performed first by all possible angles, and the angle corresponding to the peak value of the RT results is obtained as the best matched angle $\theta_{m}$; afterward, the radial velocity of the moving target can be calculated via

$$
\begin{equation*}
\hat{v}_{r, \mathrm{CRTE}}=c \cdot \tan \left(\theta_{m}\right) \cdot f_{s a} / 2 f_{s r} \tag{6}
\end{equation*}
$$

Combining (3) with (6), we can obtain the effective scope of the estimated range walk angles by the RT-based estimation method

$$
\begin{equation*}
\left|c \cdot \tan \theta \cdot f_{s a} / 2 f_{s r}\right|>\frac{\rho_{r}}{T_{a}} \Rightarrow|\tan \theta|_{\min }^{\mathrm{RT}}=\frac{f_{s r}}{B_{r} f_{s a} T_{a}} \tag{7}
\end{equation*}
$$

where $|\tan \theta|_{\text {min }}^{\mathrm{RT}}$ is the tangent value of the minimum estimated range walk angle.

The principle of the CRTE method is simple; nevertheless, the angle and range searching procedure brings heavy computation load. Moreover, the angle searching procedure brings the tradeoff between estimation accuracy and computation complexity to CRTE [27], which would restrict the application of CRTE in practice. Thus, it is significant to exploit much more ERTE, especially for real-time estimation requirements.

## III. ERTE Method

Motivated by relieving the restrictions of the CRTE method, we propose an ERTE method to calculate rather than search the best matched range walk angle of the moving target. Through exploiting the geometry information, the proposed ERTE method realizes radial velocity estimation by utilizing only two angles, which simplifies the original 2-D searching operation into two 1-D searching operations.

## A. Basic Principle of the ERTE Method

In the range compression domain, the trajectory of the moving target with range walk angle $\theta$ is shown in Fig. 2(b). The length of the normalized trajectory measured by a normalized threshold $H_{\theta}$ can be set as $L_{\theta}$. Reanalyzing the RT of (5), we can find that the nature of $\varphi$-RT can be regarded as the projection of the trajectory on angle $\varphi$. In the $\varphi$-RT domain, the length of the normalized projection (LNP) of the $\varphi$-RT result can be measured as $L_{\varphi}$ by the same normalized threshold $H_{\theta}$. Then, we can get the following geometry relationship

$$
\begin{equation*}
L_{\theta}\left|\cos \left(\theta+\left(90^{\circ}-\varphi\right)\right)\right|=L_{\varphi} \tag{8}
\end{equation*}
$$

Given (8) and the conservation of energy law, the moving target energy increases, and the LNP $L_{\varphi}$ shortens as $\mid \theta+$ $\left(90^{\circ}-\varphi\right) \mid$ approaches to $90^{\circ}$, as shown in Fig. 2(a).

If $L_{\theta}$ and $L_{\varphi}$ are foreknowledge or easy to be measured, we can calculate $\theta$ by (8) with only one time range (1-D) searching operation. However, the length of the skewed trajectory $L_{\theta}$ is hard to be measured in the 2-D plane. Therefore, the $\alpha$ - and $\beta$-RTs are used, as shown in Fig. 2(a), to cancel the term of $L_{\theta}$ in (8). In Fig. 2(c), the LNPs of the two RTs are measured as $L_{\alpha}$ and $L_{\beta}$ by $H_{\theta}$, where $H_{\theta}$ is precognition assumedly, and the threshold selection would be analyzed in the next section.

According to the projection nature of the RT as (8), we can get the following geometry relationship among the RT angles, LNPs, and range walk angle, which is also shown in Fig. 2(d):

$$
\begin{align*}
L_{\theta} \sin (\alpha-\theta) & =L_{\alpha}  \tag{9}\\
L_{\theta} \sin (\theta-\beta) & =L_{\beta} \tag{10}
\end{align*}
$$

where $0^{\circ}<\alpha-\theta<180^{\circ}$ and $0^{\circ}<\theta-\beta<180^{\circ}$ are assumed to remove the absolute operation in (8). Moreover, the assumption is supported by the fact that the radial velocity of the ground moving target is limited. For instance, keeping in mind (4), the range walk angle of moving targets can be set as being in the interval of $\left[-5^{\circ}, 5^{\circ}\right]$, and the corresponding radial velocity scope can be calculated by (4) as $[-218.7 \mathrm{~m} / \mathrm{s}$, $218.7 \mathrm{~m} / \mathrm{s}$ ], which is satisfactory for most ground moving targets. Therefore, the range of $\alpha$ and $\beta$ can be determined in the range of $5^{\circ}<\alpha<175^{\circ}$ and $-5^{\circ}>\beta>-175^{\circ}$ to keep (9) and (10) hold, respectively.

Division between (9) and (10) is done to cancel the $L_{\theta}$ term, and then, the estimation of $\tan \theta$ can be obtained as

$$
\begin{equation*}
\tan \hat{\theta}=\frac{L_{\beta} \sin \alpha+L_{\alpha} \sin \beta}{L_{\beta} \cos \alpha+L_{\alpha} \cos \beta} . \tag{11}
\end{equation*}
$$

According to (4) and (11), the radial velocity of the moving target can be calculated via

$$
\begin{equation*}
\hat{v}_{r, \text { ERTE }}=\frac{c f_{s a}}{2 f_{s r}} \frac{L_{\beta} \sin \alpha+L_{\alpha} \sin \beta}{L_{\beta} \cos \alpha+L_{\alpha} \cos \beta} \tag{12}
\end{equation*}
$$

The principle of the proposed ERTE method has been presented over. By utilizing only two angles, the ERTE method can calculate the radial velocity of the moving target, which sufficiently simplifies the original 2-D searching operation into two times 1-D searching operation. Furthermore, the tradeoff


Fig. 3. Results without preprocessing. (a) Sinc function of the moving target trajectory. (b) Normalized projections of the $\varphi$-RT.
between the computation complexity and the estimation accuracy can also be avoided because the estimation procedure is independent of the angle searching operation.

## B. Threshold Selection Analysis

Reanalyzing the ERTE result of (12), we can find that only the measured LNPs ( $L_{\alpha}$ and $L_{\beta}$ ) theoretically influence the estimation accuracy of the radial velocity, since the other parameters are foreknowledge. As aforementioned, the LNPs are measured by the normalized threshold $H_{\theta}$. Without any processing, different normalized thresholds may result in different LNPs and therewith different radial velocity estimations. Thus, it is significant for accurate radial velocity estimation to analyze the normalized threshold selection. The normalized projection of the arbitrary $\varphi$-RT result is shown as Fig. 3(b).

It is reluctant to note that there are too many points on the edges, which burdens the threshold selection on accurate estimation. In other words, when the edges are gradually changing, different thresholds would lead to different LNPs and different radial velocity estimations. In this section, we mainly analyze the reason for the gradually changing edges, and a mainlobe
selection preprocessing is presented to release the burden of accurate estimation on threshold selection.

1) Burden on Accurate Estimation Due to Threshold Selection: First, the reason for the gradually changing edges is analyzed. As expressed in the range compression results of (2), the radial velocity regarding the moving target is contained in the sinc function.

Since the amplitude of the sinc function is used for the RTbased method to estimate the radial velocity, so the mainlobe (especially the peak value) of the sinc function contributes most to energy concentration in the $\varphi$-RT domain, while the sidelobe not only contributes less but also causes the gradually changing edges. Moreover, compared with the estimation using the peak value only, the estimation utilizing the mainlobe would be much more robust to the limit resolution of the SAR system. Therefore, the mainlobe rather than the peak value should be reserved to sharpen the edges of the RT projection.
2) Preprocessing Operation to Release the Burden of Threshold Selection: After the aforementioned theoretical analysis, a preprocessing is used to remove the sidelobe but reserve the mainlobe of the sinc function. The preprocessing operation can be described as follows: The peak value of each azimuth bin can be obtained first, the $3-\mathrm{dB}$ value symmetry about the peak value can be confirmed, and then, the values beyond the range bins of the $3-\mathrm{dB}$ values are set as zero. After the preprocessing in the range compression domain, the trajectory of the moving target and its $\varphi$-RT normalized projection are shown as Fig. 4(a) and (b), respectively. It is interesting to see from Fig. 4(b) that the edges of the normalized $\varphi$-RT result are sharp enough with only one point in each edge. Consequently, different normalized thresholds would result in almost the same LNPs and, therewith, the same radial velocity estimation. However, whether the estimation is accurate or not should be validated, which would be given in the next section.
3) Effect on the Estimation Accuracy by Preprocessing Operation: Since the $3-\mathrm{dB}$ mainlobe is used to estimate the radial velocity, the thresholds around 0.5 should be focused. By utilizing different thresholds, the ERTE with preprocessing is compared with that without preprocessing, and the comparison results are shown in Fig. 5.

For the ERTE without preprocessing, the estimation accuracy obviously varies with the thresholds, while for that with preprocessing, the estimated results almost keep the same along with different thresholds. Most importantly, it is noteworthy that the estimation results with preprocessing are much more accurate than that without preprocessing. In a word, the simulation results validate that the preprocessing releases the burden of radial velocity estimation on threshold selection and, furthermore, improves the estimation accuracy. Therefore, the preprocessing is effective for the proposed ERTE method to accurately estimate the radial velocity.

## IV. Further Discussion of the Proposed Method

Real circumstance with clutter, noise, or estimation error due to angle selection would disturb the LNP measurement, which degrades the radial velocity estimation accuracy. In this section, the application of the ERTE is analyzed in real circumstance,


Fig. 4. Results with preprocessing. (a) Sinc function of the moving target trajectory. (b) Normalized projections of the $\varphi$-RT.


Fig. 5. Comparison between the estimations with and without preprocessing.

TABLE I
Properties of the RT Estimation Methods

| Methods | RT angles | Relationship | Searching times | Background |
| :--- | :---: | :---: | :---: | :---: |
| CRTE | All angles | - | 2-D searching | No limited |
| ERTE | $\alpha, \beta$ | - | Two times 1-D | Ideal |
| CSRTE | $\pm \alpha$ | $\beta=-\alpha$ | Two times 1-D | Clutter |
| NBRTE | $\alpha, \beta$ | - | Two times 1-D | Noise |
| ALRTE | $\alpha, \beta, \tilde{\beta}$ | $\tilde{\beta}=2 \hat{\theta}-\alpha$ | Three times 1-D | Optimal angles |
| URRTE | $\pm \alpha, \pm \tilde{\beta}$ | $\tilde{\beta}=2 \hat{\theta}-\alpha$ | Four times 1-D | No limited |

and the robust methods are proposed by exploiting the geometry information furthermore. For illustrative purposes, the properties of the proposed methods and the CRTE method are compared in Table I in advance.

## A. CSRTE in the RT Domain

Since the fast moving target spectrum is shifted from the main clutter spectrum, the fast moving target surrounding background possesses much higher signal-to-clutter ratio (SCR), which is analyzed in this part. Given the measurement procedure of the LNPs, we realize that the higher the SCR is, the more accurate the LNPs achieve. Different from the existing clutter suppression methods, the CSRTE method is proposed to cancel clutter in the RT domain. Moreover, much more geometry information of the clutter cancellation results is exploited in the RT domain to make it compatible with the proposed ERTE method, and then, the radial velocity of the moving target can be estimated.

1) Clutter Cancellation in the RT Domain: We present the clutter cancelling approach first to reduce the clutter contamination. As is known, the radial velocity of the clutter is zero, so the stationary targets can be used to represent the clutter. Thus, the clutter is mathematically expressed by

$$
\begin{align*}
c(\tau, \eta)= & \sum_{n=1}^{N} \sigma_{c n} A \cdot \operatorname{sinc}\left[B_{r}\left(\tau-\frac{2 R_{n}}{c}\right)\right] \\
& \cdot \operatorname{rect}\left[\frac{\eta}{T_{a}}\right] \exp \left[-\frac{j 4 \pi f_{c}}{c}\left(R_{n}+\frac{v^{2}}{2 R_{n}} \eta^{2}\right)\right] \tag{13}
\end{align*}
$$

where the number of stationary targets is set as $N$ at most and $\sigma_{c n}$ and $R_{n}$ denote the complex reflection coefficient and the nearest slant range of the $n$th stationary target, respectively. The $\pm \alpha$-RTs of the clutter can be derived by (5) and (13) as

$$
\begin{aligned}
C_{R}(\rho, \alpha)= & \sum_{\eta=-\frac{T_{a}}{2}}^{\eta=+\frac{T_{a}}{2}} \sum_{n=1}^{n=N} \sum_{\tau=\frac{2 R_{n}}{c}-\frac{T_{p}}{2}}^{\tau=\frac{2 R_{n}}{c}+\frac{T_{p}}{2}} \delta(\rho-\tau \cos \alpha-\eta \sin \alpha) \\
& \cdot\left|\sigma_{c n} A \cdot \operatorname{sinc}\left[B_{r}\left(\tau-2 R_{n} / c\right)\right]\right| \\
C_{R}(\rho,-\alpha)= & \sum_{\eta=-\frac{T_{a}}{2}}^{\eta=+\frac{T_{a}}{2}} \sum_{n=1}^{n=N} \tau=\frac{2 R_{n}}{c} \sum_{\tau=\frac{2 R_{n}}{c}-\frac{T_{p}}{2}}^{2} \delta(\rho-\tau \cos \alpha+\eta \sin \alpha) \\
& \cdot\left|\sigma_{c n} A \cdot \operatorname{sinc}\left[B_{r}\left(\tau-2 R_{n} / c\right)\right]\right|
\end{aligned}
$$

The trajectory of the clutter, which is perpendicular without range walk, is symmetrical about $\eta=0$ in the range compression domain, so (15) can be rewritten as

$$
C_{R}(\rho,-\alpha)=\sum_{\eta=-\frac{T_{a}}{2}}^{\eta=+\frac{T_{a}}{2}} \sum_{n=1}^{n=N} \sum_{\tau=\frac{2 R_{n}}{c}-\frac{T_{p}}{2}}^{\tau=\frac{2 R_{n}}{c}+\frac{T_{p}}{2}} \delta(\rho-\tau \cos \alpha-\eta \sin \alpha)
$$

Comparing (14) with (16), we can find that the $\pm \alpha$-RTs of the clutter keep the same as each other, i.e., $C_{R}(\rho, \alpha)=$ $C_{R}(\rho,-\alpha)$.

On the other hand, the $\pm \alpha$-RTs of the moving target can be derived by (2) and (5) as

$$
\begin{align*}
& S_{R}(\rho, \alpha)= \sum_{\eta=-\frac{T_{a}}{2}}^{\eta=+\frac{T_{a}}{2}} \tau=\frac{2 R_{0}}{c}+\frac{T_{p}}{2} \\
& \tau=\frac{2 R_{0}}{c}  \tag{17}\\
& \cdot\left|\sigma_{s} A \cdot \operatorname{sinc}\left[B_{r}\left(\tau-2\left(R_{0}+v_{r} \eta\right) / c\right)\right]\right| \\
& S_{R}(\rho,-\alpha)= \sum_{\eta=-\frac{T_{a}}{2}}^{\eta=+\frac{T_{a}}{2}} \tau=\frac{2 R_{0}}{c}+\frac{T_{p}}{2} \\
& \sum_{\tau=\frac{2 R_{0}}{c}}^{c} \delta(\rho-\tau \cos \alpha  \tag{18}\\
& \cdot\left|\sigma_{s} A \cdot \operatorname{sinc}\left[B_{r}\left(\tau-2\left(R_{0}+v_{r} \eta\right) / c\right)\right]\right| .
\end{align*}
$$

Because of the range walk in the range compression domain, the $\pm \alpha$-RTs of the moving target are different from each other, i.e., $S_{R}(\rho, \alpha) \neq S_{R}(\rho,-\alpha)$.

These properties of the moving target and clutter in the symmetry angle RT domain $S_{R}(\rho, \alpha) \neq S_{R}(\rho,-\alpha)$ and $C_{R}(\rho, \alpha)=C_{R}(\rho,-\alpha)$ can be demonstrated by the following simulated results visually.

In Fig. 6(a) and (b), the moving target with a radial velocity of $30 \mathrm{~m} / \mathrm{s}$, the clutter with a radial velocity of zero, and their combination are transformed by $\alpha$ - and $-\alpha$-RTs, where $P_{s}^{\alpha}, P_{c}^{\alpha}, P_{s c}^{\alpha}, P_{s}^{-\alpha}, P_{c}^{-\alpha}$, and $P_{s c}^{-\alpha}$ denote the corresponding projections, respectively. It can be seen that $P_{s}^{\alpha}$ and $P_{s}^{-\alpha}$ are different from each other in LNP and amplitude, and the similar case occurs for $P_{s c}^{\alpha}$ and $P_{s c}^{-\alpha}$, while $P_{c}^{\alpha}$ keeps the same as $P_{c}^{-\alpha}$. Thus, the simulation results demonstrate the derived properties of the moving target and clutter in the RT domain. These two important properties $S_{R}(\rho, \alpha) \neq S_{R}(\rho,-\alpha)$ and $C_{R}(\rho, \alpha)=C_{R}(\rho,-\alpha)$ state different geometries in the RT domain. Conscious of these, we utilize the subtraction between the $\alpha$-RT and $-\alpha$-RT results to cancel the clutter but reserve the moving target in the RT domain.

As shown in Fig. 6(c), $P_{c}, P_{s}$, and $P_{s c}$ denote the cancelled results of the $\pm \alpha$-RTs, i.e., $P_{c}=P_{c}^{\alpha}-P_{c}^{-\alpha}, P_{s}=P_{s}^{\alpha}-P_{s}^{-\alpha}$, and $P_{s c}=P_{s c}^{\alpha}-P_{s c}^{-\alpha}$. It can be seen from Fig. 6(c) that the cancelled results of clutter $P_{c}$ is almost zero because of $C_{R}(\rho, \alpha)=$ $C_{R}(\rho,-\alpha)$ while that of moving target $P_{s}$ and the combination $P_{s c}$ are reserved due to $S_{R}(\rho, \alpha) \neq S_{R}(\rho,-\alpha)$. Thus, the clutter cancellation in the RT domain is feasible. However, it should be noted that the cancellation approach would become ineffective as the range walk angle $\theta$ of the moving target approaches to $0^{\circ}$. The cancellation performance degrading caused by small $\theta$ is analyzed to given the effective scope of the CSRTE method. If the LNPs can be identified from each other in the $\pm \alpha$-RT domain (i.e., $\left|L_{\alpha}-L_{-\alpha}\right|>1$ ), the clutter


Fig. 6. Sketch of the CSRTE method. (a) and (b) $\pm \alpha$-RT results. (c) Clutter cancellation results. (d) Normalized clutter cancellation results.
cancellation performance would not degrade. Given (9) and (10), we can obtain the following symbolical representation:

$$
\begin{align*}
\left|L_{\alpha}-L_{-\alpha}\right| & =\left|L_{\theta} \sin (\alpha-\theta)-L_{\theta} \sin (\theta+\alpha)\right| \\
& =\left|L_{\theta} \cdot 2 \cos \alpha \sin \theta\right| \\
& =\left|\left(\frac{T_{a} f_{s a}}{\cos \theta}\right) \cdot 2 \cos \alpha \sin \theta\right| \\
& =\left|2 T_{a} f_{s a} \cos \alpha \tan \theta\right|>1 . \tag{19}
\end{align*}
$$

Then, the effective scope of the range walk angles restricted by the clutter cancellation in the $\pm \alpha$-RT domain can be derived by (19) as

$$
\begin{equation*}
|\tan \theta|_{\min }^{\alpha-\operatorname{CSRTE}}>\frac{1}{\left(2 T_{a} f_{s a}|\cos \alpha|\right)} \tag{20}
\end{equation*}
$$

It can be seen from (20) that $|\tan \theta|_{\text {min }}^{\alpha-\text { CSRTE }}$ is affected by not only the synthetic aperture time and PRF but also the RT angle $\alpha$. Given $|\tan \theta|_{\text {min }}^{\mathrm{RT}}$ in (7), we can find that

$$
\begin{align*}
|\tan \theta|_{\min }^{\mathrm{RT}} & =\frac{f_{s r}}{B_{r} f_{s a} T_{a}}>\frac{1}{f_{s a} T_{a}}>\frac{1}{\left(2 T_{a} f_{s a}|\cos \alpha|\right)} \\
& =|\tan \theta|_{\min }^{\alpha-\mathrm{CSRTE}},|\cos \alpha|>0.5 \tag{21}
\end{align*}
$$

It is noteworthy that the condition of $|\cos \alpha|>0.5$ can be satisfied easily by selecting an appropriate $\alpha$, and then, $|\tan \theta|_{\min }^{\mathrm{RT}}>|\tan \theta|_{\min }^{\alpha-\mathrm{CSRTE}}$ is obtained. This analysis pro-
vides evidence that the effective scope caused by CSRTE is much looser than that due to the RT-based estimation method. In other words, the clutter cancellation performance would not degrade in the RT-based estimation method.
2) Radial Velocity Estimation: After clutter cancellation in the RT domain, the LNPs of the $\pm \alpha$-RTs should be measured to estimate the radial velocity of the moving target accordingly. As shown in Fig. 6(d), superficially, it is hard to find the relationship between $\pm \alpha$-RTs of the moving target and the corresponding LNPs in the cancelling results. Therefore, much more underlying geometry information should be exploited to obtain the LNPs $L_{\alpha}$ and $L_{-\alpha}$.

It can be seen from Fig. 6(d) that the cancelled projections possess not only protruding but also depressed parts. Let us take the results of the moving target, for example, to explain the reason. In the cancelling procedure, the higher projection $P_{s}^{\alpha}$ in amplitude subtracts with the lower one $P_{s}^{-\alpha}$, leading to protruding results, and the narrower projection $P_{s}^{\alpha}$ in LNP subtracts with the wider one $P_{s}^{-\alpha}$, resulting in the depressed parts. Consequently, the lengths of the protruding and depressed parts correspond to the LNPs of $\alpha-\mathrm{RT}$ and $-\alpha-\mathrm{RT}$, respectively, shown by the dashed lines from Fig. 6(a) to Fig. 6(d). The same corresponding relationship is still valid for the combination of the moving target and clutter, since the clutter has been cancelled.

The LNPs of $\pm \alpha$-RTs of the moving target and the combination are measured as $L_{\alpha}, L_{-\alpha}, L_{\alpha}^{\prime}$, and $L_{-\alpha}^{\prime}$, as shown in Fig. 6(d). Then, the radial velocity of the moving target can be estimated by (12) in clutter background as

$$
\begin{equation*}
\hat{v}_{r, \mathrm{CSRTE}}=\frac{c f_{s a} \tan \alpha}{2 f_{s r}} \frac{L_{-\alpha}^{\prime}-L_{\alpha}^{\prime}}{L_{-\alpha}^{\prime}+L_{\alpha}^{\prime}} . \tag{22}
\end{equation*}
$$

The estimation of (22) is derived by (12) and $\beta=-\alpha$, so the estimation of (22) can effectively estimate the radial velocity of moving targets as long as (20) is satisfied. Given the relationship of (21), we can conclude that (22) is effective in estimating the radial velocity provided that the radial velocity can be estimated by the RT-based method. To evaluate the estimation performance degrading due to the clutter cancelling procedure, radial velocity estimation by $L_{\alpha}^{\prime}$ and $L_{-\alpha}^{\prime}$ is compared with that by $L_{\alpha}$ and $L_{-\alpha}$. Moreover, the estimation results keep the same as $30.2215 \mathrm{~m} / \mathrm{s}$; in other words, the estimated radial velocity is not affected by the clutter cancelling procedure. Thus, the CSRTE method can be used to estimate the radial velocity of moving targets in clutter background.

## B. NBRTE

In Gaussian noise background, the CRTE method enhances the signal-to-noise ratio (SNR) in the RT domain by angle searching, and the best matched angle corresponds to the highest energy of the RT results. However, it is impractical for the proposed ERTE because of only two angles involved. In order to apply the proposed method in noise background, we should solve the problem on how to improve the SNR of the RT results by only two angles for accurate estimation. In this section, we present the NBRTE method, by exploiting the different geometry properties of noise and moving target in the RT domain, to estimate the radial velocity in the noise background.


Fig. 7. $\quad 5^{\circ}$-RT of moving targets in the noise background.
As mentioned earlier, the range walk angles of ground moving targets can be located into the interval of $\left[-5^{\circ}, 5^{\circ}\right]$, and the moving target energy increases as $\left|\theta+\left(90^{\circ}-\varphi\right)\right|$ approaches to $90^{\circ}$. Thus, the two angles $\alpha$ and $\beta$ for RTs should be selected as $\pm 5^{\circ}$, respectively, to obtain as high SNR in the RT domain as possible.

In the noise background with an SNR of 18 dB in the range compression domain, a moving target with a radial velocity of $30 \mathrm{~m} / \mathrm{s}$ is simulated, with its normalized projections of the $5^{\circ}$-RT shown in Fig. 7. Different from the ideal case in Fig. 2(c), the shape of the normalized projections in the noise background is approximately a trapezoid, where the moving target is hard to be separated from. The reason for the approximate trapezoid-shaped normalized projections is explained as follows. As is known, the absolute operation in (5) brings direct current (dc) level and random amplitude of noise. Moreover, the RT of the same value in the 2-D plane would bring rigorous trapezoid-shaped projection. Consequently, the dc level leads to the trapezoid-shaped RT results, while the random amplitude leads to a tiny random edge of the normalized projection.

Given the mechanism of the trapezoid-shaped RT results, we compare the RTs of Gaussian noise with that of its dc level. As shown in Fig. 8, the shapes of the two RTs keep the same, while the edges of the two RTs are slightly different from each other. In contrast, this phenomenon would not occur for the moving target because the trajectory of the moving target is not entire but local in the 2-D range compression domain. Thus, the RT of the dc level of the noise background can be used to cancel the trapezoid-shaped RT of noise but reserve the moving target in the RT domain, as shown in Fig. 9.

After the noise cancellation in the RT domain, the normalized projection of the moving target appears, and then, the LNP of the moving target is easy to be measured. Any two angles $\alpha$ and $\beta$ around $\pm 5^{\circ}$ can be used to obtain the corresponding LNPs; afterward, the radial velocity of the moving target can be estimated by (12) as

$$
\begin{equation*}
\hat{v}_{r, \mathrm{NBRTE}}=\frac{c f_{s a}}{2 f_{s r}} \frac{L_{\beta} \sin \alpha+L_{\alpha} \sin \beta}{L_{\beta} \cos \alpha+L_{\alpha} \cos \beta} . \tag{23}
\end{equation*}
$$



Fig. 8. RTs of Gaussian noise and constant value.


Fig. 9. Normalized projections of $5^{\circ}$-RT after noise cancelling in the RT domain.

## C. Minimize the Estimation Error by ALRTE

In the aforementioned discussion, the burden of accurate estimation on threshold selection has been released by the preprocessing operation. Consequently, one can obtain the accurate estimation for the current $\alpha$ - and $\beta$-RTs. However, if another pair of $\alpha$ and $\beta$ is used for RT, much more accurate estimation results may be obtained. In this section, the optimal angle pair for the fixed threshold is learned by utilizing the geometry information to obtain a much more accurate estimation.

For simplicity, it is assumed that the measured errors of the LNPs by a fixed threshold keep the same as $\Delta L$ for any pair of RT angles. Then, the radial velocity estimation by the LNPs with measured errors can be rewritten as

$$
\begin{equation*}
\hat{v}_{r}^{\prime}=\frac{c f_{s a}}{2 f_{s r}} \frac{\left(L_{\beta}+\Delta L\right) \sin \alpha+\left(L_{\alpha}+\Delta L\right) \sin \beta}{\left(L_{\beta}+\Delta L\right) \cos \alpha+\left(L_{\alpha}+\Delta L\right) \cos \beta} . \tag{24}
\end{equation*}
$$

Subsequently, the estimated error of the radial velocity can be derived by (24) as (25), shown at the top of the next page.

$$
\begin{align*}
\left|\Delta \hat{v}_{r}\right| & =\frac{c f_{s a}}{2 f_{s r}}\left|\frac{L_{\beta} \sin \alpha+L_{\alpha} \sin \beta}{L_{\beta} \cos \alpha+L_{\alpha} \cos \beta}-\frac{\left(L_{\beta}+\Delta L\right) \sin \alpha+\left(L_{\alpha}+\Delta L\right) \sin \beta}{\left(L_{\beta}+\Delta L\right) \cos \alpha+\left(L_{\alpha}+\Delta L\right) \cos \beta}\right| \\
& =\frac{c f_{s a}}{2 f_{s r}} \frac{\left|\sin (\alpha-\beta)\left(L_{\beta}-L_{\alpha}\right) \Delta L\right|}{\left(L_{\beta} \cos \alpha+L_{\alpha} \cos \beta\right)\left(\left(L_{\beta}+\Delta L\right) \cos \alpha+\left(L_{\alpha}+\Delta L\right) \cos \beta\right)} \tag{25}
\end{align*}
$$

Regardless of $|\sin (\alpha-\beta)|=0$ and $\Delta L=0$, the minimum estimated error can be obtained when

$$
\begin{equation*}
L_{\alpha}=L_{\beta} \tag{26}
\end{equation*}
$$

According to the geometric relationship of (9) and (10), the condition of (26) can be satisfied if

$$
\begin{equation*}
\tilde{\beta}=2 \hat{\theta}-\alpha \tag{27}
\end{equation*}
$$

where $\hat{\theta}$ is the estimated range walk angle of the moving target by the initial pair of $\alpha$ and $\beta$, and $\tilde{\beta}$ is an extra RT angle for much more accurate estimation. Then, the radial velocity can be estimated by

$$
\begin{equation*}
\hat{v}_{r, \mathrm{ALRTE}}=\frac{c f_{s a}}{2 f_{s r}} \frac{L_{\tilde{\beta}} \sin \alpha+L_{\alpha} \sin \tilde{\beta}}{L_{\tilde{\beta}} \cos \alpha+L_{\alpha} \cos \tilde{\beta}} \tag{28}
\end{equation*}
$$

Thus, the ALRTE method with angle learning via (27) can be implemented by three times 1-D searching operation to minimize the estimation error due to angle selection. Although an extra RT is used, the estimation accuracy is improved effectively, which would be validated by the simulations in Section V.

## D. Comprehensive Consideration by a URRTE

In the three aforementioned sections, clutter, noise, and estimation error due to angle selection are analyzed, and their corresponding robust methods are presented independently. In this section, the three robust methods are unified together as URRTE to possess all of their advantages.

Comparison among the three aforementioned methods is shown as Table I. It is noteworthy that the NBRTE method can be combined with CSRTE or ALRTE easily, while the CSRTE method keeps inconsistent with ALRTE. In the CSRTE method, the $\pm \alpha$-RTs are used to cancel clutter and obtain the estimated range walk angle $\hat{\theta}$, while in the ALRTE method, the $\alpha$-RT and $\beta$-RT are utilized to obtain a primary estimation, and $\tilde{\beta}$-RT is used to minimize the estimated error. The CSRTE can be modified to reconcile with the ALRTE by once more CSRTE with $\pm \tilde{\beta}$-RTs, where $\tilde{\beta}$ is learned by the initial $\alpha$ and the estimated range walk angle $\hat{\theta}$. Consequently, the procedure of the URRTE method is given as follows.

Step 1) Initialize the RT angles as $\pm \alpha$, and compute the $\pm \alpha$ RTs of the trajectory of the moving target in the range compression domain.
Step 2) Cancel the clutter in the RT domain by $\pm \alpha$-RT subtraction, and cancel noise in the RT domain by the RTs of the dc level of noise.
Step 3) Measure the LNPs of the moving target in the RT domain as $L_{\alpha}$ and $L_{-\alpha}$ by a normalized threshold.

Step 4) Calculate the range walk angle by $\hat{\theta}=\operatorname{atan}(\tan \alpha$. $\left.\left(L_{-\alpha}-L_{\alpha}\right) /\left(L_{-\alpha}+L_{\alpha}\right)\right)$.
Step 5) Learn extra RT angle by $\tilde{\beta}=2 \hat{\theta}-\alpha$, and compute the $\pm \tilde{\beta}$-RTs of the trajectory of the moving target in the range compression domain.
Step 6) Cancel the clutter in the RT domain by $\pm \tilde{\beta}$-RT subtraction, and cancel noise in the RT domain by the RTs of the dc level of noise.
Step 7) Measure the LNPs of the moving target in the RT domain as $L_{\tilde{\beta}}$ and $L_{-\tilde{\beta}}$ by the same normalized threshold.
Step 8) By utilizing the LNPs of $L_{\alpha}$ and $L_{\tilde{\beta}}$, the best matched angle $\hat{\theta}_{\text {opt }}$ can be calculated via

$$
\hat{\theta}_{\mathrm{opt}}=\operatorname{atan}\left[\frac{\left(L_{\tilde{\beta}} \sin \alpha+L_{\alpha} \sin \tilde{\beta}\right)}{\left(L_{\tilde{\beta}} \cos \alpha+L_{\alpha} \cos \tilde{\beta}\right)}\right]
$$

and the radial velocity is obtained by

$$
\hat{v}_{r, \mathrm{URRTE}}=\frac{c f_{s a}\left(L_{\tilde{\beta}} \sin \alpha+L_{\alpha} \sin \tilde{\beta}\right)}{2 f_{s r}\left(L_{\tilde{\beta}} \cos \alpha+L_{\alpha} \cos \tilde{\beta}\right)} .
$$

Since four times RTs are used to estimate the accurate radial velocity in real circumstance, the URRTE method requires four times 1-D searching operation. In the procedure of the URRTE method, the CSRTE is contained in steps $1,2,3,6$, and 7 to cancel clutter, the NBRTE is expressed by steps 2 and 6 to cancel noise, and the ALRTE is reflected by step 5 to minimize the estimation error. Thus, containing three robust methods, the URRTE possesses the advantages of the three methods, which would achieve much more accurate estimation in real circumstance than the others. These theoretical analyses would be validated by the following experimental results.

## V. Experimental Results and Analysis

Simulation and real data process are given to verify the theoretical conclusion of the proposed methods. The system parameters are shown in Table II. It can be seen that the range and azimuth are oversampled, and there may exist several best matched range walk angles. By averaging the estimated results, the estimation accuracy would not be degraded seriously.

## A. Comparison With the CRTE

A computationally attractive comparison between the ERTE and CRTE is simulated in the clutter-free background. Given the aforementioned shortcomings of the CRTE method, we

TABLE II
System Parameters

| Parameters | symbols | values |
| :--- | :---: | :---: |
| Carrier frequency $/ \mathrm{GHz}$ | $f_{c}$ | 8.85 |
| Band width $/ \mathrm{MHz}$ | $B$ | 40 |
| Sampling frequency $/ \mathrm{MHz}$ | $f_{s r}$ | 60 |
| Velocity of the platform $/(\mathrm{m} / \mathrm{s})$ | $v$ | 120 |
| Pulse repetition frequency $/ \mathrm{Hz}$ | $f_{s a}$ | 1000 |
| Two-way azimuth beam width $/ \mathrm{rad}$ | $\theta_{b w}$ | 0.0085 |
| Nearest slant-range $/ \mathrm{m}$ | $R_{0}$ | 9000 |

TABLE III
Comparison Between the ERTE and CRTE Methods

| Radial velocities (m/s) |  | 30.0000 | 40.0000 | 50.0000 | 60.0000 |
| :--- | :--- | ---: | ---: | ---: | ---: |
| Estimation results (m/s) | CRTE1 | 30.5448 | 39.2731 | 50.1850 | 61.0987 |
|  | CRTE2 | 29.8902 | 39.9278 | 49.9667 | 60.2255 |
|  | ERTE | 30.2835 | 40.1840 | 50.1429 | 59.7948 |
| Computing time (s) | CRTE1 | 60.2985 | 59.2226 | 59.3893 | 59.9079 |
|  | CRTE2 | 550.4187 | 545.2467 | 543.7691 | 542.8613 |
|  | ERTE | 0.1493 | 0.1346 | 0.1311 | 0.1331 |

utilize two CRTEs with different angle searching step sizes of $0.05^{\circ}$ (CRTE1) and $0.005^{\circ}$ (CRTE2) to estimate the radial velocities of moving targets, together with the angle searching range of $\left[-5^{\circ}, 5^{\circ}\right]$. Without loss of generality, several radial velocities are estimated, with the estimation results shown in Table III.
From Table III, we can see that the CRTE2 possesses the highest estimation accuracy with the hugest computing time of 545.5739 s in average, while the ERTE realizes the comparable estimation accuracy with the CRTE2 by using the least computing time of only 0.1370 s averagely, and the worst estimation results are obtained by the CRTE1 also with the huge computing time of 59.7046 s in average. The accurate estimation and low computation load advantages of the proposed ERTE are validated effectively by these comparisons, which provides evidence that the proposed ERTE method behaves much better than the CRTE method, especially for the real-time estimation.

## B. Clutter Background Simulation and Comparison Analysis

The estimation performances among the CRTE (with a searching step size of $0.05^{\circ}$ ), CSRTE, and URRTE are compared in different $\mathrm{SCR}(\mathrm{SCR} \in[0 \mathrm{~dB}, 20 \mathrm{~dB}])$ backgrounds. The relative errors of the estimated radial velocity are shown in Fig. 10.

It can be seen that the URRTE behaves better than the CSRTE in all SCRs, which becomes much more obvious as the SCR increases. This is because the URRTE method can cancel clutter and minimum estimation error simultaneously, while the CSRTE method is only capable of clutter cancellation. Moreover, the estimation accuracy is affected mainly by the


Fig. 10. Comparison in different SCR clutter backgrounds.
clutter, on the one hand, in the low SCR scenario but the estimation error due to angle selection, on the other hand, in the high SCR case. Therefore, the URRTE method performs much better than the CSRTE in the same clutter background, which verifies the aforementioned theoretical conclusion.

Furthermore, the estimated relative error by the CRTE method is only two levels as the SCR increases in Fig. 10. The estimated values are used to explain the reason. When the SCR is lower than 10 dB , all of the estimated results by the CRTE are $0 \mathrm{~m} / \mathrm{s}$, which correspond to the radial velocity of clutter. Consequently, when the SCR is lower than 10 dB , the energy of the clutter is much higher than that of the moving target in the RT domain, and then, the estimated results keep the same. On the other hand, provided that the energy of the moving target is higher than that of the clutter, the estimation results by the CRTE would be the radial velocity of the moving target, which also keeps unchanged as the SCR increases. Moreover, in the SCR range of [ $10 \mathrm{~dB}, 16 \mathrm{~dB}$ ], the estimation accuracy by the CRTE is better than that by the CSRTE and URRTE. This is because the estimation accuracy improvement by clutter cancellation in the RT domain (CSRTE and URRTE) is not better than that by angle searching (CRTE). As the SCR increases, the estimation by the CSRTE and URRTE becomes much more accurate, and the competitive advantage of the URRTE on estimation accuracy appears.

## C. Noise Background Simulation and Comparison Analysis

Radial velocity estimation comparison among the CRTE (with a searching step size of $0.05^{\circ}$ ), ERTE, NBRTE, and URRTE methods is simulated in noise background with different SNRs of the range compression results. The comparison results via 100 times Monte Carlo experiments are shown in Fig. 11.

Compared with the CRTE, the NBRTE and URRTE possess much more accurate estimation in high SNR case of SNR $>$ 20 dB , but the ERTE becomes better than CRTE when SNR > 38 dB . Given the theoretical analysis and the experimental results, we can get the following four conclusions. First, the estimation accuracy of the CRTE is limited by the angle searching step size, but the proposed methods (ERTE, NBRTE,


Fig. 11. Comparison in different SNR noise backgrounds.
and URRTE) can break through the estimation accuracy limit and realize much higher estimation accuracy in high SNR background. Second, the estimation accuracy improvements by noise cancellation (NBRTE) and RT angle optimization (URRTE) are better than that by angle searching (CRTE) when SNR $>20 \mathrm{~dB}$. Third, robust to noise, the NBRTE and URRTE are much more effective than the ERTE in noise background. Fourth, the estimation accuracy by the URRTE is much higher than that by the NBRTE in all SNRs, which is more obvious when $\mathrm{SNR}>20 \mathrm{~dB}$, with similar reason to the clutter background.

## D. Real Data Process

Recorded by an airborne X-band radar system with parameter list in Table II, real data are processed to demonstrate the validity of the proposed methods. The aforementioned serious effect on moving target imaging due to the radial velocity is presented first, and then, the qualitative and quantitative evaluations are provided by experimental analysis utilizing the estimated radial velocity into the effectiveness of the proposed methods.

Since the moving target radial velocity estimation process is independent on the azimuth compression, the SPECAN algorithm is used to generate the image, as shown in Fig. 12. The azimuth resolution of the SPECAN algorithm can be calculated by $\rho_{a}=0.886 \mu_{w} v / B_{a} \approx 2.4 \mathrm{~m}$, where the Doppler bandwidth $B_{a}$ can be calculated by $B_{a}=\left|K_{a}\right| T_{a}=\left(2 v^{2} / \lambda R_{0}\right) \times$ $\left(R_{0} \theta_{b w} / v\right)=60.3216 \mathrm{~Hz}$ and $\mu_{w}$ is the spanning factor as 1.36 due to the azimuth window. It can be seen from Fig. 12 that the moving targets are submerged in the strong clutter. The clutter suppression results by the extended factored approach [28], [29] are shown as Fig. 13, where the moving targets can be detected easily. However, because of the radial velocity, the moving targets are displaced from the road where they should be.

The range walk of the fast moving target is shown as Fig. 14, where the range gate of the moving target area has been redefined to obviously represent the range walk of the fast moving target. The CRTE and URRTE methods are used to estimate the radial velocity of the fast moving target, with the


Fig. 12. SAR image of the scene.


Fig. 13. SAR image of the scene after clutter suppression of moving target area.
estimated results of $\hat{v}_{r, \mathrm{URRTE}}=20.6790 \mathrm{~m} / \mathrm{s}$ and $\hat{v}_{r, \mathrm{CRTE}}=$ $22.0768 \mathrm{~m} / \mathrm{s}$, respectively. To validate the URRTE method, the estimated radial velocity $\hat{v}_{r, \text { URRTE }}$ is used to correct the range walk, with the correction results shown in Fig. 15.

Compared with the prior results in Fig. 14, the range walk of the fast moving target is well corrected by $\hat{v}_{r, \text { URRTE. The }}$ qualitative assessment has been validated by the range walk correction, and the quantitative analysis would be provided by the moving target localization in azimuth.

As is known, the azimuth displacement $\Delta X$ of the moving target due to its radial velocity can be given by

$$
\begin{equation*}
\Delta X=\operatorname{round}\left(\frac{R_{m} \tilde{v}_{r}}{\rho_{a} v}\right) \tag{29}
\end{equation*}
$$

where round $(\cdot)$ is the rounding operation, $R_{m}$ is the range gate of the moving target locating, $\rho_{a}$ is the azimuth resolution as 2.4 m , and $\tilde{v}_{r}$ is the ambiguous estimated radial velocity of the fast moving target, which can be calculated by the Doppler ambiguity and the estimated radial velocity $\hat{v}_{r}$ as $\tilde{v}_{r}=$ $\bmod \left(2 f_{c} \hat{v}_{r} / c, P R F\right) \cdot c / 2 f_{c}$, where $\bmod (a, b)$ is the modulus of $a / b$. Then, the azimuth displacement of the fast moving


Fig. 14. Range walk of moving targets after clutter suppression.


Fig. 15. Range walk correction result of the fast moving target.
target can be calculated by (29) and $\hat{v}_{r, \text { URRTE }}$ as $\Delta X_{\text {URRTE }}=$ 148 m , while that by $\hat{v}_{r, \text { CRTE }}$ is $\Delta X_{\text {CRTE }}=105 \mathrm{~m}$. The relocation results are shown in Fig. 16. It is noteworthy that the fast moving target is accurately relocated in the original road by the estimated radial velocity of $\hat{v}_{r \text {, URRTE }}$, which demonstrates the effectiveness of the proposed method quantitatively.
With high estimation accuracy and low computation complexity, the URRTE is more efficient to estimate the radial velocity of moving targets in real circumstance. Furthermore, the moving target can be also relocated with high accuracy, even when the ambiguity occurs.

## VI. Conclusion

This paper primarily has presented an ERTE and its robust forms for radial velocity of moving target. By utilizing the geometry information, the proposed methods can calculate rather than search for the radial velocity of moving targets, which simplifies the conventional 2-D searching operation into only two to four times 1-D searching operation. Furthermore, by exploiting the geometry information in the RT domain, the


Fig. 16. Relocation results of the fast moving target.
three robust methods are capable of clutter cancellation, noise cancellation, and estimation error minimizing, respectively. Moreover, the unified robust method possesses much more accurate estimation than the other proposed methods, which can be used in real circumstance. Theoretical and experimental analysis provides qualitative and quantitative evaluations into the effectiveness of the proposed methods.

The key contribution of this paper is the presentation of the ERTE for radial velocity by utilizing the geometry information, to reduce the heavy computation load of the conventional method in great extent. Moreover, the potential geometry information in the RT domain is exploited as much as possible to apply the proposed methods in real circumstance. The proposed methods can be used for accurate radial velocity estimation in the single-channel SAR system, especially for real-time estimation with high-SCNR scenarios. Further investigations will be focused on the efficient motion parameter estimation for multiple moving targets.
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