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Highlights 

 A polycrystal model containing > 100 grains with dislocation-penetrable grain 
boundaries was constructed within a discrete dislocation dynamics framework. 

 The effects of dislocation source parameters and grain size on the yield stress of 
ultrafine-grained polycrystals were systematically studied. 

 In the initial, grain boundary dominated regime, the change of dislocation density 
is proportional to plastic strain and independent of the initial dislocation density. 

 The combined effects of source length, grain size, and initial dislocation density 
on flow stress can be captured by a single equation.  
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Abstract 

In this study, the effects of grain size and dislocation source properties on the yield 

stress of ultrafine-grained (UFG) polycrystals were examined using three-dimensional 

multiscale discrete dislocation dynamics (DDD). A polycrystal model containing 

multiple grains with randomly distributed orientations was constructed within a 

multiscale DDD framework. Grain boundaries (GBs) were assumed to be penetrable 

by dislocations, with two dislocation-GB interaction mechanisms, i.e., dislocation 

absorption at GBs and dislocation emission from GBs, being considered. The 

simulation investigated the dislocation source effect and demonstrated a 

non-monotonic dependency of flow stress on dislocation source length, where the 

lowest flow stress corresponds to a Frank-Read (FR) source length of d/4 where d is 

the grain size. When the length of a FR source in the polycrystalline sample exceeds 

this value, the simulated yield stress increases owing to the constraining effect of 

grain boundaries on dislocation movement. The grain size dependence of the yield 

stress shows deviations from the classical Hall–Petch relationship as the exponent in 

the Hall–Petch type relation ranges from about 0.91 to about 0.98, depending on the 

initial dislocation density in the samples. Detailed analysis indicates that the grain size 

dependence of the yield stress is mainly controlled by the effect of grain boundary 

constraints on dislocation activation. A secondary effect arises from grain size 

dependent dislocation accumulation and the resulting Taylor hardening. The activation 

and operation of FR sources were quantitatively examined to further understand the 

origins of source length and grain size effects. A theoretical model is proposed to 

account simultaneously for the effects of source length, grain size, and initial 

dislocation density on the yield stress of polycrystals in the UFG regime. 

 

Keywords: Dislocation dynamics; Polycrystals; Grain boundary; Grain-size 

dependence; Dislocation source effect 
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1. Introduction 

Mechanical properties of polycrystalline metals are closely related to parameters 

of their microstructure, such as grain size and initial dislocation arrangement. It has 

been widely observed in experiments that the yield stress of polycrystalline metals 

increases with decreasing grain size, as described by the well-known "Hall–Petch 

law" (Hall, 1951; Petch, 1953): 

 1/2
y 0 HP= +k dσ σ −   (1) 

where σy denotes the yield stress and d denotes the grain size of polycrystalline 

metals. kHP is a material property and usually called the Hall–Petch (HP) constant, σ0 

ideally is the yield stress of a single crystal or can be regarded as the yield stress of a 

very coarse-grained, untextured polycrystal. The HP relation has been widely used to 

describe the grain size dependence of yield stress for a variety of metals. However, 

whether or not the yield stress of polycrystalline metals scales with the inverse square 

root of grain size, d−1/2, as well as the physical origins of such a relationship, is still a 

matter of debate (Cordero et al., 2016; Jiang et al., 2021; Lefebvre et al., 2007). For 

example, many experimental studies show that the exponent of grain size d in Eq. (1) 

roughly ranges from −0.5 to −1 (Keller et al., 1998; Ohno and Okumura, 2007; 

Venkatraman and Bravman, 1992; Yu and Spaepen, 2004). In a number of numerical 

investigations (Balint et al., 2008; Borg, 2007; Evers et al., 2004), this exponent was 

even found to be smaller than −1, depending on initial dislocation density, grain size 

range, and plastic strain offset used in the definition of yield stress. Moreover, 

(Dunstan and Bushby, 2013, 2014) summarized and analyzed experimental data 

published in the literature for various metals and concluded that the grain size 

dependence of yield stress was better described by proportionality to 1/d or ln(d)/d. In 

order to understand these differences in the form of the grain size dependence in 

polycrystalline metals, further study considering microstructure evolution is required 

to reveal the mechanisms underlying the grain size effect.  

   In the last three decades, discrete dislocation dynamics (DDD) has been 

established as an efficient tool for studying the physical mechanisms governing 
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deformation of crystalline materials at the micro- and nanoscale (Bertin et al., 2020; 

Chatterjee et al., 2021; Cui et al., 2014; Fan et al., 2018; Guo et al., 2021; Huang et al., 

2020; Xu et al., 2021; Záležák et al., 2017). By the DDD approach, the temporal 

evolution of interacting dislocations, the ensuing dynamics of plastic flow, and the 

evolution of dislocation microstructures during deformation can be efficiently 

captured. There are many studies using two-dimensional (2D) DDD to investigate the 

plasticity of polycrystalline metals (Balint et al., 2008; Biner and Morris, 2002, 2003; 

Huang et al., 2020; Lefebvre et al., 2007; Leung and Ngan, 2013; Li et al., 2009; 

Quek et al., 2016). (Balint et al., 2008) conducted 2D DDD simulations with an 

impenetrable GB model to probe the effect of dislocation slip incompatibility and 

initial dislocation source density on the grain size dependence of yield stress. (Li et al., 

2009) performed 2D DDD simulations with an impenetrable or penetrable GB model 

to study the grain size effect of polycrystals, predicting the exponent of grain size d in 

Eq. (1) to range from 0.62 to 0.85, 0.73 to 0.95 and 0.71 to 1.05, depending on the 

definition of the yield stress. (Lefebvre et al., 2007) investigated the dislocation 

mechanisms dominating the effect of grain size on the tensile plastic deformation of 

ultrafine-grained polycrystalline metals under multiple slip conditions using 2D DDD 

simulation. Furthermore, 2D DDD has also been widely used to investigate the grain 

size and thickness effects of polycrystalline thin films (Kumar et al., 2010; Nicola et 

al., 2005; Nicola et al., 2006; Shishvan and Van der Giessen, 2010; von 

Blanckenhagen et al., 2004; von Blanckenhagen et al., 2003), the sample size effect in 

the compression of micro-pillars (e.g. (Guruprasad and Benzerga, 2008)), the 

indentation size effect (e.g. (Balint et al., 2006; Xu et al., 2019)) and the contact size 

effect in thin films (e.g. (Xu et al., 2021)). 

   The 2D DDD models have provided useful insights into the plastic deformation of 

polycrystalline metals at the submicron scale. However, compared with 

three-dimensional (3D) DDD frameworks, the 2D models cannot effectively capture 

complex dislocation reactions (such as cross slip and junction formation) and 

long-range dislocation stress-field effects and thus may not provide a full description 

of polycrystal deformation. Most importantly, in any 2D model the action of 
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dislocation sources needs to be represented by ad hoc rules; hence, such models are 

by construction unsuitable for studying effects of source length and source 

configuration. There are a few studies using 3D DDD to investigate the plastic 

deformation of polycrystals (De Sansal et al., 2010; Espinosa et al., 2005; Espinosa et 

al., 2006; Jiang et al., 2019; Yellakara and Wang, 2014; Zhou and LeSar, 2012). 

Espinosa et al. (Espinosa et al., 2005; Espinosa et al., 2006) carried out 3D DDD 

simulations on polycrystalline thin films to investigate the film thickness and grain 

size effects based on the assumption that dislocations are mainly nucleated at grain 

boundaries. (Yellakara and Wang, 2014) investigated the effects of grain size, grain 

shape, and initial dislocation density on the yield stress and the HP relationship of 

polycrystalline copper. The studies mentioned above used only one grain (simulation 

cell) to represent the polycrystalline metals in the DDD framework, and the GBs were 

assumed to impenetrable to dislocation transmission, which might not fully capture 

the real physical features of dislocation-GB interactions. (De Sansal et al., 2010) 

constructed a polycrystal model containing 16 regular polyhedral grains with 

randomly selected orientations to investigate the plasticity of microcrystalline copper. 

They reported the HP exponent of the yield stress in their simulations to vary between 

−1/2 and −1. However, also here the GBs were considered as impenetrable dislocation 

obstacles. Considering the limitations of previously proposed DDD models in 

simulating the deformation of polycrystalline metals, it is worthwhile to construct a 

more realistic polycrystal model containing multiple, randomly oriented grains and 

penetrable GBs in a 3D DDD framework. 

In addition to the effect of grain size in polycrystalline metals, the length of 

pre-existing Frank-Read (FR) sources in the samples may also play a crucial role in 

controlling the yield stress. Von Blanckenhagen et al. (von Blanckenhagen et al., 2004; 

von Blanckenhagen et al., 2001a, b, 2003) conducted a series of simulations using 3D 

DDD and found that the lowest yield stress was associated with a FR source length 

around d/4 and d/3 for the cases with and without dislocation pile-ups in front of GBs, 

respectively. (Ohashi et al., 2007) performed a similar DDD simulation and obtained 

an identical conclusion, namely that the critical stress to generate a full dislocation 
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loop in a grain was lowest when the length of the FR source was lFR=d/3. In these 

studies, the polycrystalline aggregate was simplified as one cube-shaped single grain 

with surfaces treated as impenetrable barriers to dislocation motion. Besides, there 

was only one dislocation source with a fixed length positioned in the center of the 

grain. This over-simplified model does not fully capture the nature of dislocation 

interactions with and across GBs in a polycrystalline aggregate and is therefore 

unlikely to provide an accurate description of yielding as a process involving many 

grains. 

   In the current study, we construct a DDD polycrystal model containing multiple 

grains with randomly distributed orientations. The GB model embedded within this 

DDD framework considers two dislocation-GB interaction mechanisms, i.e., 

dislocation absorption at GBs and dislocation emission from GBs. This GB model 

uses a 'coarse-graining' approach to handle the complex process of dislocation-GB 

interactions for arbitrary GB types without much loss of physics. Details of this model 

were described in (Zhang et al., 2021). In the present investigation, we use this DDD 

framework to investigate the effect of FR source length, grain size and initial 

dislocation density on the yield stress of ultrafine-grained polycrystalline metals. To 

the best knowledge of the authors, this is the first work to simulate the behavior of 

polycrystals by applying the 3D DDD method to a sufficiently large grain assembly (> 

100 grains) with dislocation-penetrable GBs. 

 

2. Simulation method 

2.1 Multiscale DDD framework 

In the present study, a hybrid model (multiscale DDD model) (Huang et al., 2017; 

Lu et al., 2019; Zbib and Diaz de la Rubia, 2002; Zbib et al., 1998) coupling discrete 

dislocation dynamics (DDD) with the finite element method (FEM) is used to perform 

simulations on polycrystalline metals. This type of multiscale framework was 

originally developed by (Zbib and Diaz de la Rubia, 2002; Zbib et al., 1998) and 

recently improved by (Huang et al., 2017) and (Vattré et al., 2014). In this method, a 

segment-based discrete description of the interaction of close dislocations is coupled 
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to a coarse-grained description of the plastic eigenstrain, which is transferred from 

DDD to FEM to evaluate an elastic-plastic boundary value problem, with the ensuing 

stress field transferred back from FEM to DDD. Segment-based stress corrections are 

defined to match the FEM stress field to address the underestimated interaction 

between close dislocations faced in earlier DDD-FEM coupling frameworks. Further 

details of this hybrid scheme can be found in (Huang and Li, 2015; Huang et al., 2017; 

Jamond et al., 2016; Vattré et al., 2014). 

 

2.2 Polycrystal model 

The polycrystal model used in the present work extends the model of a bicrystal 

with a penetrable GB formulated in (Zhang et al., 2021) to a face-centered cubic (fcc) 

polycrystal sample. The simulated sample consists of 4×4×8 cube-shaped grains with 

equal edge length d forming a regular grid-like stacking as shown in Fig. 1a.  

Orientations of the fcc crystal lattice were assigned randomly to the cubic crystallites. 

We note that (Huang et al., 2020), who consider a similar morphology consisting of 

cube shaped grains, report that a more realistic Voronoi construction yields similar 

results for the same average grain size. The sample is loaded in the direction of its 

long axis (X-axis in Fig. 1a) by fully constraining the bottom of the model (plane 

x=−4d) and imposing a uniaxial displacement in –X direction on the top surface (plane 

x=4d). The imposed displacement rate of 40000d s-1 induces a constant average strain 

rate of 5000 s-1. Since we used 3D DDD to simulate a polycrystalline sample with 

multiple grains, the computational load is significant especially for the larger samples. 

Therefore, a relatively high loading rate was chosen to enhance computational 

efficiency (see for comparison (Bayerschen et al., 2015; Fan et al., 2016; Guo et al., 

2021; Srivastava and El-Awady, 2017). We note that according to criteria given by 

(Fan et al., 2021), the present simulations are well inside the regime of low rate 

sensitivity; hence, even a significant reduction of strain rate is not expected to change 

the results. This is also borne out by our own sensitivity checks which indicate that a 

reduction in strain rate by a factor 10 reduces the flow stresses in our simulations by 

less than 15%. This finding is in line with experimental observations of a moderate 
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strain-rate sensitivity of UFG Cu and Ni samples by (Gray et al., 1997) who report 

moderate variations in yield stress by 15-25% over the strain rate range from 10-3 s-1 

to 3000 s-1. We therefore do not explicitly consider strain rate effects in the remainder 

of this study. 

The side surfaces of the sample are treated as free surfaces in the elastic boundary 

value problem; on these surfaces, dislocations are allowed to freely escape according 

to the local stress state. In the present study, an assembly of Frank-Read (FR) type 

sources is chosen as initial dislocation configuration in order to mimic the fragmented 

network present in UFG materials. This allows us to control the initial dislocation 

density and source length in terms of the spacing and number of pinning points. In 

particular, the presence of sources with strong pinning points avoids the problem of 

dislocation starvation which may, in UFG structures, occur with other initial 

conditions (e.g. straight grain-threading dislocations) already at small strains. For 

these reasons, this type of initial configuration has been widely adopted in DDD 

studies of the plasticity of polycrystalline metals with the grain size at the nano- or 

micro-scale (Ohashi et al., 2007; von Blanckenhagen et al., 2004; von Blanckenhagen 

et al., 2001a, b, 2003; Yellakara and Wang, 2014; Zhou and LeSar, 2012). For each 

sample, initial FR dislocation sources are randomly distributed in the whole simulated 

volume under the constraint that the dislocation lines are not allowed to intersect any 

GB planes, as shown in Fig. 1b. The material simulated in this paper is taken to be 

face-centered cubic (fcc) aluminum with shear modulus G=26 GPa and Poisson ratio 

v=0.345. The magnitude b of the Burgers vector is taken as 0.25 nm, and the viscous 

drag coefficient of dislocation motion is 10-4 Pa·s. The GB parameters used here are 

the same as those in our former work describing the GB model (Zhang et al., 2021). 

Note that there is only one set of slip systems for fcc crystals, i.e. {111}<110>, which 

includes 12 different slip systems. In our simulations, all 12 slip systems are 

considered in each grain, initial FR dislocation sources are randomly distributed on 

these slip systems. 
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(a)                             (b) 

Fig. 1. Geometry model. (a) Polycrystal model containing multiple cube-shaped grains with 

randomly distributed orientations, (b) example of FR dislocation source distribution in the model. 

 

2.3 GB model 

   In the present work, we adopt a 3D penetrable GB model proposed in (Zhang 

et al., 2021) to handle the interactions between dislocations and GBs in polycrystals. 

In this model, two GB-dislocation interaction scenarios were considered, namely, 

dislocation absorption at GBs and dislocation emission from GBs. Since the 

dislocation lines piled up at GBs are irregular for non-symmetrical GB types, it is 

difficult to represent all details of dislocation transmission of dislocations across the 

GB plane accurately within the DDD framework. Hence, a coarse-graining approach 

is used to describe the main features of dislocation absorption and emission at GBs. In 

this approach, the GB plane is divided into elements with equal size. These elements 

are envisaged as dislocation sinks and/or dislocation sources for dislocation 

absorption at GBs and dislocation emission from GBs, respectively. Dislocation 

absorption is controlled by a critical stress condition, i.e. the resolved shear stress 

acting on the incoming dislocations must be larger than the GB strength τgb (Zhang et 

al., 2021). Dislocation emission events typically occur with assistance of the stress 

fields of dislocations that are piled up on the other side of the grain boundary. The 

emission criterion is based on rules that include information specific to the emitted 
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dislocations such as grain association, slip plane, Burgers vector, etc. as well as 

parameters describing the internal state of the grain boundary (Zhang et al., 2021).  

One modification of the bicrystal model (Zhang et al., 2021) concerns the GB 

strength τgb, which is correlated with the GB energy Egb by τgb=Egb/b. The parameter 

τgb is important since it controls dislocation absorption at GBs and thereby influences 

the behavior of plastic deformation. In our previous work investigating the 

mechanical behavior of bicrystalline pillars, the GB energy was evaluated from 

molecular dynamics simulation (Zhang et al., 2021). However, owing to a large 

number of GBs with different misorientations in the polycrystal model studied here, it 

is impractical to use molecular dynamics simulation to calculate the GB energies for 

all GBs due to the heavy computational burden. Instead, GB energies are computed 

using an interpolation scheme proposed by (Bulatov et al., 2014), who calculated GB 

energies for a large number of GB types and different materials. By defining a metric 

in the 3 x 2 dimensional space of possible GB configurations, they then developed a 

scheme where the energy of a generic GB is estimated by evaluating its metric 

distance from all GBs in the database and, after using these distances to evaluate 

strongly nonlinear weight functions, taking the weighted average of the respective GB 

energies. For details the reader is referred to (Bulatov et al., 2014), who also provide 

the GB data underlying their interpolation and the source code of the interpolation 

script under public license.  

Note that by implementing the energy function proposed by Bulatov et al. into the 

DDD framework, the computation efficiency can greatly improve compared with that 

of using molecular dynamics simulations to calculate GB energies in the previous 

article (Zhang et al., 2021). This is mandatory in view of the large number of GBs in 

our samples and the fact that multiple statistical realizations of the polycrystalline 

aggregate must be simulated for each parameter set to obtain statistically reliable 

results. 

 

3. Dislocation motion in polycrystals 

3.1 Effect of source length and grain size on dislocation motion 
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The operation of a FR source in the interior of a grain of size d depends not only 

on the initial source length lFR but also on the constraint imposed by the grain 

boundaries. To study the effect of the ratio d/lFR on the yield stress of the samples, 

several model polycrystals with constant source lengths of lFR=d/1.5, lFR=d/2, lFR=d/3, 

lFR=d/4, lFR=d/5 were simulated for three different grain sizes, d=240b, d=300b and 

d=400b. In all simulations, the total number of grains was kept at 128, and the sample 

size changed in proportion with the grain size d. The initial dislocation density in all 

simulated cases was fixed at 20 µm-2. It should be mentioned that five realizations 

with random distributions of grain orientations and FR sources were simulated for all 

sets of parameters. All results are averages over these realizations. 

 Fig. 2a plots the variation of 0.1% offset yield stress, σ0.1 (the flow stress at a 

plastic strain of 0.1%), as a function of the ratio between the grain size and FR source 

length, d/lFR, for three prescribed grain sizes. It shows that the yield stress increases 

with decreasing grain size, irrespective of d/lFR, demonstrating a typical grain size 

effect. A detailed analysis of this effect will be presented in Section 4. From Fig. 2a, 

another interesting observation is that the lowest yield stress for all grain sizes is 

obtained at d/lFR=4. In other words, when the FR source length is a quarter of the 

grain size, the polycrystalline sample has the lowest yield stress. We first compare this 

observation with the theoretical prediction for the case where the yield stress is 

controlled by activation of unconstrained bulk FR sources. The shear stress to activate 

such a source can be calculated through the following equation (Hirth and Lothe, 

1982; Zhang et al., 2014): 

 FR
FR

FR

log
2

lk Gb
l r

τ
π

=   (2) 

where k=1 for edge and k=1/(1−ν) for screw dislocations. Since there are different 

types of dislocations (including edge, screw, and mixed ones) in the simulations, the 

parameter k is approximated as k=[1+1/(1−ν)]/2 for simplicity. The parameter r is the 

Brown splitting distance and set as 2b (Zhang et al., 2014). The corresponding 

theoretical yield stress σFR is given by 
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 FR
FR FR

FR

log
2

lMk GbM
l r

σ τ
π

= =   (3) 

where the orientation factor M is here, in line with the Taylor model of a random 

polycrystal, chosen as M=3. According to Eq. (3), the yield stress will monotonically 

increase as d/lFR increases for a specified grain size d, which is inconsistent with the 

simulation results shown in Fig. 2a. Fig. 2b presents the ratio between the simulated 

and theoretical yield stresses σ0.1/σFR versus d/lFR. It shows that the ratio σ0.1/σFR 

increases as d/lFR decreases when d/lFR is smaller than 4, whereas the ratio keeps at a 

constant value of around 1 when d/lFR is larger than 4. In other words, the yield stress 

of the polycrystalline sample approximately equals the value predicted from Eq. (3) 

when d/lFR is greater than 4. The variation of σ0.1/σFR with d/lFR is mainly related to 

the constraint imposed by the GBs on the operation of FR sources.  

Note that the yield stress is often taken as 0.2% proof stress in experiments and 

engineering. To verify whether our results are affected by the yield stress definition, 

we performed an additional simulation with plastic strain up to 0.2% for the case of 

d=300b. The 0.2% proof stress σ0.2 versus d/lFR for this case is plotted in Fig. 2a. It 

can be seen that because of the higher yield strain, the curve of σ0.2 vs d/lFR shows an 

approximately d independent offset which is due to the dislocation density increase 

and concomitant strain hardening from 0.1% to 0.2% plastic strain. The same 

behavior is seen in Fig. 2b which shows that both ratios σ0.1/σFR and σ0.2/σFR are 

independent of d/lFR for d/lFR≥4. Thus, our conclusions regarding the dependency of 

yield stress on grain size and source length are unaffected by the yield stress 

definition. For reasons of computational cost (Jiang et al., 2019) we have therefore, 

unless otherwise mentioned, used a 0.1% offset. A similar approach has also been 

adopted by other researchers (Balint et al., 2008; De Sansal et al., 2010; Jiang et al., 

2019; Lefebvre et al., 2007). 
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Fig. 2. Simulation results. (a) 0.1% or 0.2% offset yield stress σ0.1 or σ0.2 vs. the ratio d/lFR of 

grain size to FR source length, for three different grain sizes, (b) the ratio σ0.1/σFR or σ0.2/σFR of 

the yield stress from simulation to the FR source strength predicted from Eq. (3), plotted vs. d/lFR 

for three different grain sizes. The results are averaged over five realizations and the error bars 

represent the standard deviation. 

     

Fig. 3 schematically illustrates the operation of a FR source in the grain center. 

As shown in Fig. 3, the initially straight FR source line with length lFR gradually bows 

out under increasing shear stress. The expanding loop is then constrained by the GB. 

If the distance s between the GB and the pinning point of the FR source is smaller 

than lFR, the stress required to move the dislocation further is controlled by s, whereas 

for s longer than lFR, it is controlled by lFR. For a model containing only one grain, the 

yield stress is usually defined as the critical stress required to emit only one 

dislocation loop from a FR source, as studied in (Ohashi et al., 2007; von 

Blanckenhagen et al., 2004; von Blanckenhagen et al., 2003). In such a case, the 

sample has the lowest yield stress when d/lFR=3. However, in real polycrystalline 

metals, the sample starts to yield only when sufficient dislocation movements occur in 

the grain interior. Thus, the FR sources need to operate several times to reach the 

yield condition (both for the cases of GB with finite GB strength and impenetrable 

GB). As a result, dislocation pile-ups are generated in front of the GBs, leading to an 

effective shortening of s, as schematically shown in Fig. 3c. In this case, the d/lFR 

value for the lowest yield stress is slightly larger than 3. A value of about 4 is obtained 

in our simulations, as shown in Fig. 2b.  
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(a)                  (b)                  (c)                  

Fig. 3. Schematic illustration for the operation of a FR source. 

It should be mentioned that the optimal source length of lFR=d/4 inferred from 

Fig. 3 is based on the assumption that the FR source is initially positioned at the 

center of the grain and the slip plane of the dislocation has a square shape with a size 

of d. However, in the model polycrystals simulated here, the position and orientation 

of the FR sources, as well as the location of the corresponding slip plane, are 

randomly assigned, which seems to differ significantly from the situation illustrated in 

Fig. 3. (Ohashi et al., 2007) and (von Blanckenhagen et al., 2003) demonstrated that 

the activation stress would be higher when a FR source is located further away from 

the grain center. This suggests that the yield stress of the sample is controlled by the 

FR sources with a length of lFR=d/4 residing near the center of the grain. From a 

statistical point of view, the model with randomly distributed sources must contain a 

certain number of sources located near the grain center, and these most effective 

(because they are weakest) sources dominate the yielding of the sample. Therefore, 

the schematic diagram shown in Fig. 3 to motivate the most effective source length as 

lFR=d/4 in our simulations provides a reasonable picture of the actual situation. 

The phenomenon of dislocation confinement schematically shown in Fig. 3 can 

also be observed during the dislocation evolution in the simulations. Fig. 4 shows the 

dislocation confinement by GBs for a sample with d=300b and d/lFR=2. It can be seen 

from Fig. 4 that a dislocation source stops continuously operating after the emitted 

segment reaches the GB surface since the distance between the corresponding pinning 

point and the GB is smaller than the initial FR length and thus the dislocation requires 

higher shear stress to move forward.  
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          (a)                          (b) 

Fig. 4. Dislocation confinement by GBs: dislocation structure of a sample with d=300b and 

d/lFR=2. (a) Dislocation structure in the initial state, (b) the light blue dislocation line hits the GB 

surface and stops moving, as seen in the rectangular box and the corresponding enlarged figure on 

the right. The pinning points at two ends of a FR source are represented by the brown spheres in 

the figures.    

 

To quantitatively analyze the impact of GB constraints on dislocation movement 

in polycrystalline metals, the data related to the activation and operation of FR 

sources are analyzed in more detail. Source operation can be characterized by the 

rotation of dislocation segments around their pinning points. As illustrated in Fig. 5a, 

the rotation angle of a segment between two sequential time steps can be determined 

as: 

 
( )
( ) ( )arccosi i

i i
i i

θ
 ′× ⋅

′∆ = ⋅ 
′× ⋅  

e e n
e e

e e n
  (4) 

where ie  and 2′e  are the unit tangent vectors connecting the segment to its pinning 

point in two sequential time steps, and n is the slip plane normal vector. The square 

bracket in Eq. (4) corresponds to the sign of the incremental rotation angle: 

anti-clockwise rotations around n are counted as positive. The total rotation angle 

around a pinning point for n time steps can then be stated as 
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∑
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e e
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  (5) 

and the number of loops emitted from a FR source can be defined as  

 1 2+
4

N
θ θ

π
∑ ∆ ∑ ∆

=   (6) 

where 1θ∆  and 2θ∆  are the rotation angles around both pinning points of a FR 

source, as shown in Fig. 5b. As illustrated in Figs. 5b-d, whether the source is 

activated or not can be determined by three configurations. The first one is that the 

initial FR source line bows out and becomes a semicircle (Fig. 5b). This configuration 

can also be simply defined as N=0.25 in Eq. (6). Before reaching the configuration in 

Fig. 5b, the dislocation may have been absorbed by GBs (Fig. 5c) or annihilated at 

free surfaces (Fig. 5d); such cases are also regarded as an indication of source 

activation. Sources meeting the criteria shown in Figs. 5b-d are in the following 

denoted as 'activated sources', and sources emitting more than one dislocation loop 

(N>1 in Eq. (6)) are denoted as 'operated sources'. The constraint of GBs on source 

operation can be quantified via the percentage of operated sources.  

Absorbed by GBs Annihilate at 
free surfaces

pin

 

(a)               (b)                 (c)                 (d) 

Fig. 5 Schematic illustration of dislocation rotation around a pinning point and criteria of source 

activation. (a) The dislocation segment rotates around the source pinning point by an angle θ∆ , 

(b-d) Criteria to determine the activation of a source: (b) the initially straight FR source line bows 

out and becomes a semicircle, (c) the dislocation is absorbed by GBs and (d) annihilated by free 

surfaces.  

 



International Journal of Plasticity, 149 (2022) 103183 https://doi.org/10.1016/j.ijplas.2021.103183 

17 
 

Fig. 6 presents quantitative results about the activation and operation of 

dislocation sources for the grain sizes of d=300b and d=400b. NT is the total number 

of sources in the whole sample, NA and NO are the numbers of activated and operated 

sources, respectively. Figs. 6a and 6b give the percentages of activated sources NA/NT 

and operated sources NO/NA versus plastic strain εp before offset yielding (εp=0.1%) 

for different d/lFR when d=300b. It is clearly seen that NA/NT increases with 

decreasing d/lFR whereas the ratio of operated sources to activated sources tends to 

decrease as d/lFR is reduced when εp>0.06%. This means that for small d/lFR, 

although there is a higher probability of activating a source, the percentage of 

operated sources, which is an indication of the ability to operate the activated sources 

continuously, is reduced due to the confinement of dislocation movement by GBs. 

Corresponding data for d=400b are shown in Figs. 6d and 6e. As seen from these 

figures, the trends of the NA/NT and NO/NA curves are analogous to those for d=300b.   
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Fig. 6. Results about the activation and operation of dislocation sources for grain sizes (a-c) 

d=300b and (d-f) d=400b. (a, d) Percentage of activated sources and (b, e) operated sources, (c, f) 

and an average number of emitted loops versus plastic strain for varied d/lFR. NT is the total 

number of sources in the whole sample, NA and NO are the numbers of activated and operated 

sources, respectively, and 𝑁𝑁� is the average number of emitted loops per operated source. 

The average number 𝑁𝑁� of emitted loops, which is defined as 𝑁𝑁� = ∑𝑁𝑁 𝑁𝑁O⁄  

(total number of loops divided by the number of operated sources), is plotted as a 

function of plastic strain in Figs. 6c (d=300b) and 6f (d=400b). We can observe from 

these figures that the average loop number 𝑁𝑁� increases with decreasing d/lFR for 

both d=300b and d=400b. This result can be understood as follows: Since there is a 

significant constraining effect on dislocation operation when d/lFR is small, resulting 

in a low percentage of operated sources (see Figs. 6b and 6e), more loops must be 

emitted from each operated source to produce the plastic offset strain of 0.1%.      

Fig. 7 gives, for the grain sizes of d=300b and d=400b, plots of 𝑁𝑁�, NA/NT and 

NO/NA versus d/lFR at the plastic strain εp=0.1%. Interestingly, it is seen that NA/NT is 

nearly the same for both grain sizes. The decrease of NA/NT with increasing d/lFR is 

related to the confining effect of GBs on dislocation operation. For small d/lFR, the 

GBs impose strong constraints on dislocation movement. Hence, many sources need 

to be activated to accommodate the plastic strain, while the fraction of 'operated 

sources', NO/NA, is comparatively small, as shown in Fig. 7b.  
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Fig. 7. (a) NA/NT (b) NO/NA and (c) 𝑁𝑁� at the plastic strain of εp=0.1%, plotted versus d/lFR for 

grain sizes d=300b and d=400b. 𝑁𝑁� is the average number of emitted loops, NT is the total number 

of sources in the whole sample, NA and NO are the numbers of activated and operated sources, 

respectively.  

 

3.2 Effects of initial dislocation density and grain size on source activation 

Section 3.1 has shown that source length and grain size have a significant 

influence on the activation and operation of sources. However, in real samples an 

entire spectrum of source lengths is present, and it is therefore important to investigate 

the behavior of samples containing a spectrum of source lengths. To this end, initial 

FR sources with random lengths ranging from lFR=d/5 to lFR=d/1.5 were randomly 

distributed in samples with different grain sizes (d=240b, d=300b, d=400b, d=500b, 

d=600b and d=700b). For each grain size, different initial dislocation densities (ρ0=20 

µm-2, ρ0=30 µm-2 and ρ0=50 µm-2), and thus different numbers of initial dislocation 

sources, have been simulated.  

In Fig. 8, the three quantities NA/NT, NO/NA and 𝑁𝑁� at the plastic strain of εp=0.1% 

are plotted versus grain size d for the three initial dislocation densities ρ0=20 µm-2, 

ρ0=30 µm-2 and ρ0=50 µm-2. It shows that NA/NT and NO/NA are almost grain size 

independent and depend only weakly on initial dislocation density.  
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Fig. 8. (a) NA/NT (b) NO/NA and (c) 𝑁𝑁� at the plastic strain of εp=0.1% versus grain size d for the 

initial dislocation densities of ρ0=20 µm-2, ρ0=30 µm-2 and ρ0=50 µm-2. 𝑁𝑁� is the average number 

of emitted loops per operated source, NT is the total number of sources in the whole sample, NA 

and NO are the numbers of activated and operated sources, respectively. 

 

As the overall number of operated sources per grain increases with increasing 

dislocation density, the average number 𝑁𝑁� of emitted dislocations per operated source 

decreases with increasing dislocation density and increasing grain size. To understand 

this behavior, consider the strain created by loop emission from sources operated in 

one grain in the polycrystalline sample. The plastic strain εp equals 

 p
1 bS
M V

ε =   (7) 

where V is the volume of the grain and S is the total area swept by dislocations within 

this grain. The slipped area S0 covered by one emitted loop is proportional to the 

cross-sectional area of the grain, i.e., S0=fd2 where f is a geometrical factor of the 

order of one. Combining with Eq. (7), the relation between plastic strain εp and 

average number 𝑛𝑛�O of loops per grain is expressed as 

 
2

O 0 O
p O3

n S n fdb S b b f bn
M V M V M d M d

ε = = = =   (8) 

Eq. (8) shows that 𝑛𝑛�O linearly scales with the plastic strain εp for a specific grain 

size d. To verify this theoretical prediction, 𝑛𝑛�O  ~ εp curves obtained from the 

simulations for all grain sizes are plotted in Figs. 9a (ρ0=20 µm-2), 9b (ρ0=30 µm-2) 

and 9c (ρ0=50 µm-2). As seen from Fig. 9, 𝑛𝑛�O scales almost linearly with the plastic 

strain for all grain sizes and all three initial dislocation densities. Moreover, the slope 
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of the curves is almost independent of initial dislocation density. This is consistent 

with the prediction in Eq. (8). 𝑛𝑛�O at εp=0.1% as a function of grain size d for three 

dislocation densities is displayed in Fig. 9d. Again, it shows that 𝑛𝑛�O roughly rises in 

proportion with grain size and does not depend on initial dislocation density, which is 

in good line with the scaling in Eq. (8). 
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Fig. 9. Average loop number of each grain 𝑛𝑛�O (total number of emitted loops in the whole sample 

divided by the total grain number) versus plastic strain for the initial dislocation densities of (a) 

ρ0=20 µm-2, (b) ρ0=30 µm-2 and (c) ρ0=50 µm-2, (d) 𝑛𝑛�O versus grain size d at 0.1% plastic strain. 

 

4. Effects of grain size and initial dislocation density on yield stress 

4.1 Simulation results 

In order to investigate the effects of grain size and initial dislocation density on 

the yield stress of UFG polycrystals, simulation results of samples with six grain sizes: 
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d=240b, d=300b, d=400b, d=500b, d=600b and d=700b, and three initial dislocation 

densities: ρ0=20 µm-2, ρ0=30 µm-2 and ρ0=50 µm-2 were analyzed in detail. Again, 

the initial conditions in these simulations correspond to randomly distributed FR 

sources with a spectrum of source lengths ranging from lFR=d/5 to lFR=d/1.5. To 

examine the effect of GB penetrability on sample strength, the case with rigid GBs 

that act as impenetrable barriers to dislocation glide was also simulated for 

comparison.  

The stress versus plastic strain curves before yielding for samples with various 

grain sizes and three different initial dislocation densities are shown in Fig. 10. The 

standard deviation bars at the plastic strains of 0.05% and 0.1% are presented for each 

curve in this figure. It can be seen that there is significant strain hardening for all 

cases, which also can be observed in the experiments in the literature (Gao et al., 2014; 

Li et al., 2021; Tsuji et al., 2002). Fig. 11a-d shows the corresponding strain 

hardening rate for all cases in Fig. 10. It can be found that the strain hardening rate 

decreases with increasing plastic strain, especially for the samples with penetrable 

grain boundaries (Fig. 11b-d). Besides, the figure shows that the strain hardening rate 

curves fluctuate intensively and there is no obvious trend for the relation between 

strain hardening rate and grain size. To examine the overall effect of grain size and 

initial dislocation density on the strain hardening rate, we averaged the strain 

hardening rate from εp=0 to εp=0.1%, as presented in Fig. 11e. It can be observed 

there is an overall trend that the strain hardening rate decreases as the grain size or the 

initial dislocation density increases. During the deformation stage from εp=0 to 

εp=0.1%, FR sources gradually activate and dislocations pile up in front of GBs, the 

overall stress-plastic strain response of a sample is a combined result of dislocation 

motions in the grain interior, back stresses caused by dislocation pile-ups in front of 

GBs, and the effect of slip transmission into neighboring grains which gradually 

reduces the hardening slope. Fig. 11e also shows that the strain hardening rate of the 

sample with rigid GB is larger than that of the penetrable GB counterpart. This is 

mainly due to the more significant dislocation pile-ups at GBs for the sample 

containing rigid GBs. To investigate the scatter of equivalent random realizations, the 
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standard deviations of stress at the plastic strains of εp=0.05% and εp=0.1% as a 

function of grain size are plotted in Fig. 11f for three initial dislocation densities. It 

can be seen that the standard deviation at εp=0.1% is larger than that of εp=0.05% and 

that the standard deviation decreases as the initial dislocation density increases. No 

systematic grain size dependency can be discerned. These observations indicate that 

the scatter of flow stresses is because the samples with higher initial dislocation 

density have more dislocation sources and thus decrease the scatter of realizations. In 

addition, at εp=0.05%, the standard deviation for the rigid GB case is similar to that of 

penetrable GB one, but has a lower value at εp=0.1%. This is because the dislocation 

density for the rigid GB sample is greatly larger than that of penetrable sample when 

the plastic strain reaches up to 0.1%. 
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Fig. 10. (a) Stress versus plastic strain at various grain sizes for samples containing rigid GBs, 

with initial dislocation density ρ0=20 µm-2. (b-d) Results for samples containing penetrable GBs, 

with three different initial dislocation densities: (b) ρ0=20 µm-2, (c) ρ0=30 µm-2, (d) ρ0=50 µm-2. 
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Fig. 11. (a) Strain hardening rate versus plastic strain at various grain sizes for samples containing 

rigid GBs, with initial dislocation density ρ0=20 µm-2. (b-d) Results for samples containing 

penetrable GBs, with three different initial dislocation densities: (b) ρ0=20 µm-2, (c) ρ0=30 µm-2, 

(d) ρ0=50 µm-2. (e) Average strain hardening rate (average over the data points from plastic strain 

εp=0 to εp=0.1%) versus grain size for four different samples. (f) Standard deviation of stress at 

the plastic strain levels of εp=0.05% and εp=0.1% versus grain size for four different samples. 

 

The 0.1% offset yield stress versus grain size is presented in Fig. 12. It can be 

seen that the 0.1% offset yield stress of the samples decreases as the grain size 

increases, exhibiting a grain size effect, irrespective of GB penetrability and initial 

dislocation density. This typical size effect can be observed in experiments for a 

variety of polycrystalline metals (Dunstan and Bushby, 2014; Hall, 1951; Petch, 1953). 

Fig. 12 also shows that the strength of the sample with rigid GBs is much higher than 

that of samples with penetrable GBs.  

Representative examples of dislocation structure evolution are presented in Fig. 

13 for samples with rigid and penetrable GBs. In case of rigid GBs, with increasing 

plastic strain more and more dislocations accumulate along GBs, as shown in Figs. 

13a-c. By contrast, when dislocation absorption at GBs and dislocation emission from 

GBs are allowed, the samples containing penetrable GBs exhibit less pronounced 

dislocation pile-ups, and at the offset yield strain substantial numbers of emitted 

dislocations (colored in green in Fig. 13f) can be observed in the material. From Fig. 

12, it can also be seen that, both for samples with penetrable and samples with 

impenetrable GBs, the flow stress for a given grain size d decreases as the initial 
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dislocation density increases. This effect can be explained by the fact that, in the 

range of grain sizes and initial dislocation densities investigated here, the yield stress 

is mainly dominated by source activation (El-Awady, 2015). Dislocation-dislocation 

interactions give rise to a Taylor-type strength contribution which is proportional to 

the square root of dislocation density but, for the parameters considered here, this 

Taylor stress is quite weak compared to the stress required to activate a FR source, as 

will be discussed in detail in Section 4.3. For samples with higher initial dislocation 

density, and therefore a higher number of FR sources, there is a higher probability of 

finding weak sources that can be activated at low stress. Moreover, the total number 

of sources is larger, which means that each source needs to emit a smaller number of 

loops to accommodate the offset plastic strain. As a consequence, dislocation pile-ups 

and the concomitant back stresses are reduced. As a result, the yield stress decreases 

with increasing dislocation density, as shown in Fig. 12. (Balint et al., 2008) 

conducted 2D DDD simulations of tensile deformation of polycrystals and also found 

that the yield stress of samples with low dislocation source density is larger than that 

of samples with higher source densities. (Xu et al., 2019) used 2D DDD simulation to 

investigate indentation size effects and reported that the indentation pressures increase 

with decreasing initial source density. These studies demonstrate a regime of source 

limited dislocation plasticity which is quite similar to our simulation results. 
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Fig. 12. The relation between 0.1% offset yield stress σ0.1 and grain size d for samples with 

different initial dislocation densities: ρ0=20 µm-2, ρ0=30 µm-2 and ρ0=50 µm-2. The data points 
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represent the simulated results while the solid curves are fitted by Eq. (9). For ρ0=20 µm-2, results 

for samples with rigid GBs are also plotted.  
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Fig. 13. Representative dislocation arrangements at plastic strains of εp=0, 0.06% and 0.1% for 

polycrystalline samples with (a-c) rigid GBs and (d-f) penetrable GBs. The three figures on the 

right side of (c) and (f) show the corresponding dislocation structure in different projections. The 

emitted dislocation lines are colored in green, whereas dislocations coming from sources in the 

grain interior are marked as blue lines. Grain size 400b, initial dislocation density 20 µm-2. 

 

4.2 Hall–Petch-like relationship 

The relationship between grain size d and yield stress σy for polycrystalline 

metals can be described by a Hall–Petch-like formula as follows: 

 y 0
nkdσ σ −= +   (9) 

where σ0 is the yield stress of the single crystal or can be thought of as the yield stress 

of a very coarse-grained, untextured polycrystal. k and n are fitting parameters. The 

value of n usually ranges from 0.5 to 1 depending on many aspects like grain size 

range and initial dislocation density. When n=0.5, Eq. (9) reduces to the well-known 

Hall–Petch relation. Fits of Eq. (9) to the numerical results are presented in Fig. 12. 
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Note that the values of σ0 are set to 0 0M Gbσ α ρ= , representing Taylor hardening 

due to dislocation interactions in the coarse-grained, untextured polycrystal. Such an 

expression for σ0 implies that σ0 is assumed to be dependent on initial dislocation 

density but independent on grain size. The exponents n obtained from the simulations 

for different cases are summarized in Table 1. It can be seen from Table 1 that the 

values of n range from 0.91 to 0.98 for the cases with penetrable GBs, which is 

different from n=0.5 in the classical Hall–Petch relation. The experimental data 

presented in (Ohno and Okumura, 2007) show that the exponent n increases from 

approximately 0.5 to 1.0 for grain sizes less than about 5 µm, which is consistent with 

present simulation results. Besides, Table 1 shows that the value of n for the sample 

with rigid GBs is around 14% larger than that with penetrable GBs, indicating an 

overestimated grain size dependence when the GB is assumed to be an impenetrable 

barrier for dislocation motion. This result is consistent with a previous 

two-dimensional DDD study (Huang et al., 2020). Furthermore, as shown in Table 1, 

the value of n tends to decrease as the initial dislocation density increases. This trend 

is in good agreement with the results of former crystal-plasticity-based finite element 

simulations (Ohashi et al., 2007) and two/three-dimensional DDD simulations (Balint 

et al., 2008; El-Awady, 2015) in the literature.  

Table 1 Values of exponent n in Eq. (9) obtained from simulations. 

Cases ρ0=20 µm-2 (rigid GB) ρ0=20 µm-2 ρ0=30 µm-2 ρ0=50 µm-2 
Exponent n 1.113 0.978 0.947 0.913 

 

4.3 Dislocation density increase and Taylor hardening  

   The evolution of total dislocation density versus plastic strain is plotted in Figs. 

14a and 14b for εp<0.1% and three different initial dislocation densities. It is seen that 

the dislocation density increases with plastic strain in all cases. The existence of GBs 

in polycrystalline metals affects this increase in two distinct manners: First, the 

constraining effect of GBs delimits the dislocation mean free path, leading to 

enhanced dislocation storage in grains with operating sources. Second, dislocation 

emission from GBs may transfer slip into grains where no favorable source 
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configurations are present, leading to a further increase of dislocation density with 

plastic strain. This can be witnessed in the representative dislocation structure 

evolution shown in Figs. 13e and 13f, where dislocation pile-up in the vicinity of GBs 

and dislocation emission from GBs can both be clearly observed. Figs. 14a and 14b 

demonstrate that the dislocation density increases more strongly in samples with 

smaller grain size, irrespective of initial dislocation density. This grain-size 

dependence of dislocation density evolution is qualitatively in line with experimental 

results (Hansen, 1977; Hommel and Kraft, 2001). For the sake of clarity, the 

dislocation density increase at the plastic strain of 0.1%, (ρ0.1−ρ0), is shown in Fig. 

14c as a function of grain size d. Following our discussion of loop accumulation in 

Section 3.2, the evolution and the grain-size dependence of dislocation density can be 

analyzed as follows: One loop emitted from an operated source and stopped at the GB 

has a line length of l=4f'd where f' is a geometrical factor of the order of one. The 

dislocation density (line length per unit volume) is then obtained from the mean 

number 𝑛𝑛�O of loops per grain as  

 O
O 24 ' nln f

V d
ρ = =   (10) 

Combining Eq. (8) and Eq. (10), we can obtain the rate of dislocation density increase 

per unit plastic strain as 

 
p

d 4 ' 1
d

Mf
f bd

ρ
ε

= ⋅   (11) 

Eq. (11) means that the dislocation density ρ scales linearly with plastic strain εp for 

given grain size, this is in line with the overall trend of simulation results shown in 

Fig. 14. Thus the dislocation density increase can be expressed as follows  

 0 p
4 'Mf
fbd

ρ ρ ε− =   (12) 

where ρ0 is the initial dislocation density, which is equal to the dislocation density at 

εp=0. Eq. (12) indicates that ρ −ρ0 should be proportional to εp and independent on 

the initial dislocation density. This agrees well with the behavior of Figs. 14a and 14b: 

for all grain sizes, the three curves with initial dislocation densities of ρ0=20 µm-2, 
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ρ0=30 µm-2 and ρ0=50 µm-2 almost coincide. Fig. 14c shows the variation of ρ0.1−ρ0 

as a function of grain size d for samples with three different initial dislocation 

densities. It can be observed that again all three curves almost coincide. An inverse 

proportionality with grain size d as predicted by Eq. (12) is observed for grain sizes 

from 400b onwards. For smaller grain sizes, Eq. (12) overestimates dislocation 

density accumulation. This is easy to understand: The assumption underlying Eq. (12), 

namely that the entire dislocation line length of an emitted loop is deposited at the GB, 

provides an upper estimate for the stored dislocation length. In samples where 

absorption/emission processes take place, this length must be corrected for the 

absorbed segments. This correction is pronounced in samples with small grain size, 

where the high overall stress level facilitates absorption at GBs, while at the same 

time the absorbed segments make up a relevant fraction of the overall loop length. 

Conversely, for grains above d=400b we may conclude that dislocation storage is 

mainly controlled by their pile up at GBs, whereas dislocation density reduction by 

absorption at GBs leads only to a minor correction.  

According to Taylor's hardening theory, the shear stress resulting from mutual 

dislocation interactions is proportional to the square root of dislocation density, i.e., 

 f Gbτ α ρ=   (13) 

where α is a constant and G is the shear modulus of the sample, respectively. The 

tensile yield stress due to Taylor hardening can be correlated with the shear stress in 

Eq. (13) by  

 f fMσ τ=   (14) 

Fig. 15 displays the comparison of yield stress from simulations and obtained by Eqs. 

(13) and (14). It should be emphasized that the dislocation densities in Eq. (13) are the 

values at εp=0.1%. It can be clearly observed from Fig. 15 that the yield stresses 

evaluated from Eq. (13) are significantly lower than the simulated ones, especially for 

samples with small grain sizes. This suggests that, in the range of grain sizes and 

dislocation densities investigated here, the yield stress of polycrystalline metals is 
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dominated by grain size effects, whereas direct dislocation-dislocation interactions are 

of secondary importance.  
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Fig. 14. (a, b) Dislocation density increment, ρ −ρ0, versus plastic strain, εp, for polycrystalline 

samples with different initial dislocation densities and grain sizes, (c) dislocation density 

increment at εp=0.1%,  ρ0.1−ρ0, versus grain size, d, for three different initial dislocation densities, 

a fit of Eq. (12) with (Mf’/f) = 1.03 is also shown in the figure. 
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Fig. 15. Yield stresses obtained from simulations and Eq. (13) for varied grain sizes and three 

different initial dislocation densities. 

 

4.4 Unified yield stress model 

Our investigation in Section 4.1, 4.2 and 4.3 has demonstrated that, for the grain 

sizes and dislocation densities investigated here, grain size effects arise mainly from 

the constraining effect of dislocations on the operation of sources in the grain interior. 

To quantify this effect, we refer to the results from El-Awady (El-Awady, 2015), who 

carried out a large number of DDD simulations and then proposed a unified model 

that considered the combined effect of initial dislocation density and an extrinsic 

length scale D (grain size or micropillar diameter). In his model, the yield stress σy of 

samples with extrinsic length scale D is expressed as  

 y 0
0

G Gb
D

βτ α ρ
ρ

= +   (15) 

 y yMσ τ=   (16) 

where ρ0 is the initial dislocation density of the sample and β is a fitting parameter. 

The first term on the right-hand side of Eq. (15) was interpreted as the strength of the 

weakest dislocation sources. In our simulations of samples containing a spectrum of 

source lengths, these correspond to sources with length close to d/4 that are located 

close to the grain center. The second term in Eq. (15), which is similar to Eq. (13), 

accounts for Taylor hardening.  
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To adapt the model of El-Awady to the present situations, we identify the length 

scale D with the grain size d. Furthermore, we note that the source density, which 

governs the strength of the weakest sources in the sense of extremal statistics, is 

controlled by the initial density ρ0. Since the yield stress is taken from the flow stress 

at 0.1% plastic strain, the dislocation density ρ0 in the second term on the right side of 

Eq. (15) must be replaced by ρ0.1 (dislocation density at εp=0.1%): 

 y 0.1
0

G Gb
d
βτ α ρ

ρ
= +   (17) 

The global fit of Eqs. (17) and (16) to our simulation data for polycrystalline metals 

with different grain sizes and initial dislocation densities is presented in Fig. 16a. 

Note that the forest hardening coefficient α is chosen as 0.57, as used in El-Awady's 

model (El-Awady, 2015). A common fit parameter β is used for all three curves. The 

fitted value of the parameter is 1.13×10−2. It can be seen from Fig. 16a that the model 

in Eq. (17) can well describe the trend of the simulation data.  
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Fig. 16. (a) 0.1% offset yield strength σ0.1 versus grain size d for different initial dislocation 

densities ρ0: simulation results and fit by Eq. (17); (b) offset yield strengthσ0.4, simulation results 

of (Huang et al., 2020) and fit by Eq. (17). The dashed lines in (a) and (b) represent the same fit to 

the data of (Huang et al., 2020). 
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To demonstrate the range of applicability of Eq. (17), we used the same equation 

to model the data of (Huang et al., 2020) who used a 2D DDD-XFEM (extended finite 

element method) coupling framework to investigate the effect of grain size on the 

yield stress of polycrystalline aluminum. As in the present study, the grain boundaries 

were also assumed to be penetrable to dislocations in their framework. The initial 

(dislocation) source density was ρ0 = 80 μm-2. Despite the significant differences in 

the simulation method and the fact that a larger offset strain of 0.4% was used by 

Huang et al., their grain size dependence is well represented by our fits of Eq. (17) 

without any need to adjust the parameter β, which can be directly transferred from our 

fits. This agreement, as demonstrated in Fig. 16b, confirms that our relationship can 

be used to represent data which pertain to grain sizes and dislocation densities well 

above those considered in our own simulations (note the different x axis range in Fig. 

16a and b).   

   Eq. (17) is valid for samples containing a sufficiently wide spectrum of source 

lengths, such that yielding is controlled by 'optimal' sources of length ≈d/4. If we 

prescribe a fixed source length, on the other hand, the model in Eq. (17) needs to be 

extended to capture the effect of the additional length scale introduced by the source 

length. Such an effect is, according to our results of Section 3.1, expected when 

d/lFR<4. For this case, we express the source-length dependent yield stress in 

generalization of Eq. (17) as 

 

y 0.1
FR0

y y

*

*( ) ( ), (4) 1

G d Gb
ld

x x x

M

βτ α ρ
ρ

σ τ

 
= Φ + 

 

Φ = Φ Φ =

=

  (18) 

where Φ or Φ* can be regarded as source-grain hardening interaction functions, their 

functional form is chosen as: 

 1/2

2

( ) (when 4)
4
8 1( ) (when 4)

2

qxx x

x x
x

  Φ = <    
 Φ = + >   

  (19) 
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where q is a fitting parameter. The functional form chosen above has the following 

rationale. In the work of (Friedman and Chrzan, 1998), the superposition of 

Hall-Petch hardening and source hardening was analyzed within the framework of the 

classical HP theory based on dislocation pile-up at penetrable GBs. They found that in 

this case the source activation stress τs and the Hall-Petch contribution τHP to the flow 

stress superimpose according to 2 2
y HP sτ τ τ= + . This relation was derived under the 

assumption that the source extension is small as compared to the pile-up length/grain 

size, which is similar to cases of d/lFR > 4 in our simulations. So the above-proposed 

form in Eq. (19) combines two expressions for two distinct regimes:  

(1) At d/lFR < 4, we have a mutual confinement regime. On the one hand, the 

grain boundary confines the source. On the other hand, the source extension reduces 

the space for pile-up formation. Hence, the effective grain size both effects mutually 

exacerbate each other to produce an enhanced strengthening effect.  

(2) At d/lFR > 4, we have an additive hardening regime. Here the effects of 

pile-up formation at GBs and the stress needed to operate the source mutually add up, 

in a root-mean-square manner as expected from pile-up theory, as discussed above. 

 

The fit values obtained from Eq. (18) for different grain sizes with varied d/lFR are 

plotted together with the simulation results in Fig. 17. The fitted value of the 

parameter q in Eq. (19) is −1.5. It is noteworthy that the coefficients α and M in for 

this fit are identical to those in Fig. 16. As seen in Fig. 17, the fitted results can well 

capture the trend of the simulation data.  
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Fig. 17. Source-size dependence of yield stress: simulated results and fit by Eq. (18).  

It should be mentioned that compared with the HP-like relation in Eq. (9), the 

model in Eq. (17) can simultaneously incorporate both the effects of grain size and 

initial dislocation density by only one fit parameter – a result which can be transferred 

to continuum constitutive models in order to describe the grain size dependence of the 

yield stress. Moreover, Eq. (17) can also be extended to account for the source length 

effect, as stated in Eq. (18). Note that our results go well beyond previous approaches 

to describe the superposition of different hardening mechanisms: as expressed by Eqs. 

(18), (19) the coupled effects of source length, grain size and initial dislocation 

density are non additive and non monotonic, giving rise to complex and non trivial 

dependency of the flow stress on key microstructure parameters. 

 

5. Conclusions 

In the current study, a polycrystal model containing multiple cube-shaped grains 

with randomly distributed orientations has been constructed in a three-dimensional 

DDD framework. The grain boundaries implemented in this model consider the 

mechanisms of dislocation absorption at GBs and dislocation emission from GBs. The 

constructed polycrystal model is then used to investigate the effects of source length 

and grain size on the yield stress of polycrystalline metals. The influences of 

dislocation activation and source operation on the size effects are analyzed in detail. 

The main conclusions can be summarized as follows: 
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(1) The yield stress of polycrystalline metals is closely related to the ratio of grain 

size to FR source length. The polycrystalline sample has the lowest yield stress when 

the FR source length is around d/4. Due to GB confinement of dislocation motion, the 

simulated yield stress is significantly higher than the critical stress required to activate 

a bulk source if the source size is larger than d/4. 

(2) The simulation results show that the yield stress of polycrystalline samples 

with impenetrable GBs is more than twice as high as that with penetrable GBs owing 

to the severe dislocation pile-ups in front of GBs. This suggests that the assumption of 

impenetrable GB in DDD simulations of the deformation of polycrystalline metals, 

for some cases, may overestimate grain size effects. 

(3) The simulations of the deformation of polycrystalline metals with different 

grain sizes show that the relationship between the yield stress and grain size of the 

samples does not obey the Hall–Petch law. The Hall–Petch exponent n for the cases 

studied here ranges from 0.91 to 0.98 depending on the initial dislocation density. 

(4) The grain size dependence of the yield stress of polycrystalline metals is 

mainly controlled by dislocation activation. Taylor hardening coming from the mutual 

interactions of dislocations only contributes a minor fraction of the yield stress, 

especially when the grain size is relatively small. 

(5) During the initial, grain boundary controlled deformation stage, the dislocation 

density increases linearly with plastic strain with a rate that does not depend on the 

initial dislocation density; a simple model was proposed to capture dislocation density 

evolution in this regime. 

(6) A theoretical model is proposed that simultaneously accounts for the effects of 

source length, grain size, and initial dislocation density. This model matches the 

simulated data well and can be applied in continuum constitutive laws.  

 

In conclusion, we comment on the range of validity of the present considerations. 

Our simulations pertain to situations where the grain size is comparable to typical 

dislocation source lengths and source spacings, such that 0d ρ is of the order of one. 



International Journal of Plasticity, 149 (2022) 103183 https://doi.org/10.1016/j.ijplas.2021.103183 

37 
 

In such situations, plastic flow in individual grains is controlled by single sources and 

their interaction with grain boundaries. For the present initial dislocation densities, 

this corresponds to behavior in the ultrafine- and nanograined regime. Size-dependent 

plasticity in coarse-grained structures requires a separate consideration which will be 

published elsewhere. Another point worth mentioning is that the dislocation spacings 

are comparable to the grain size in the present simulations. Thus, the systems we 

investigated here are very low-density systems. It is of interest to predict the situation 

in the denser systems based on our present simulation results. As shown in the 

conclusions mentioned above, the exponent n in the Hall-Petch-like relation decreases 

from 0.98 to 0.91 as the initial dislocation density increases from 20 to 50 µm-2. 

Therefore, it is possible that the value of n reduces towards 0.5 (i.e. the conventional 

Hall-Petch relation) when the initial dislocation density is sufficiently high. In 

addition, the contribution of Taylor hardening for the yield strength will increase 

while the source effect will play a weaker role in the denser systems, as reflected by 

Eq. (17). We note that our choice of initial conditions (FR sources with strong pinning 

points) may somewhat over-estimate source efficiency and pile-up formation. There 

are alternative scenarios for deformation of UFG polycrystals: 1) Deformation in 

absence of efficient sources has been described by (Li et al., 2021), see also (Khan 

and Liu, 2016): If no sources are present in grain interiors, then intragranular 

dislocation motion readily gets exhausted. Deformation must then be sustained by 

emission of new dislocations from GBs, which in absence of supporting pile up 

stresses requires a significantly higher external stress level than in the present 

investigation. 2) If no dislocations are present in the grain interiors, deformation must 

from the onset proceed by dislocation emission from GBs – a process that may be 

assisted by dislocation debris deposited at GBs during prior processing e.g. by severe 

plastic deformation, and which requires even higher stress levels. Both situations 1) 

and 2) can be studied with the DDD-GB model used in the present work. To this end 

one just needs to change the initial conditions in the simulations. Instead of FR 

sources as initial conditions one needs to consider grain threading dislocations for 

case 1) and dislocations absorbed randomly at GBs for case 2). Investigation of these 



International Journal of Plasticity, 149 (2022) 103183 https://doi.org/10.1016/j.ijplas.2021.103183 

38 
 

situations is postponed to further study. Finally, for UFG materials, grain boundary 

mechanisms, such as grain boundary slip or rotation, may provide additional 

deformation pathways. A comprehensive DDD framework incorporating all these 

aspects is worth to establish in the future. 
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