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Maintaining Links in the Highly Dynamic FANET
Using Deep Reinforcement Learning
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Abstract—Routing protocols do not respond quickly to environ-
mental changes due to the high mobility of nodes in the Flying
Ad Hoc Network (FANET), to obtain reliable transmission links.
This paper proposes an adaptive link maintenance method based on
deep reinforcement learning (DRL-MLsA), which can dynamically
adjust the time interval of broadcasting Hello packets. This method
can cope with the highly dynamic network environment, and adapt
to both active routing and table-driven routing protocols. The
method considers the channel model of the signal and investigates
the impact of UAV communication range on link maintenance. We
can get an agent by perceiving the degree of changes in the number
of neighbors in a dynamic environment. The optimal broadcast
cycle was obtained to maximize the energy of the node to send
and receive task data. We substituted the single-output network
model with a competitive network to overcome the reward over-
estimation problem, which also improves the convergence speed
of the algorithm. Simulation results showed that DRL-MLsA can
reduce the communication overhead for link maintenance, while at
the same time increase the throughput of the network and decrease
the packet loss of transmission.

Index Terms—FANET, highly dynamic environment, link
maintenance, deep reinforcement learning.

I. INTRODUCTION

THE development of unmanned aerial vehicle (UAV) tech-
nology has led to the emergence of UAV-assisted services,

such as battlefield environment monitoring, rapid reconnais-
sance response, battlefield situation assessment, commercial
Internet, scientific investigation, and health surveillance [1], [2],
[3], [4], [5]. The Flying Ad Hoc Network (FANET) is char-
acterized by self-organization, information sharing, and strong
scalability, which can provide a fundamental guarantee for UAV-
assisted tasks [6], [7]. Considering the application environment
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of high-speed movement and dynamic changes in topology, the
connectivity of flying nodes is one focus of FANET research.
Traditional table-driven routing protocols are restricted, and
pre-established routes may fail quickly. Therefore, nodes need
to maintain links in a changing environment.

UAVs usually perform link maintenance in FANET by broad-
casting Hello packets [8]. In a highly dynamic environment,
as shown in Fig. 1, link maintenance based on a fixed cycle
can no longer meet the requirements of the flight mission. 1)
UAVs can travel to any location at any speed during the flight
mission, which will affect the network topology, thus adversely
affecting the communications network throughput, leading to
data distribution delays. If more reliable transmission links are
obtained by simply reducing the transmission cycle of link
maintenance packets, and repeatedly trying to broadcast Hello
packets to discover neighbor nodes, this will increase the burden
of link maintenance and consume a great deal of node energy
[9]. 2) The mobility of UAVs will cause the optimal link for data
transmission to be missed. If signaling packets are exchanged
at a fixed rate, when a node sends a data packet to its neighbor,
the neighbor may no longer be in the same position or may be
directly missed, and the data packet will be directly lost [10].
When the mobility of UAVs changes due to switching in the
types of task (e.g., the search task of UAV is switched to a
tracking task), fixed-cycle link maintenance no longer adapts to
the existing network environment. 3) How the UAV balances the
energy distribution between the data transmission and the control
transmission has become a key issue. New link maintenance
methods should be based on the perception of link performance
and should adaptively adjust the cycle of neighbor node detec-
tion rather than adopt a fixed and single adjustment strategy.
The problems outlined above have been studied extensively,
and are introduced in detail in Section II. However, most of
the solutions cannot be deployed quickly and efficiently without
reducing network throughput.

We applied the concept of learning to the link maintenance
strategy of FANET. The results of machine learning algorithms
can provide perceptual information for unknown topological
changes. However, in practical applications, a series of labeled
datasets that conform to the actual situation must be provided,
which is difficult for network researchers; reinforcement learn-
ing [11] effectively avoids the above problem as it generates
training data through real-time interaction with the environment,
and learns strategies for adapting to the changing environment
by formulating reward functions [12], [13], [14]. In this paper,
reinforcement learning was used to adaptively adjust the time
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interval of each node in FANET to broadcast Hello packets,
so that the optimal link maintenance cycle can be determined
automatically. Specifically, the goal of learning was not to
predict the network environment at the next moment and find
the corresponding optimal time interval for sending a Hello
packet, but to learn the mapping between the optimal time
interval at the next moment and the observed link state at this
moment. However, when there are too many ambient states to
be exhaustive, it is necessary to use function approximation for
fitting. Deep learning has been implemented in a wide range
of fields over the past decade. DeepMind [15] proposed deep
reinforcement learning (DRL) in 2015 by combining the strong
perception ability of deep learning with the decision-making
ability of reinforcement learning, which effectively solved the
problem of strategy learning under continuous or infinite states
[16], [17], [18], [19], [20].

In this paper, a new method of link maintenance was proposed,
and the main contributions of this article are summarized as
follow:

1) A method of adaptively adjusting the link maintenance cy-
cle in the routing protocol was proposed, which uses DRL
for modeling and adapts to all active routing protocols;

2) To solve problems such as slow convergence of the train-
ing algorithm and large computational consumption, the
network model and value function have been improved to
accelerate training convergence and increase stability;

3) The agent obtained through UAV loading learning does
not require additional computation in a changing network
environment. The enhanced routing protocol makes it
possible for nodes to get more transmission links, thereby
increasing network throughput and reducing packet loss.

The rest of this paper proceeds as follows. Section II intro-
duces related research regarding link maintenance. Various parts
of the system are modeled in Section III. Section IV proposes an
improved training algorithm. A test is discussed in Section V to
confirm the effectiveness of the model, and Section VI presents
the discussion and conclusion.

II. RELATED WORK

A number of groups have proposed solutions for determining
the interval of neighbor detection in the FANET routing protocol.
The ideas behind these solutions are discussed in this section.

Hernandez et al. [21] improved the traditional link mainte-
nance method of sending messages based on a fixed cycle, and
designed a utility function of the link change rate to reflect
the network status, which was used to adjust dynamically the
rate at which each node sends control messages. Although this
method takes the impact of topological changes into consider-
ation, the value of the link change rate must be calculated in
real-time, and this value belongs to the network information of
the global state, which increases the computational burden on
nodes.

Han et al. [22] developed an adaptive Hello message passing
solution to discover neighbors that use the average interval of
events, i.e., the average time interval between two consecutive
events (i.e., sending or receiving a data packet) on a node, to

Fig. 1. FANET scenario in a highly dynamic environment.

estimate how active the node is in sending or forwarding. If
a node does not participate in any communication within a
given time, there is no need to maintain the link-state, and the
Hello packets broadcast during this period are unnecessary. If a
constant Hello interval is used, with the increasing interval of
events, the probability of attempting to transmit data packets
through the disconnected link will be reduced. However, if
two UAVs remain out of communication for a long time and
encounter each other later, they will not consider each other as
neighbors.

Park [23] studied the influence of node velocity and transmis-
sion range on the Hello interval in MANET from the perspective
of network throughput. Simulation of the MANET of the Ad hoc
On-Demand Distance Vector (AODV) routing protocol showed
that the Hello interval of the maximum network throughput
can be determined as a function of node velocity and trans-
mission range. This approach only considers the impacts of
two factors on the link maintenance cycle, and is unsuitable for
FANET.

Based on the available task-related information, such as the
volume of allowable airspace, the number of UAVs, and the
transmission range and speed of UAVs, Mahmud [24] proposed
a novel adaptive Hello interval solution, Energy Saving Hello
(EE-Hello), to avoid unnecessary energy consumption. This so-
lution saved 25% of communication maintenance energy with-
out reducing the overall network throughput. However, it is only
suitable for tasks assisted by micro-UAVs, and for high-speed
mobile large-scale UAV scenarios, the factors it considers are
not the main factors.

Wei [25] learned the optimal TCP congestion control strategy
online based on the reinforcement learning framework, and
identified network congestion by perceiving the time interval
between two ACK packets. Then, whether to increase or de-
crease the time interval between two packets was determined
after the Q learning algorithm was solved to control network
congestion.

Based on the above related work, the rate of Hello packet
broadcast in FANET was adjusted in real time by the DRL
solution in this study to cope with the highly dynamic network
environment.
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Fig. 2. The impact of UAV mobility on link maintenance.

III. SYSTEM MODEL

This section will introduce the establishment process of the
system model in detail, including the description of the problem,
the definition of the state, action, and value function. Finally, we
propose an overall framework for link maintenance based on
deep reinforcement learning.

A. Research Motivation

To describe the method proposed in this paper, the highly
dynamic FANET environment was analyzed. As shown in Fig. 2,
in a highly dynamic mission scenario for UAVs, each UAV can
move in any direction, at any speed, at any time. Suppose there
are five UAVs (designated as A, B, C, D, and E) for information
interaction, the dotted circle is the communication range of
the UAVs. C (red solid circle) moves downward at a certain
relative speed V, while the other four UAVs remain relatively
stationary. Suppose several data packets need to be sent from A
to E, at time t. Due to the relative movement of C, data cannot
be transmitted at time t1, and network connection can only be
established between time t2 and time t3. As the UAV continues to
move, the communication link cannot be established after time
t4.

Many routing protocols (e.g., AODV, OLSR) use a fixed
period to broadcast Hello messages to detect neighboring nodes.
After a node receives a Hello message from another node, it
starts a timer; the link is considered valid for a certain period
of time. If no Hello message is received within this period,
the link is considered broken. The frequency of Hello message
transmission depends on the mobility of the node: if the node
moves quickly and Hello messages are rarely transmitted, neigh-
boring nodes may be within communication range but will not be
detected.

As shown in Fig. 3, with regard to the task of link maintenance,
with the rapid movement of UAV, if the cycle of sending Hello
packets is TH > (t2 − t1) (situation 1© in Fig. 3), the demand
for data packets to be sent from A to E cannot be satisfied. At
this time, cycle TH must be reduced, which means that it is
necessary to broadcast Hello packets more frequently to obtain

Fig. 3. Impact of adjusting the Hello packet period on FANET link resources.

more neighbor nodes to ensure sufficient links for data trans-
mission. However, due to the highly dynamic characteristics,
faster broadcast of link maintenance information is not feasible
as a large number of Hello packets will waste communication
resources (situation 3© in Fig. 3).

Based on DRL, this study proposes a link maintenance strat-
egy that adaptively adjusts the cycle of Hello packets broadcast,
and the agent obtained by learning can solve the above problems.
The agent repeatedly interacts with the highly dynamic network
environment. In each time slot, t, the agent first perceives the
current environment state, st (s ∈ S), and selects an action, at
(a ∈ A), from a fixed set of actions. The environment changes
with the action of the agent to generate state, st+1. At this time,
the agent will acquire the reward value, rt, from the environment
to determine whether the action selected by the agent is good.
After repeated learning in this way, as shown in the 4© situation
in Fig. 3, the agent may obtain a mapping, π (i.e., π : S → A),
from the possible state, S, to the optimal action, A.

B. Channel Model

In this paper, we focus on networking among UAVs, so the
channel is considered only for the UAV-to-UAV case. In different
application scenarios, UAV channels exhibit varying properties.
Currently, UAV links tend to be in the L-band (0.9–1.2 GHz)
and C-band (5.03–5.091 GHz) [31], whereas data links usually
use unlicensed Wi-Fi bands, such as 900 MHz, 2.4 GHz, and 5.8
GHz.

For the UAV-to-UAV channel, we use the Rician model de-
scribed in [26]. The link characterization has been conducted in
[26] using an IEEE 802.11 radio. The received signal of UAV
is affected by large scale fading and small scale fading, and
path loss was determined by the Friis equation and a fading
channel distribution that fits with the height–dependent Rician
factor [27]. We assume that the transmission bandwidth of
this network is divided into K orthogonal subchannels, where
K = {1, 2, . . . ,K}. When UAV i transmits signals to UAV j
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over subchannel k, the received power at UAV j from UAV i is
expressed as P k

i,j(t). The rice distribution is defined as

pkξ (di,j(t)) =
di,j(t)

σ2
0

exp

(
−di,j(t)2 − ρ2

2σ2
0

)
I0

(
di,j(t)ρ

σ2
0

)
.

(1)
where di,j(t) is the transmission distance between UAV i and
j, and ρ and σ0 reflecting the strength of the dominant and non-
dominant paths respectively, I0 is the modified Basel function. In
case no dominant path exists (ρ = 0), the Rician fading reduces
to a Rayleigh fading defined by

pkξ (di,j(t)) =
di,j(t)

σ2
0

exp

(
−di,j(t)2

2σ2
0

)
. (2)

The received power at UAV j from UAV i is expressed as

P k
i,j(t) = PtG(di,j(t))

−α + pkξ (di,j(t)). (3)

where G is the constant power gain factor introduced into the
amplifier and antenna, PU is the transmit power of a UAV,
di,j(t) is the transmission distance between UAV i and j, and
(di,j(t))

−α is the path loss. Finally, the channel model for UAV
i, including large-scale and small-scale fading, can be expressed
with

Pr[dBm] = Pt[dBm] − pξ[dB] − L[dB]. (4)

where Pt[dBm] is the transmit power, determined by transmit
power and antenna gain. L[dB] are the large-scale effects, pξ[dB]

are the small-scale effects. The interference from UAV m to UAV
j over subchannel k is represented as:

Ikm,UAV (t) = ψm,k(t)PtG(dm,j(t))
−α. (5)

where ψm,k(t) is an Nl ×K binary UAV-to-UAV “subchannel
pairing matrix” with a value of ψi,k(t) = 1 when subchannel k
is assigned to UAV i for UAV-to-UAV transmission; otherwise
ψi,k(t) = 0. The SINR at UAV j over subchannel k is shown
as:

γki,j(t) =
PtG(di,j(t))

−α + pkξ (di,j(t))

σ2 +
∑Nl

m=1,m �=i I
k
m,UAV (t)

. (6)

σ2 is the Gaussian noise variance. Therefore, the rate of data
transmission from UAV i to UAV j in subchannel k is:

Rk
i,j(t) = wlog2

(
1 + γki,j(t)

)
. (7)

where w is the channel bandwidth. UAV will choose the
link with highest signal-to-noise for data transmission. The
method to build the reinforcement learning model is described
below.

C. Reinforcement Learning Model Establishment

A Markov decision model was built for the FANET link
maintenance problem, which contained five basic elements
〈S,A,P,R, γ〉, among which S is a finite state set, A is a finite
action set, P is a state transition probability matrix satisfying
Pa
ss′ = P [St+1 = s′|St = s,At = a], R is the reward function,

and γ is the discount factor satisfying γ ∈ [0, 1].

The key challenge in applying the learning algorithm to the
adjustment of the link maintenance cycle lies in how to set the
meaning of the above five elements. In the highly dynamic
FANET environment, it is hoped that each UAV node can
adaptively adjust the link maintenance cycle based on the state
of some previous neighbor nodes and the current network status.
When the number of neighbor nodes decreases, the node needs
to find a communicable link as soon as possible. In contrast, if
the number of neighbor nodes and topological changes remain
relatively stable, the sending of link maintenance packets can
be appropriately reduced. The optimal time cycle, TH , for each
time slot is finally found through a learning algorithm, and this
strategy increases the throughput of the whole network with-
out affecting communication. Based on this goal, the specific
meanings of these elements are described below.

1) State Space: State S is the way an agent perceives envi-
ronment changes. In FANET, the network environment may be
complex, and there are many states that can reflect communica-
tion characteristics. Therefore, state S must represent the most
critical factor affecting the adjustment of the link maintenance
cycle. Commonly used network communication states include
link average throughput, end-to-end delay, and queue length
of packets to be sent, and some mobility characteristics of
UAV can also be used as state inputs, such as node velocity
and acceleration. However, each UAV node can learn how to
adjust the link maintenance cycle to achieve balanced resource
consumption and network performance and, thus, the inputs of
the state must be the local information that the node can obtain
by itself instead of global variables. In this paper, a definition
similar to that described previously [25] was adopted, and the
following three variables were used as the state vector S:
� Ts: the time interval between sending two consecutive link

maintenance packets;
� Tr: the time interval between receiving two consecutive

link maintenance packets from other nodes;
� Num: the number of neighbor nodes.
Both times Ts and Tr are in milliseconds, and Tr can reflect

the position information of other nodes relative to this node. If
maintenance packets from other nodes have not been received for
a long time, the link may be broken due to high-speed movement,
and the link maintenance cycle must be shortened;Num reflects
its own demand for link maintenance. When the number of
neighbors meets the transmission demand, the link maintenance
cycle can be extended appropriately. It should be noted that the
selected state is directly subject to the influence of the action, i.e.,
the agent decides the action, at , according to the current state,
St < Ts, Tr, Num >. The environment produces the next state,
st+1, under the influence of the action. Obviously, the design
proposed in this paper meets these requirements.

2) Action Space: The action, A, means that the agent re-
sponds to the changes in state to change the link maintenance
cycle. It obtains the optimal link maintenance cycle in each state
from historical experience, i.e., the time interval of broadcasting
Hello packets. The action can be defined as the specific value
of the link maintenance cycle (unit: ms), but this increases
the complexity of the action space and affects the convergence
performance of the training algorithm. To simplify the operation,
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the action was set to:

T t+1
H = T t

H + Ta. (8)

where the value of Ta is (500, 400, 300, 200, 100, 0, −100,
−200, −300, −400, −500), a total of 11 actions (in ms). The
first type of action is to increase the link maintenance cycle, TH ,
at the next moment, which means that the network environment
at this moment allows nodes to detect neighbor nodes slowly.
There may be two reasons for such decision-making on the part
of the agent: the current node has many neighbor nodes for
transmission of data packets, or the queue length of the data
packets to be sent is short. The second type of action is to
reduce the maintenance cycle at the next moment, which means
to enhance the rate of link maintenance packets. The third type of
action is to maintain TH consistent with that at the last moment,
i.e., the value of TH is 0.

3) Design of Reward and Value Functions: The value func-
tion is defined as the key to establishing a reinforcement learning
framework for adjustment of the link maintenance cycle, and
represents the direct purpose of the strategy selected by the agent.
The routing algorithm proposed in the literature [32] considers
the channel level as well as the load capacity, using the data
transmission rate to represent the channel quality and the buffer
length of the nodes to estimate the load of the network. We also
consider the channel quality when defining the value function
and load level. In this paper, we define the reward and value
functions in four respects.

The first is the channel quality, which is modeled in Section
Channel Model for UAVs. The goal of the routing algorithm is
to select links for which the signal to interference and noise ratio
(SINR) is not lower than some predefined threshold.

γki,j(t) =
PU (di,j(t))

−α

σ2 +
∑Nl+Nh

m=1,m �=i I
k
m,UAV (t)

≥ γkmin. (9)

where γkmin represents the minimum satisfactory SINR of the
UAV channel, and the link channel level of a node for time slot t
satisfies the constraint. Then, the link receives the reward rSINR,
defined as:

rSINR =

{
b log(1 + γki,j(t))− vmpm(t), if γki,j(t) ≥ γkm
0, otherwise

.

(10)
where b is the channel bandwidth, pm(t) is transmission power,
and vm is the discount factor per unit power level. The second
part of the reward value is the queue length, nsend, of the data
packets to be sent by the node—the longer the queue, the greater
the punishment, defined as follows:

rsend = −log(1 + nsend). (11)

wherensend is a positive number, which is inversely proportional
to the reward value and, therefore, a minus sign is added in front.

Similarly, the degree of changes in the number of neighbors
of the node is considered. If the number of neighbor nodes
changes frequently compared to the previous period within a
period of time, the agent should be punished (i.e., the reward
value is negative), while if the number of neighbor nodes remains
basically unchanged, it indicates that the network topology is

relatively stable at this time and the reward value is positive.
Suppose that the reward value is rneb, it can be expressed as:

rneb =

{
a, if Nt+Δt−Nt

Δt − Nt−Nt−Δt

Δt > ω

b, if Nt+Δt−Nt

Δt − Nt−Nt−Δt

Δt < ω.
(12)

where Nt is the number of neighbor nodes at time t. Similarly,
Nt+Δt and Nt−Δt represent the numbers of neighbor nodes at
time t+Δt and t−Δt, respectively. ω is the preset value of
the degree of variation in the number of neighbor nodes. When
the degree of change is greater than ω, the reward value is a, and
when the degree of change is less than ω, the reward value is b;
It can be inferred: a ≤ 0, b > 0.

The fourth part of the reward value is the overhead for link
maintenance, which is reflected in the ratio of the link mainte-
nance packets to the communication data packets sent by the
node per unit time, which is defined as:

rcost = −δmHello

mtotal
. (13)

where mHello is the overhead for link maintenance, .. is the
total overhead for sending packets on the channel, and δ ={

0, if mHello = mtotal

1, else
, i.e., when there is no additional

demand for sending data packets in the link, the overhead for
link maintenance cannot be used as a reward value. Then, the
reward value of the node at time t is

Rt = αrSINR + βrsend + θrneb + δrcost (14)

where α, β, θ and δ are the weights of the four components,
respectively, which can be further adjusted according to actual
situation. The value function can be defined based on [11]

Qπ(s, a)
.
= Eπ [Gt|St = s,At = a]

= Eπ

[ ∞∑
k=0

γkRt+k+1|St = s,At = a

]
. (15)

where Gt
.
=
∑T

k=t+1 γ
k−t−1Rk, and the required strategy

π(a|s) can be obtained by maximizing the value function:

Q∗(s, a)
.
= max

π
Qπ(s, a). (16)

When the FANET requires more links, the UAV decreases the
HELLO interval. This causes an increase number of packets for
the protocol, and may cause network congestion. However, the
design of reward function includes the queue length of packets to
be sent and the overhead for link maintenance, which can avoid
congestion. When the network load increases with a tendency
of congestion, the queue to be sent increases, but the reward
function penalizes the agent by prompting it to reduce HELLO
packets. So the agent tends to the action that used for reduce link
maintenance overhead.

D. Link Maintenance Framework Based on DRL

It can be found from Section (1) State space that, although
the state defined in this paper contains only three dimensions,
i.e., Ts, Tr, and Num, the number of values of each dimension
approaches infinity, and it will be impossible to enumerate after
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Fig. 4. Framework of the proposed link maintenance system based on DRL.

Fig. 5. The principle of approximation of value function.

combination. Therefore, the traditional table-based reinforce-
ment learning cannot solve this problem [28]. In this study, a
deep neural network was used to approximate the Q function
to solve the above problem and, based on the improvement
of the traditional DQN algorithm, a new solution algorithm,
DRL-MLsA, suitable for this model was proposed. Fig. 4 shows
the framework of the solution proposed in this paper.

Input: The input of the model is the node’s state matrix and
the determined link maintenance cycle. Specifically, the Fig. 4
shows the time interval of sending maintenance packets, Ts, the
time interval of receiving maintenance packets, Tr, the number
of neighbor nodes, Num, the action, T t+1

H , and the network
output, Q(st, at):

Q (st, at) = f(V ). (17)

V =

10∑
i=1

ω(k + i)y(i). (18)

y(i) = f(a(i)). (19)

a(i) =

n∑
j=1

U(j)ω(j − 1, i). (20)

where V is the input of node in the output layer, ω(k + i) is the
weight between the hidden layer and the output layer, y(i) is the
output of the hidden node, a(i) is the input of the hidden node,
ω(j − 1, i) is the weight between the hidden layer and the input
layer, and f(x) = 1/[1 + exp(−x)] is the activation function.

Objective function: As the action value function, Q network
extracts state features through a convolutional neural network
(CNN), and can map the tensor input of different states into a set
of Q values corresponding to different actions. Based on the idea
of Q-learning, DQN computes the error between the estimated
value of the Q’ function of the target network and the Q value
predicted by the network using the data of tag delay stored in the
experience pool, and further updates the parameters of the target
network, such as weight and bias, through stochastic gradient
descent to achieve optimization of the action value function and
cumulative return. The Q’ function of the target network was
calculated by the following formula:

Q′ (sj , aj) = Rj + γmax (Q′ (sj+1, aj+1)) . (21)

Thus, the loss function is:

L(θ) = E[
(Rj + γmax (Q′ (sj+1, aj+1, θ

′))−Q (sj , aj , θ))
2
]
. (22)

To realize the optimization and approximation of the action
value function, the error function should be made to approach 0
as much as possible, i.e., the objective function is:

min
θ

E
[
(Rj + γmax (Q′ (sj+1, aj+1, θ

′))−Q (sj , aj , θ))
2
]
.

(23)
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Fig. 6. Link maintenance learning algorithm with dueling architecture.

Training and update: The gradient for updating the weight
parameter can be obtained from the loss function:

∂Li (θi)

∂θi
= E(s,a,r,s′)−U(D);s′<ε[

yi −Q (s, a; θi)
∂Q (s, a|θi)

∂θi

]
. (24)

The parameters of the policy network were updated along
the direction of gradient descent. A simplified four-layer neural
network was used as an example of the Q-value network for
description, as shown in the figure, where the input includes the
state, s.

Suppose that the state, s, contains two variables, i.e., S =
{S1, S2}; the weight between the nodes of each layer is wl

ij , i
represents the sequence number of the node in the upper layer,
j is the sequence number of the node in the next layer, sl is the
number of nodes in the l-th layer, and l is the sequence number of
the weight. For example, w1

31 represents the weight between the
third node in the input layer and the first node in the first hidden
layer. The bias of each layer in the network is b(l)i . Suppose
that the activation functions of the first hidden layer, the second
hidden layer, and the output layer in the simplified value network
are f1(x), f2(x), and f3(x), respectively, the inputs are z1, z2,
and z3, respectively, and the network output is Q(st, at).

According to the chain rule, the gradient of the weight, wl
ij ,

of each layer was calculated by calculating the net input and
activation value of each layer until the last layer, and then com-
puting the error term of each layer based on backpropagation,
and finally calculating the partial derivative of each layer, i.e.,
the updateable parameter.

IV. DQN-BASED LINK MAINTENANCE LEARNING

ALGORITHM-DRL-MLSA

To improve the neural network training effect and speed up
convergence, we used a competitive network in the Q network
as shown in Fig. 4 to replace the single-output network model in
the classic method. As shown in Fig. 6, the action value function,
Q(St, a), can be naturally divided into two parts: the status value
function, V (St), and the action advantage function, A(St, a).
The status value function is not related to the action; the action
advantage function is related to the action, which is the quality
of the average return of the action relative to the state, and can
be used to solve the reward overestimation problem.

The fully connected layer of the classic neural network was
divided into an output state function,V (St), and an output action
advantage function,A(St, a), which were finally combined into
an action state, Q(St, a), through full connection, i.e.,

Q (St, a) = V (St) +A (St, a) . (25)

After the state value function is split, when the action advan-
tage value is fixed, there are infinite possible combinations of
the state value and the action advantage value. However, only
a small proportion of the combinations are reasonable. As the
expected value of the action advantage function A(St, a) is 0,
this characteristic can be used to constrain the action advantage
function, A(St, a), and the above formula can be modified as:

Q (St, a) = V (St) +

(
A (St, a)− 1

|A|
∑
a′
A (St, a

′)

)
.

(26)
The action advantage function was used to subtract all the

mean values ofA(St, a
′) in the current state, so that the expected

value of the action advantage function can be maintained at 0,
thereby ensuring rapid convergence of the model and efficient
output.

Stability improvement: the method of updating the value
function of Q network is:

Q (st, at) = rt + γmax
a

(Q (st+1, at+1; θt)) . (27)

whereQ(sj+1, aj+1; θt) is the neural network’s prediction of the
value of the state, sj+1, when action, aj , is adopted. To solve
the problem of exploration and utilization effectively, i.e., to try
some new actions for greater rewards while at the same time
continuing to use the current optimal strategy to maintain high
returns, the ε greedy strategy was employed according to the
exploration rate, ε:

π (a/St) ={
ε

A(st)
+ 1 − ε a∗ = St+1,max

a
Q (Sr+1, a; θt)

ε
A(st)

else
. (28)

where A(st) is the action space when the agent is in the state,
st. After the optimal action, a∗ , of the state, sj+1, is selected,
the DQN method uses the same parameter, θt, to select and
evaluate the action. To reduce the influence of the maximum
error, another neural network was introduced that uses a different
value function to select and evaluate the action. Therefore, the
parameter, θt, was used to select the action through the above
formula and, after the optimal action was chosen, the parame-
ter, θ′t, of another neural network was adopted to evaluate the
action:

Q (st, at) = rt + γQ (St+1, a
∗; θ′t) . (29)

By applying this idea to the framework, the modified method
of updating the value function of the Q network was obtained:

Q (st, at) = rt + γQ
(
St+1,max

a
Q (St+1, a; θt) ; θ

′
t

)
. (30)
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Algorithm 1: DRL-MLsA DQN-based link maintenance
algorithm

1: Input: St < Ts, Tr, Num >
2: Output: Q(st, at)
3: Use random θ to initialize action value Q
4: Let θt = θ, update the Q value according to (26)
5: For each scene do:
6: Initialize the first state and calculate the reward value

by (14)
7: For each step do:
8: Use probability, ε, to select action a. If the little

probability exploration event does not occur, a
greedy strategy is used to select the action,
at = max

a
Q(st+1, a; θt), with the current maximum

action value function
9: The environment observes the reward, rt, based on

the action, at
10: Set st+1 = st, integrate {sj , aj , Rj , sj+1}, and store

in the playback memory pool
11: If empirical data reach the set threshold
12: Then
13: Update target Q′ value through (30)
14: Update network parameters through gradient back

propagation of the neural network
15: End if
16: Skip to the next step
17: return: Q(st, at)

The loss function is:

L(θ) = E
[(
Rj + γQ

(
sj+1, argmax

a
Q(sj+1, aj/θ)/θ

′
t

)

− Q(sj , aj , θ)
)2
]
. (31)

where

θ′t = θ + α

[
Rj + γQ

(
sj+1, argmax

a
Q(sj+1, aj/θ)/θ

′
t

)

− Q(sj , aj , θ)
]
∇Q(sj , aj , θ). (32)

Using algorithm1 to train and solve the DRL-based link main-
tenance strategy framework, network training can be accelerated
so that the agent converges to the optimal link maintenance cycle
in each time slot.

As shown in the Fig. 7, in this protocol, the node first senses
its own environment, which is given by St < Ts, Tr, Num >
and contains three dimensions: the time interval between the
sending of two consecutive “link maintenance packets”, the time
interval between the receiving of two consecutive link mainte-
nance packets from other nodes, and the number of neighbors,
which is used as a label when obtaining the value function of
the corresponding action by DRL-MLSA, to in turn determine
whether the Hello interval has increased or decreased. There are
11 actions from which to choose. When the protocol decides
to decrease the Hello interval, the node will broadcast Hello

Fig. 7. Flowchat of the implementation of DRL-MLSA.

messages more frequently because the changes in neighboring
nodes are considered by the reward function. Therefore, the
network topology changes relatively rapidly at this time and
more frequent Hello messages need to be broadcast for link
maintenance.

In contrast, when the protocol arrives at the decision to
increase the Hello interval, the node slows down the rate at
which Hello messages are broadcast, thus reducing the protocol
overhead.

V. PERFORMANCE EVALUATION

To verify the feasibility of the proposed solution and analyze
the performance of the improved protocol, a simulation was
conducted based on the NS3-gym tool [29].

The general structure of the NS3-Gym framework is shown
in Fig. 8. Zero Message Queue (ZMQ) is a socket-like message
processing queue library that scales elastically across multiple
threads, cores, and devices. NS3-Gym implements and encap-
sulates the underlying functions for data communication be-
tween NS3 and OpenAI Gym based on ZMQ, and provides
interfaces for information interaction on both sides. Specifically,
the NS3 side provides interface functions pertaining to pass-
ing status: MyGetObservation(), reward MyGetReward(),end
marker MyGetGameOver() and receiving action MyExecuteAc-
tions(action). Correspondingly, the OpenAI Gym side provides
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TABLE I
COMPARISON OF NETWORK PERFORMANCE BETWEEN OLSR-DRL AND AODV-DRL WITH DIFFERENT TRAINING TIMES

Fig. 8. The framework of NS3-Gym.

the interface functions obs, done, reward = step(action) for
receiving status, as well as reward, end flag, and passing action
information.

Obtain the dataset: DRL-MLsA learns in the interaction with
the environment, and thus a training dataset can be generated
by combining the required parameters obtained using the simu-
lation environment, NS3-gym. The statistical state through this
interface, such as the state vector, St < Ts, Tr, Num >, of the
node, includes the time interval between sending and receiving
two Hello packets in each time slot, and the number of neighbors
of the node. At the same time, the reward value and action,
Q(St, a), at this time were recorded and used as data labels.

Two solutions used for comparison include the traditional so-
lution based on the fixed cycle of broadcasting link maintenance
packets and the solution that can adaptively adjust the cycle
proposed previously [24]. The performance of the proposed
solution was analyzed from the two active routing protocols, i.e.,
Optimized Link State Routing (OLSR) and AODV. After adjust-
ing the cycle of broadcasting Hello packets using the proposed
method in this paper, the superiority of the improved solution
was analyzed through testing using performance indicators, such
as network throughput, packet loss, and link maintenance over-
head. To study the application characteristics of the proposed
solution in FANET, the performance of the protocol was verified
by changing the movement velocity of the node and the size of
the data traffic in the test.

A. Evaluation of Algorithm Convergence

First, the convergence of the proposed training algorithm was
analyzed, and statistical analyses were conducted on the loss and
reward values of the first 700 training episodes through simu-
lation. A comparison with the performance of the traditional
DQN is shown in Fig. 9. The results indicated that the improved
DQN algorithm shows faster convergence than the traditional
DQN, reaching the optimal value near 300 episodes, and the loss
and reward values are basically unchanged with better stability.

To represent visually the performance of the improved al-
gorithm, the performance of the protocol during algorithm it-
eration was recorded. With the number of UAVs set to 20,
RPGM as the mobile model, node velocity of 300 m/s, and
network load of 30 kbps, the indicators of the OLSR and
ADOV protocols under different numbers of iterations are shown
in Table I.

When the number of iterations of the algorithm is less than
10, the performance indicators of the protocol are essentially
the same as those of the protocol of the traditional fixed link
maintenance cycle. When the number of iterations increases,
the throughput of the protocol also rises and the packet loss
and number of Hello packets are reduced. When the number
of iterations exceeds 500, each performance indicator remains
basically unchanged and the algorithm converges.

B. Evaluation of Routing Protocol Performance

The agent obtained from the above training was loaded into
the routing protocol, and the UAV only needs to input the corre-
sponding state to obtain the optimal cycle of broadcasting Hello
packets without additional iteration calculation. The following
simulation results were obtained.

1) The Setting of the Simulation Scene: The performance of
the proposed solution was compared and analyzed from two
aspects:

a) Through statistical analysis and comparison with the tra-
ditional fixed cycle and the solution presented previously
[24], statistical analyses were performed on the above-
mentioned performance indicators of the two protocols
based on the DRL-improved link maintenance mecha-
nism, OLSR and DSDV. The link maintenance framework
described in this paper must deal with high-speed changes
in UAV topology. To verify the applicability of the algo-
rithm, the speed of UAVs in the simulation is relatively
fast, even reaching the speed of sound in an attempt to
include all ultra-high-speed aircraft.

b) FANET application scenarios are closely related to appli-
cation to aircraft. In a previous research [30], the common
application scenarios of highly dynamic FANET were
divided into three categories, i.e., search, cruise, and target
tracking, and the possible movement methods of nodes
in these scenarios were also presented. To simulate a
complete UAV mission scenario, in the test, the UAV was
set to complete these three tasks consecutively, from cruise
to target search to target tracking. Based on analysis of the
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Fig. 9. Convergence performance comparison of the training algorithm.

movement characteristics of these three tasks, the move-
ment model of the UAV node was set to switch between
Reference Point Group Mobility (RPGM), Random Way
Point (RWP), and Pursue until the end of the simulation.
The simulation time of each model was 1000 s, for a total
of 3000 s.

In the simulation, we use IEEE 802.11b protocol for trans-
mission. IEEE 802.11b protocol uses Direct Sequence Spread
Spectrum (DSSS), which has a total of 14 sub-channels with a
bandwidth of 22 MHz available in the 2.4 GHz ISM band, and
it provides a maximum transmission speed of 11 Mbps [33],
[34]. The DSSS protocol of IEEE 802.11b has the RAKE re-
ception technique, which enables multipath diversity reception,
i.e., refracted, reflected, and bypassed signals. RAKE enables
higher signal strength, which is beneficial for UAV channels
where multipath interference exists. And, Brown [35] used a
communication module supporting IEEE 802.11b protocol to
measure the signal-to-noise ratio (SINR) and communication
capability of the UAV during actual communication, showing
that a reliable 1 Mbps rate can be provided at a distance of
10 km in the absence of occlusion. The IEEE 802.11b MAC
protocol was chosen to evaluate the proposed routing algorithm
under the practical applications. The simulation parameters are
shown in Table II.

2) Analysis of the Results: Two active routing protocols
based on the improved link maintenance cycle were simulated
separately, i.e., OLSR and AODV. To verify the impact of UAV
flight speed on FANET performance, the velocity of each UAV
node was first controlled to perform statistical analysis on the
performance of the two protocols.

a) Impact of UAV Communication Range: We consider
the SINR of the channel when defining the value function; the
communication range of the UAV also affects the performance
of the protocol, because the relationship between the signal
transmitting power and transmission range is known. We adjust
the transmission range of the UAV by changing the transmitting
power of the UAV over the range of 5-16 km, and obtain perfor-
mance statistics. As shown in the Fig. 10, the throughput, packet
loss rate, and number of Hello packets of the OLSR protocol

TABLE II
SIMULATION PARAMETERS

are plotted with node speed on the left, and the variation of
the AODV protocol is represented on the right [where red is the
protocol based on the traditional fixed link maintenance cycle
(AODV), blue is the comparison scheme (AODV-Mahmud),
and green is the performance of the protocol based on the
scheme proposed in this paper (AODV-DRL)]. As shown in
Fig. 10(a) and (d), the throughput of both the OLSR and AODV
protocols increases with the transmission range. The increase in
throughput becomes slower after the transmission range reaches
a certain level, indicating that the transmission range is not the
only factor determining the performance of the protocol at this
point. As shown in Fig. 10(b) and (e), the packet loss rate of
both protocols decreases as the transmission range increases.
Although the protocol maintains a certain packet loss rate even
though the transmission range continues to increase, the method
proposed in this paper shows better performance in terms of both
the throughput and packet loss rate.

We achieve different transmission range in NS3 by adjusting
the signal transmitting power of the UAV, the higher the signal
transmitting power, the longer the transmission range. When
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Fig. 10. Impact of UAV communication range on network performance.

drawing Fig. 10, the horizontal coordinate is the transmission
range, while it can actually be considered as the transmit power
of the node, since the higher the transmit power, the greater the
transmission range of the node. Obviously, as the transmit signal
is enhanced, the probability of packet loss decreases. That is, the
longer the transmission range, the smaller the packet loss rate.

Both protocols, when not optimized, broadcast Hello packets
within a fixed period for link maintenance. The total number
of Hello packets does not vary with the transmission range,
as shown in Fig. 10(c) and (f). The algorithm in the compar-
ison scheme considers the speed and transmission range of
the UAV. It can be seen from the experimental results that,
using that algorithm, the number of Hello packets decreases
with increasing transmission range, resulting in an improvement
of energy efficiency. The method described in this paper also
establishes the channel model of the UAV and considers SINR
when defining the value function. The number of Hello packets
decreases with increasing transmission range, which reduces the
protocol overhead in a highly dynamic environment.

b) Impact of Node Speed: In the Fig. 11(a) and (d), the
indicator diagram of the changes in the throughput, packet loss,
and the number of Hello packets of the OLSR protocol with
the node velocity is shown on the above. The variation of the
AODV protocol is shown on the bottom. The protocol based on
the traditional fixed link maintenance cycle (AODV) is indicated
in red, the comparison solution (AODV-Mahmud) is indicated in
blue, and the performance of the protocol based on the solution
proposed in this paper (AODV-DRL) is indicated in green.

In terms of throughput, as shown in Fig. 11(b) and (e),
the throughput of both OLSR and AODV protocols decreased

with increasing UAV speed, which was consistent with the
actual situation. Compared to the protocol based on a fixed
link maintenance cycle, the protocol based on the improved
solution enhanced the throughput of the whole network at
various speeds. In contrast, as shown in Fig. 1(c) and (d),
packet loss increased with increasing speed of UAV. How-
ever, packet loss of the protocol based on the improved so-
lution was reduced, although the packet loss performance
was inferior to that of the comparison solution at some
speeds.

In terms of the number of Hello packets, as shown in Fig. 11(c)
and (f), given a fixed link maintenance cycle, the number of
Hello packets of the two protocols will not change with the
speed of UAV. For example, the number of Hello packets of
the OLSR protocol was maintained at about 68000 (simulation
time: 1000 s). When the UAV speed was low, the protocol of
the comparison solution had fewer Hello packets than the fixed
cycle-based protocol, which conforms to the adaptive Hello
interval algorithm that considers the speed of UAV in this paper,
and also achieves the author’s purpose, i.e., to reduce the energy
loss of link maintenance in a highly dynamic UAV environment.
When the UAV speed was low, the number of Hello packets of
the protocol based on the Hello interval solution proposed in this
paper was relatively small, and increased with increasing speed.
This is because the change rate of UAV’s neighbor nodes and
the link maintenance overhead are considered in the reward and
value functions. When the speed is low, the changes in UAV’s
neighbor nodes are relatively stable. The agent can only acquire
a positive reward value by increasing the time interval between
Hello packets, otherwise it will be punished.
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Fig. 11. Impact of UAV speed on network performance.

Fig. 12. Impact of service load on network performance.

c) Impact of Network Load: Network load is the size of
data traffic generated by service demands in FANET. We set
the CBR rate to 100kbps-1.2Mbps to verify the performance of
the algorithm and to make the simulation experiments closer to
the facts. The simulation generates CBR data streams of

512bytes in size and 4-48 in number per second, and the number
of UAVs is 50. In the Fig. 12, the indicator diagram of the changes
in the throughput, packet loss, and the number of Hello packets
of the OLSR protocol with the size of the network load is shown
on the above. The variation of the AODV protocol is shown on
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the bottom. In terms of the throughput, as shown in Fig. 12(a) and
(d), the throughput of the two protocols increased as the network
load rose. The throughput of the OLSR or AODV protocol based
on the improved link maintenance cycle was greater than those
for the protocols of other solutions.

As shown in Fig. 12(b) and (e), the packet loss of the two pro-
tocols increased with increasing network load. This was because
when the network environment cannot meet the requirements
of load, more and more data packets will be lost in the links,
which conforms to the actual situation. Generally, the packet
loss of the protocol based on the improved link maintenance
cycle was smaller than that of the fixed cycle-based protocol
because the maintenance overhead was considered in the value
function. The agent can adaptively balance the consumption of
link maintenance and the consumption of data transmission, and
appropriately reduce the maintenance overhead to increase the
link resource space for data transmission, thereby decreasing
packet loss of the network.

Viewed from the number of Hello packets, as shown in
Fig. 12(c) and (f), the number of Hello packets of the protocol
based on the fixed link maintenance cycle did not change with the
network load. For example, the number of Hello packets of the
OLSR protocol was basically maintained at about 69000 while
the modified protocol of the comparison solution had a small
number of Hello packets under a small load. This is because
the task-related traffic factors are considered in the adaptive
Hello interval solution in this paper, and the number of Hello
packets will increase with increasing network load; the protocol
based on the Hello interval solution proposed in this paper has
few Hello packets under small network load, and the number
will increase as the load increases because the queue length of
the data packets to be sent and the link maintenance overhead
are taken into account in the definition of the reward and value
functions. When the network load is small, the queue length of
the data packets to be sent is small, and the agent will obtain a
positive reward by increasing the interval between Hello packets.

3) A timing simulation was carried out to simulate a practical
application scenario of UAV. Fig. 13 shows the simulation results
of the performance of the AODV routing protocol based on
the traditional fixed link maintenance cycle, and based on the
improved Hello interval proposed in this paper. The throughput
of the protocol based on the improved method was generally
higher than that of the protocol based on the traditional fixed
cycle (CBR=300kbps). In addition, the throughput was reduced
between 1000 s and 2000 s, indirectly reflecting that the routing
protocol is affected by the UAV mobility model. The network
performance of the AODV protocol under the RWP mobility
model was poorer than those under other mobility models; this
was also verified by packet loss analysis. As shown in the second
column of the Fig. 13, the packet loss in the middle was slightly
higher than at both sides. The number of Hello packets increased
with increasing simulation time, but the number of Hello packets
of the protocol based on the improved solution was about 5000
less than that of the fixed cycle-based protocol.

Finally, the network performance of the three protocols is
summarized in Table III. The statistical parameters are based
on the average calculation after multiple tests. The protocol

Fig. 13 AODV-DRL protocol performance results over time.

TABLE III
SIMULATION RESULTS

in the first line is the original protocol based on the fixed link
maintenance cycle, and the value in brackets is the performance
improvement rate compared to the original protocol. The DRL
solution reduced the number of data packets used by nodes to
maintain links, thereby improving the throughput of the whole
network, and reducing the packet loss accordingly.

VI. CONCLUSION

In this paper, we proposed a scheme for link maintenance
in highly dynamic FANET, which can be applied to all ac-
tive routing protocols. The mobility parameters of the UAV in
FANET was used to calculate the link maintenance strategy and
adaptively adjust the period of broadcast Hello packets. The
algorithm took multiple goals such as increasing the network
throughput of the FANET, reducing link maintenance overhead,
and transmission packet loss rate as the optimization goals. To
solve this joint optimization problem, we used the reinforcement
learning framework to establish the highly dynamic FANET
link maintenance problem as a Markov decision process, learn
the corresponding link strategy by sensing the network state
characteristics brought by UAV movement, and propose the
DRL-MLsA algorithm to improve the stability and speed of
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the training agent. Our experiments showed that the OLSR and
AODV routing protocols based on the proposed framework had
better network performance than traditional protocols.
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(FANETs): A survey,” Ad Hoc Netw., vol. 11, no. 3, pp. 1254–1270, 2013.

[8] D. Shumeye Lakew, U. Sa’ad, N. Dao, W. Na, and S. Cho, “Rout-
ing in flying ad hoc networks: A comprehensive survey,” IEEE Com-
mun. Surveys Tuts., vol. 22, no. 2, pp. 1071–1120, Apr.–Jun. 2020,
doi: 10.1109/COMST.2020.2982452.

[9] S. Y. Han and D. Lee, “An adaptive hello messaging scheme
for neighbor discovery in on-demand MANET routing protocols,”
IEEE Commun. Lett., vol. 17, no. 5, pp. 1040–1043, May 2013,
doi: 10.1109/LCOMM.2013.040213.130076.

[10] R. Oliveira, M. Luis, L. Bernardo, R. Dinis, and P. Pinto, “The im-
pact of node’s mobility on link-detection based on routing hello mes-
sages,” in Proc. IEEE Wireless Commun. Netw. Conf., 2010, pp. 1–6,
doi: 10.1109/WCNC.2010.5506529.

[11] R. S. Sutton and A. G. Barto, Reinforcement Learning: An Introduction.
Cambridge, MA, USA: MIT Press, 2018.

[12] A. Valadarsky et al., “Learning to route with deep RL,” in Proc. NIPS Deep
Reinforcement Learn. Symp., 2017, pp. 1–11.

[13] D. Marconett et al., “Self-adapting protocol tuning for multi-hop wire-
less networks using Q-learning,” Int. J. Netw. Manage., vol. 23, no. 2,
pp. 119–136, 2013.

[14] T. Safdar, H. B. Hasbulah, and M. Rehan, “Effect of reinforce-
ment learning on routing of cognitive radio ad-hoc networks,” in
Proc. IEEE Int. Symp. Math. Sci. Comput. Res., 2015, pp. 42–48,
doi: 10.1109/ISMSC.2015.7594025.

[15] V. Mnih et al., “Human-level control through deep reinforcement learning,”
Nature, vol. 518, no. 7540, pp. 529–533, 2015.

[16] Y. Liu, H. Yu, S. Xie, and Y. Zhang, “Deep reinforcement learning
for offloading and resource allocation in vehicle edge computing and
networks,” IEEE Trans. Veh. Technol., vol. 68, no. 11, pp. 11158–11168,
Nov. 2019, doi: 10.1109/TVT.2019.2935450.

[17] H. Ye, G. Y. Li, and B. F. Juang, “Deep reinforcement learn-
ing based resource allocation for V2V communications,” IEEE
Trans. Veh. Technol., vol. 68, no. 4, pp. 3163–3173, Apr. 2019,
doi: 10.1109/TVT.2019.2897134.

[18] Y. Dai, D. Xu, K. Zhang, S. Maharjan, and Y. Zhang, “Deep reinforcement
learning and permissioned blockchain for content caching in vehicular
edge computing and networks,” IEEE Trans. Veh. Technol., vol. 69, no. 4,
pp. 4312–4324, Apr. 2020, doi: 10.1109/TVT.2020.2973705.

[19] L. T. Tan and R. Q. Hu, “Mobility-aware edge caching and com-
puting in vehicle networks: A deep reinforcement learning,” IEEE
Trans. Veh. Technol., vol. 67, no. 11, pp. 10190–10203, Nov. 2018,
doi: 10.1109/TVT.2018.2867191.

[20] T. Wu et al., “Multi-agent deep reinforcement learning for urban traffic
light control in vehicular networks,” IEEE Trans. Veh. Technol., vol. 69,
no. 8, pp. 8243–8256, Aug. 2020, doi: 10.1109/TVT.2020.2997896.

[21] N. Hernandez-Cons, S. Kasahara, and Y. Takahashi, “Dynamic
hello/timeout timer adjustment in routing protocols for reducing overhead
in MANETs,” Comput. Commun., vol. 33, no. 15, pp. 1864–1878, 2010.

[22] S. Y. Han and D. Lee, “An adaptive hello messaging scheme
for neighbor discovery in on-demand MANET routing protocols,”
IEEE Commun. Lett., vol. 17, no. 5, pp. 1040–1043, May 2013,
doi: 10.1109/LCOMM.2013.040213.130076.

[23] V. C. Giruka and M. Singhal, “Hello protocols for ad-hoc networks: Over-
head and accuracy tradeoffs,” in Proc. IEEE 6th Int. Symp. World Wire-
less Mobile Multimedia Netw., 2005, pp. 354–361, doi: 10.1109/WOW-
MOM.2005.50.

[24] I. Mahmud and Y. Cho, “Adaptive hello interval in FANET routing
protocols for green UAVs,” IEEE Access, vol. 7, pp. 63004–63015, 2019,
doi: 10.1109/ACCESS.2019.2917075.

[25] W. Li, F. Zhou, K. R. Chowdhury, and W. Meleis, “QTCP: Adap-
tive congestion control with reinforcement learning,” IEEE Trans.
Netw. Sci. Eng., vol. 6, no. 3, pp. 445–458, Jul.–Sep. 2019,
doi: 10.1109/TNSE.2018.2835758.

[26] N. Goddemeier and C. Wietfeld, “Investigation of air-to-air channel char-
acteristics and a UAV specific extension to the rice model,” in Proc. IEEE
Glob. Commun. Conf., 2015, pp. 1–5.

[27] M. Sbeiti, N. Goddemeier, D. Behnke, and C. Wietfeld, “PASER: Secure
and efficient routing approach for airborne mesh networks,” IEEE Trans.
Wireless Commun., vol. 15, no. 3, pp. 1950–1964, Mar. 2016.

[28] C. Wu and Y. Wang, “Learning from big data: A survey and evalua-
tion of approximation technologies for large-scale reinforcement learn-
ing,” in Proc. IEEE Int. Conf. Comput. Inf. Technol., 2017, pp. 1–8,
doi: 10.1109/CIT.2017.11.

[29] P. Gawłowicz and A. Zubow, “ns3-gym: Extending openai gym for net-
working research,” 2018, arXiv:1810.03943.

[30] J. Hong and D. Zhang, “TARCS: A topology change aware-based routing
protocol choosing scheme of FANETs[J],” Electronics, vol. 8, no. 3,
pp. 274–293, 2019.

[31] X. Cheng et al., “UAV communication channel measurement, modeling,
and application,” J. Commun. Inf. Netw., vol. 4, no. 4, pp. 32–43, 2019.

[32] A. Al-Saadi, R. Setchi, Y. Hicks, and S. M. Allen, “Routing protocol
for heterogeneous wireless mesh networks,” IEEE Trans. Veh. Technol.,
vol. 65, no. 12, pp. 9773–9786, Dec. 2016.

[33] C. Dixon and E. W. Frew, “Optimizing cascaded chains of unmanned
aircraft acting as communication relays,” IEEE J. Sel. Areas Commun.,
vol. 30, no. 5, pp. 883–898, Jun. 2012.

[34] M. Y. Arafat and S. Moh, “Location-aided delay tolerant routing proto-
col in UAV networks for post-disaster operation,” IEEE Access, vol. 6,
pp. 59891–59906, 2018.

[35] T. X. Brown, B. Argrow, C. Dixon, S. Doshi, R. G. Thekkekunnel, and
D. Henkel, “Ad hoc UAV ground network (AUGNet),” in Proc. AIAA
Unmanned Unlimited Tech. Conf., Sep. 2004, pp. 29–39.

Xiulin Qiu (Student Member, IEEE) was born in
Ganzhou, Jiangxi Province. He received the master’s
degree. He is currently working toward the Ph.D.
degree with the School of Computer Science and En-
gineering, Nanjing University of Science and Tech-
nology, Nanjing, China. His research interests include
deep-reinforcement learning, resource allocation for
5G, and artificial intelligence-based future mobile
network.

Authorized licensed use limited to: NANJING UNIVERSITY OF SCIENCE AND TECHNOLOGY. Downloaded on April 02,2023 at 06:28:42 UTC from IEEE Xplore.  Restrictions apply. 

https://dx.doi.org/10.1109/MCOM.2019.1900291
https://dx.doi.org/10.1109/JCN.2020.000015
https://dx.doi.org/10.1109/TVT.2020.2967124
https://dx.doi.org/10.1109/COMST.2020.2982452
https://dx.doi.org/10.1109/LCOMM.2013.040213.130076
https://dx.doi.org/10.1109/WCNC.2010.5506529
https://dx.doi.org/10.1109/ISMSC.2015.7594025
https://dx.doi.org/10.1109/TVT.2019.2935450
https://dx.doi.org/10.1109/TVT.2019.2897134
https://dx.doi.org/10.1109/TVT.2020.2973705
https://dx.doi.org/10.1109/TVT.2018.2867191
https://dx.doi.org/10.1109/TVT.2020.2997896
https://dx.doi.org/10.1109/LCOMM.2013.040213.130076
https://dx.doi.org/10.1109/WOWMOM.2005.50
https://dx.doi.org/10.1109/WOWMOM.2005.50
https://dx.doi.org/10.1109/ACCESS.2019.2917075
https://dx.doi.org/10.1109/TNSE.2018.2835758
https://dx.doi.org/10.1109/CIT.2017.11


2818 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 72, NO. 3, MARCH 2023

Yuwang Yang received the B.S. degree from North-
western Polytechnical University, Xi’an, China, in
1988, the M.S. degree from the University of Science
and Technology of China, Hefei, China, in 1991,
and the Ph.D. degree from the Nanjing University of
Science and Technology (NUST), Nanjing , China,
in 1996. He is currently a Professor with the School
of Computer Science and Engineering, NUST. His
research interests include high-performance comput-
ing, machine learning, and intelligent system.

Lei Xu (Member, IEEE) received the bachelor’s,
master’s, and Ph.D. degrees in communication and
information system from the Nanjing University of
Aeronautics and Astronautics, Nanjing, China, in
2006, 2009, and 2012, respectively. He is currently a
Full Professor with the School of Computer Science
and Engineering, Nanjing University of Science and
Technology. He has authored or coauthored more than
50 journal papers, e.g., IEEE JOURNAL ON SELECTED

AREAS IN COMMUNICATIONS, IEEE TRANSACTIONS

ON WIRELESS COMMUNICATIONS, and IEEE TRANS-
ACTIONS ON VEHICULAR TECHNOLOGY. His research interests include network
analysis and resource allocation for 5G and 6G.

Jun Yin received the Ph.D. degree in computer sci-
ence and technology from the Nanjing University of
Science and Technology, Nanjing, China, in 2017.
He is currently with the Jiangsu Key Laboratory for
Broadband Wireless Communication and Internet of
Things, Nanjing University of Post and Telecommu-
nications, Nanjing. His research focuses on the theory
and applications of network coding.

Zhenqiang Liao received the Ph.D. degree in mechanical engineering from the
Nanjing University of Science and Technology, Nanjing, China, in 1987. He is
currently working with the School of Electrical and Mechanical Engineering,
Suzhou Global Institute of Software Technology, Suzhou, China. His research
interests include UAV design theory and control methods.

Authorized licensed use limited to: NANJING UNIVERSITY OF SCIENCE AND TECHNOLOGY. Downloaded on April 02,2023 at 06:28:42 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


