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Abstract

This thesis studies the techniques of tiling optimizations for stencil programs. Traditionally, research on tiling optimizations mainly focuses on tessellating tiling, atomic tiles and regular tile shapes. This thesis studies several novel tiling techniques which are out of the scope of traditional research. In order to represent a general tiling scheme uniformly, a unified tiling representation framework is introduced. With the unified tiling representation, three tiling techniques are studied. The first tiling technique is Hierarchical Overlapped Tiling, based on the idea of reducing communication overhead by introducing redundant computations. Hierarchical Overlapped Tiling also applies the idea of hierarchical tiling to take advantage of hardware hierarchy, so that the additional overhead introduced by redundant computations can be minimized. The second tiling technique is called Conjugate-Trapezoid Tiling, which schedules the computations and communications within a tile in an interleaving way in order to overlap the computation time and communication latency. Conjugate-Trapezoid Tiling forms a pipeline of computations and communications, hence the communication latency can be hidden. Third, this thesis studies the tile shape selection problem for hierarchical tiling. It is concluded that optimal tile shape selection for hierarchical tiling is a multidimensional, nonlinear, bi-level programming problem. Experimental results show that the irregular tile shapes selected by solving the optimization problem have the potential to outperform intuitive tiling shapes.
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Chapter 1

Introduction

1.1 Background

1.1.1 Stencil Computations

Iterative stencil loops (ISLs) are an important kernel of many computations. For example, for certain regular matrices, the kernel the widely used Jacobi method is a stencil loop; and image processing filters are also implemented as stencil loops. Iterations of the outermost loop of ISLs are called *time steps*, as programs with ISLs are often used to simulate the evolution of physical systems over time. At each time step, the inner loop nest of the ISL operates on a multidimensional array, and computes each element of an array as a function of neighboring locations in the array. The choice of the neighboring elements follows a fixed pattern or *stencil*.

To achieve high performance, the inner loop nests of ISLs are usually tiled and each tile is assigned to a processing node for parallel execution. Data locality and communication are the main issues when optimizing ISLs. Data locality influences the execution time within each computing node. When running on distributed memory systems, the performance of these ISLs may be hindered by inter-node communication. Limited by the performance of
the interconnection network, the cost of communication grows with the scale of the system increases. If the ISL is parallelized for a shared memory system, the inter-tile communication is implicit, usually controlled with synchronization operations. Even though the communication overhead of shared memory systems is usually much lower than that of distributed memory systems, it may still cause performance degradation.

1.1.2 Loop Tiling

Loop tiling is an effective optimization to improve performance of multiply-nested loops, which are usually the most time-consuming parts of computationally intensive programs. Numerous techniques for the tiling of iteration spaces have been proposed. The goal of tiling is to improve data locality [41, 44, 1, 2, 37, 14, 34, 40, 43, 47, 50], or contribute to the scheduling of parallel computation [42, 45, 6, 19, 46, 7, 49]. The performance resulting from the use of a tiling scheme is a function of (1) locality, (2) the amount of parallelism exposed, and (3) the communication/synchronization overhead. The size and shape of the tiles, and the scheduling strategy are the main factors that impact locality, parallelism, and communication cost of the code after tiling. Research on tiling techniques usually try to improve one or more factors that impact performance. Locality was the first focus of research in these studies of tiling, but as the importance of parallel computing increased, mechanisms to optimize parallelism organization and communication with tiling techniques gained attention.

Existing tiling transformations mainly relies on tessellating tiling and scheduling operations in tiles in atomic. In tessellating tiling there is no overlap between tiles. When scheduling operations of tiles atomically, inter-tile communication or synchronization only happen before computation starts or after all the computation within a tile completes. The above two restrictions simplifies the study of loop tiling techniques. Elegant representation frameworks, such as the polyhedral model [5], have been built to facilitate research on tiling
schemes under these restrictions. However, by ignoring such restrictions it is possible to take advantage of the optimization opportunities of general tiling schemes. For example, because of data dependences, inter-tile communication is inevitable with tessellating tiling; and, with atomic tiles execution, schedule of tiles is restricted and often results in load imbalances. In order to exploit the optimization opportunities of general tiling schemes, a new representation framework is necessary.

1.1.3 Hierarchical Tiling

Most massively parallel systems today are organized hierarchically. Different levels in the hierarchy may have different organizations and follow different memory models. Consider a computer cluster consisting of nodes connected by a network. This forms the first level of the hierarchy. At the next level, each node is typically an SMP machine. Modern accelerator devices are also organized hierarchically. An NVIDIA GPGPU contains a number of Multi-Processors (MPs). The MPs have uniform access to a global memory. Each MP consists of several Stream-Processors (SPs), which share the MP-private shared memory.

Hierarchy-aware optimizations are usually necessary to unleash the potential of hierarchically organized systems. In order to make better use of hardware hierarchies, loop nests should also be tiled hierarchically to fit the organization of the target machine. Figure 1.1 gives an example of hierarchical tiling for a cluster. In top-down order, (1) the iteration space of the loop nest is tiled, and each tile is mapped to a node of the cluster. (2) On each node, the iteration space is further partitioned into smaller tiles, each of which is assigned to a processor in the node. Hierarchical tiling can also be done bottom-up by partitioning the original iteration space into tiles that are assigned to the lowest level of hardware and then grouping tiles into larger ones for the higher levels of hardware.

Hierarchical tiling increases the complexity of the study on tiling transformation, because each level of tiling has its own choice tile size/shape and scheduling strategy, and the decisions
of tiling scheme at different levels interfere with each other. In order to achieve global optimality for hierarchical tiling, different levels of tiling must be considered in an integral model.

1.2 Contributions

My research areas include parallel computer architecture such as cache sharing [51] and deterministic parallelization [16], energy efficient computing for heterogenous systems [39] and compiler optimizations. This thesis mainly focuses on the area of tiling optimizations for stencil computations. First, it introduces a unified representation framework for tiling transformations, which is able to describe tiling techniques that cannot be represented by the traditional polyhedral model, such as non-tessellating tiling and scheduling with non-atomic execution of tiles, can be defined uniformly with this new representation framework.

Second, this thesis proposes two novel tiling schemes. The first is Hierarchical Overlapped Tiling. This is an extension of the existing idea of overlapped tiling [27], which introduces redundant computation to eliminate inter-tile communication. Overlapped tiling is a non-tessellating tiling scheme. It is a useful transformation to reduce communication overhead, but it may also introduce a significant amount of redundant computations. Based on this observation, Hierarchical Overlapped Tiling is designed to solve this problem. Hierarchical Overlapped Tiling trades off redundant computation for reduced communication overhead.
in a more balanced manner, and thus has the potential to provide higher performance. An analytic model is built to analyze the performance of both Overlapped Tiling and Hierarchical Overlapped Tiling. The second tiling scheme is called *Conjugate-Trapezoid Tiling*. This tiling scheme also aims at reducing the inter-tile communication. Instead of introducing redundant computation to eliminate inter-tile communication, Conjugate-Trapezoid Tiling schedules the computations and communications within a tile in an interleaving order to overlap the computation and communication. Conjugate-Trapezoid Tiling pipelines computation and communication. The operations in tiles of Conjugate-Trapezoid Tiling are not scheduled assuming that they are atomic; instead, computation and communication within a tile are interleaved with each other. A performance model is used to determine the optimal pipeline parameters of Conjugate-Trapezoid Tiling. The efficiency of both tiling schemes is evaluated using several codes which implement stencil computations.

Third, this thesis studies the tile shape selection problem for hierarchical tiling. It builds an analytic model to analyze the execution time of the tiled loop nest as a function of the tile shape at each level of a hierarchy. The model is not tied to any specific scheduling scheme of tiles, but only focuses on the essence effect on parallelism exposure for all possible tile shape choices. It is concluded that optimal tile shape selection for hierarchical tiling is a multidimensional, nonlinear, bi-level programming problem. An experimental automatic system is implemented, which uses a simulated annealing algorithm to find a near-optimal tile shape choice according the analytic model. Experimental results show that the tiling scheme with automatically chosen tile shapes has the potential to outperform intuitive tiling shapes.
1.3 Thesis Organization

The rest of the thesis is organized as follows: Chapter 2 introduces a new tiling representation framework for general schemes and a code generator implementation based on this framework. In Chapter 3 Hierarchical Overlapped Tiling is introduced building upon the existing idea of overlapped tiling, and an analytic model is built to study the trade off between communication and redundant computation. In Chapter 4 a novel tiling scheme called Conjugate-Trapezoid Tiling is designed, and a performance model is used to determine the optimal pipeline parameters. Chapter 5 studies the tile shape selection problem for hierarchical tiling. Chapter 6 discusses related work, and Chapter 7 concludes this thesis.
Chapter 2

Prerequisites

2.1 Unified Tiling Representation Framework

This chapter first introduces the polyhedral model [5], which has been used in the past to represent of tiling transformations. Based on the observation that the polyhedral model is only able to represent traditional tiling techniques, a more general tiling representation framework is presented. This representation accommodates several non-traditional tiling schemes including non-tessellating tiling and scheduling strategies that do not assume atomic tile operations.

2.1.1 Iteration Space Representation

Consider the loop nest in Figure 2.1-(a). whose vector form is shown in Figure 2.1-(b). Iteration space $I$ is a finite set of points in the $n$-dimensional space $\mathbb{Z}^n$. The loop bounds $lb_0, lb_1, ... lb_{n-1}$ and $ub_0, ub_1, ... ub_{n-1}$ are functions of the index variables of outer loops as
The set of iterations in $I$ is defined by $lb_0, lb_1, ... lb_{n-1}$ and $ub_0, ub_1, ... ub_{n-1}$:

$$I = \{ \vec{i} = (i_0, i_1, ..., i_{n-1}) | lb_k(i_0, i_1, ..., i_{k-1}) \leq i_k < ub_k(i_0, i_1, ..., i_{k-1}) \}.$$

In the rest of this thesis, $lb_k(i_0, i_1, ..., i_{k-1})$ and $ub_k(i_0, i_1, ..., i_{k-1})$ are restricted to be affine functions of $i_0, i_1, ..., i_{k-1}$.

(a) Loop nest with scalar induction variables

```plaintext
for (int i0 = lb0(); i0 < ub0(); ++i0) 
  for (int i1 = lb1(i0); i1 < ub1(i0); ++i1) 
    ... 
  for (int in-1 = lb_{n-1}(i0, i1, ..., in-2); in-1 < ub_{n-1}(i0, i1, ..., in-2); ++i_{n-1}) 
    << loop body >>
```

(b) The representation with vector induction variables

```
for (i0, i1, ..., in-1) \in I) 
  << loop body >>
```

Figure 2.1: $n$-depth loop nest

In practice, the shape of $I$ is usually an $n$-dimensional hyper-parallelepiped. Any set of $n$ edges of the hyper-parallelepiped which share a common vertex can be used as the basis of the $n$-dimensional iteration space; the common vertex of these edges is the origin. Figure 2.2 gives two examples of the edge vectors that define 2 dimensional and 3 dimensional iteration spaces.

Assume that $\vec{e}_k = (e_{k,0}, e_{k,1}, ..., e_{k,n-1})$, $k = 0, 1, ..., n - 1$ are the $n$ edge vectors used as
the basis of the hyper-parallelepiped shaped iteration space $I$. The basis matrix of $I$ is:

$$
E = \begin{pmatrix}
\vec{e}_0 \\
\vec{e}_1 \\
\vdots \\
\vec{e}_{n-1}
\end{pmatrix} .
$$

Define the function $\text{span}(E)$ as follows:

$$
\text{span}(E) = \{ \vec{i} : \vec{i} \in \mathbb{Z}^n, \exists \vec{a} = (a_0, a_1, ..., a_{n-1}), \vec{0}_n = (0, 0, ..., 0) \leq \vec{a} \leq (1, 1, ..., 1) = \vec{1}_n, \vec{i} = \vec{a} \cdot E \} .
$$

Clearly $I = \text{span}(E)$, and the total number iterations in $I$ is $|I| = |\text{det}(E)|$ (because $|\text{det}(E)|$ is the volume of the parallelepiped).

Dependences are the partial order that must be enforced between iterations to obtain correct results. If there are no direct or indirect dependences between two iterations, these two iterations can be scheduled either concurrently or in any sequential order. Otherwise, the iteration at the source of the dependence must finish before the iteration at the destination of the dependence starts.

Dependences can be represented by dependence vectors. A dependence vector $\vec{d} =$
\((d_0, d_1, ..., d_{n-1})\) indicates that any iteration \(i\) must finish before iteration \(i + d\). A valid dependence vector \(d\) must satisfy the following condition:

\[
if \ \forall k = 0, 1, ..., j, \ d_k = 0, \ and \ d_{j+1} \neq 0, \ then \\
d_{j+1} > 0
\]

Assume that a loop with \(n\) levels of nesting has \(m\) dependence vectors \(d_0, d_1, ..., d_{m-1}\), which define the dependence matrix:

\[
D = \begin{pmatrix}
    d_0 \\
    d_1 \\
    \vdots \\
    d_{m-1}
\end{pmatrix}
\]

Without loss of generality, this thesis assumes that \(m \geq n\), where \(m\) is the number of dependence vectors, and \(n\) is the number of loops in the loop nest. It is also assumed that there are \(n\) dependence vectors which are linearly independent. Otherwise, it must be possible to make at least one loop fully permutable through a sequence of affine transformations, so it is possible to move the permutable loop either to outmost or innermost, and then it is only needed to focus on the other \(n - 1\) loops and the iteration space can be studied as a lower-dimensional one.

The dependences impose constraints on possible tiling transformations. In order to be valid, the new loop nest after tiling must preserve the dependences of the original loop nest. If the computation operating in a tile is "atomic" - which means inter-tile communication (inter-tile dependence) only happens before inner-tile computation starts and/or after inner-tile computation is finished - a valid tiling scheme requires that it must be possible to topologically sort all the tiles. Otherwise, the neighboring tiles would have a cycle of
dependences and it would be impossible to schedule the computations.

Figure 2.3 gives two examples of the constraints on tiling imposed by dependences for tessellating tiling with atomic tiles. The tile shape shown in Figure 2.3-(a) is valid, because dependence vectors only cross the hyper-plane in one direction, which means that at each of its boundaries, the tile has either in-bound dependences or out-bound dependences. However, the tile shape in Figure 2.3-(b) is invalid, since there are both in-bound and out-bound dependences crossing the boundary hyper-planes of tiles. This means that a tile and one of its neighboring tile along the horizontal direction are in a dependence cycle. On the other hand, if not restricted to tessellating tiles or scheduling assuming atomic operations in tiles, there would be more freedom in selecting the tiling schemes. One example is that overlapped tiling, in which the tiles are not tessellating, is able to eliminate inter-tile dependences by introducing redundant computation.

2.1.2 Tiling Representation with the Polyhedral Model

The polyhedral model is the traditional representation of tiling transformations used in the past. The polyhedral model uses a set of hyperplanes that partition the iteration space to represent the tiling transformation. These hyperplanes are defined by a matrix $H$, where
each row represents the normal vector of one of the tiling hyperplanes:

\[ H = \begin{pmatrix}
\vec{h}_0 \\
\vec{h}_1 \\
\vdots \\
\vec{h}_{n-1}
\end{pmatrix}. \]

\( \vec{h}_k \) is the normal vector of not just of one, but a set of tiling hyperplanes. The direction \( \vec{h}_k \) determines an infinite set of parallel hyperplanes. In addition, this thesis assumes the length of each \( \vec{h}_k \) is the distance between tiling hyperplanes. So \( H \) can fully determine the shape of tiles under the assumption that the hyperplane that intersects the first iteration is the first hyperplane.

As discussed in Section 2.1.1, dependences constraint tiling transformations. A tiling scheme is valid if there exists a valid total ordering of the tiles. If tiles are required to be scheduled assuming atomic operations in tiles, this constraint is equivalent to saying that no any pair of tiles are dependent on each other. The polyhedral model represents the validity condition as follows [21]:

\[ H \cdot D^T \geq 0 \quad (2.2) \]

The polyhedral model provides elegant representations for traditional tiling schemes. However, the polyhedral model has several shortcomings if it is used to study more general tiling techniques. First, using a set of tiling hyperplanes to represent tile shapes implies tessellating tiling, which means that there must be no overlap between tiles. The polyhedral model cannot represent non-tessellating tiling. Second, Equation 2.2 assumes that the scheduling of tiles must follow the order defined by the directions of the normal vectors of tiling hyperplanes. This means that with the polyhedral model, the tile shape and schedul-
ing strategy are determined by $H$ at the same time. So the polyhedral model lacks the flexibility to design different schedule constraints in order to optimize parallelism exposure. Finally, the polyhedral model is not good for studying hierarchical tiling techniques, because the iteration space within each tile does not have a unified representation of the original iteration space so that recursive analysis cannot be simply applied.

2.1.3 Unified Tiling Representation Framework

Based on the observation that the traditional polyhedral model is not good for studying general tiling techniques, a unified representation framework of tiling transformations is introduced in this section.

In this unified representation framework, a base tile $T$ is a set of points in $\mathbb{Z}^n$. Without lost of generality, this thesis assumes that the size of the base tile $T$ is smaller than the size of the iteration space $I$ that the tiling is applied to: $|T| < |I|$. Since the iteration space, say $I$, is also a set of points in $\mathbb{Z}^n$, tile $T$ is also a smaller iteration space. If the tiles are $n$-dimensional hyper-parallelepiped where $\vec{t}_k = (t_{k,0}, t_{k,1}, \ldots, t_{k,n-1})$, $k = 0, 1, \ldots, n-1$ are the $n$ "basis" edges of the hyper-parallelepiped tile, then the base tile $T$ can be described by the tiling matrix $T$:

$$
T = \begin{pmatrix}
\vec{t}_0 \\
\vec{t}_1 \\
\vdots \\
\vec{t}_{n-1}
\end{pmatrix}.
$$

For each non-boundary tile, the set of the iterations with in the tile is $\text{span}(T)$. And the total number of iterations is $|\text{det}(T)|$.

Tiling is a map from $\mathbb{Z}^n$ to $\mathbb{Z}^{2n}$: $I \rightarrow [I : J] = \{(\vec{i} : \vec{j})\}$, in which $\vec{i} = (i_0', i_1', \ldots, i_{n-1}')$ is an index vector for each tile, and $\vec{j} = (j_0, j_1, \ldots, j_{n-1})$ is an iteration index that falls within tile $\vec{i}$ (notice that $\vec{j}$ is a global iteration index instead of local index within the tile). If every
tile has the same shape as \( T \), given an iteration space \( I \), tiling is done by replicating tile \( T \) in a repeated pattern until all the points (iterations) in \( I \) are covered by the replications of \( T \).

Let \( \mathbb{R} \) denote the repetition operator applied to the index vector of an iteration \( \vec{i} \). In the rest of the thesis, repetition patterns are restricted to be translation transformations in the \( n \)-dimensional space. Let \( R \) denotes the following translation matrix:

\[
R = \begin{pmatrix}
\vec{r}_0 \\
\vec{r}_1 \\
\vdots \\
\vec{r}_{n-1}
\end{pmatrix}
\]

Then a repetition pattern \( \mathbb{R} \) can be defined as follows:

\[
\mathbb{R}(\vec{i}, \vec{i}^\prime) = \vec{i} + \vec{i}^\prime \cdot R
\]

Since the matrix \( R \) represents the repetition pattern of tiling, \( R \) is called the repetition matrix. Given a base tile \( T \), each \( \vec{i} \) generates a repetition of the tile \( T \) though \( \mathbb{R} \), denoted as \( T(\vec{i}) \):

\[
T(\vec{i}) = \{ \mathbb{R}(\vec{i}, \vec{i}) | \vec{i} \in T \}
\]

The tiling can be formally defined as follows:

\[
I = \{ \vec{i} \} \rightarrow \{ (\vec{i}, \vec{j}) | \forall \vec{i}, \vec{j} \quad T(\vec{i}) \cap I \neq \emptyset \land \vec{j} \in T(\vec{i}) \land \vec{j} \in I \}
\]
The first constraint in Equation 2.5, $T(\vec{r}) \cap I \neq \emptyset$, defines another iteration space $I'$, which is a set of $\vec{r}$, as follows:

$$I' = \{ \vec{r} \mid T(\vec{r}) \cap I \neq \emptyset \}$$

(2.6)

And the original iteration space $I$ must be covered by the union of all repetitions of the tile:

$$I \subseteq \bigcup_{\forall \vec{r} \in I'} T(\vec{r})$$

(2.7)

Note that the above definition of tiling does not require that the tiles partition the iteration space. If $\exists \vec{r}_1, \vec{r}_2, T(\vec{r}_1) \cap T(\vec{r}_2) \neq \emptyset$, the iterations in the intersection set are redundant computations introduced by tiling compared to the original loop nest. Tiling with redundant computations can still be legal if the loop nest after tiling produces the same result. Overlapped tiling [27, 31, 36, 52] is an example of tiling schemes with redundant computations which has been studied before. Figure 2.5 gives an example of overlapped tiling. In most tiling schemes studied in existing research are tessellating tiling, which means the tile repetitions are disjoint:

$$\forall \vec{r}_1, \vec{r}_2, \vec{r}_1 \neq \vec{r}_2, \ T(\vec{r}_1) \cap T(\vec{r}_2) = \emptyset$$

For tessellating tiling, for each $\vec{r} \in I$, there is a unique $(\vec{r} : \vec{j})$ after tiling corresponding to it, and vice versa. Then $I' = \{ \vec{r} \}$ forms an iteration space, where each $T(\vec{r})$ is an iteration. Figure 2.4 shows the effect of tiling transformation.

The representation can handle the case where there are several but finite number of tile shapes, as long as there is a single ”super” tile which groups neighboring tiles of different shapes, and the whole iteration space is covered by repetitions of the ”super” tile. Therefore the tiling definition above can still be used to analyze the tiling scheme with finite number
of tile shapes, but tile $T$ must represent the "super" tile. Split tiling [27, 38] is an example of tiling schemes with more than one tile shapes. As shown in Figure 2.6, there are two shapes of tiles: triangle and trapezoid. The neighboring tiles of different shapes consist a "super" tile (in the dashed box) which is the basic repetition unit.

2.1.4 Dependences after Tiling

As mentioned above, $I' = \{ \vec{\jmath} \}$ is an iteration space with each iteration containing all the iterations in $T(\vec{\jmath})$. The dependences in the original iteration space $I$ impose new dependences in $I'$. Let $\vec{d}'_0, \vec{d}'_1, \ldots, \vec{d}'_{m'-1}$ are the $m'$ resulting dependences vectors in $I'$ and $D'$ is the
Figure 2.6: Split Tiling. There are two shapes of tiles: triangle and trapezoid. The neighboring tiles of different shapes consist a "super" tile (in the dashed box) which is the basic repetition unit.

dependence matrix:

\[
D' = \begin{pmatrix}
\vec{d}_0' \\
\vec{d}_1' \\
\vdots \\
\vec{d}_{m-1}'
\end{pmatrix}.
\]

Note that the execution order of tiles is not necessarily the lexicographical order of \( \vec{i}' \). The execution order can be changed by different scheduling schemes as discussed in Section 2.1.5, a dependence vector \( \vec{d}_j' \) (0 ≤ j < m) does not have to satisfy the condition defined in Equation 2.1.

In order to simplify the problem, the rest of the thesis assumes that the tile chosen for any tiling scheme is always large enough, so that for an n-dimensional iteration space, each tile only has up to \( 3^n - 1 \) neighboring tiles, and inter-tile dependences only exist between neighboring tiles. This means that each component in any dependence vector \( \vec{d}_j' \), 0 ≤ j < m', can only be 0, 1, or −1:

\[
\vec{d}_j' = (d_{j,0}', d_{j,1}', ..., d_{j,n-1}'), \quad d_{j,k}' = 0, 1, -1, \quad 0 \leq k < n
\]
2.1.5 Schedule of Tiles

Tiles must be scheduled in a way that the inter-tile dependences are preserved. The scheduling of tiles is a reorder of the $T(\vec{v})$s. The schedule can be formally defined as a mapping $S$ from each $\vec{v}$ to $\vec{v}^b$:

$$\vec{v}^b = S(\vec{v})$$

After tiling, each tile $T(\vec{v})$ will be executed in a lexicographical order of $\vec{v}^b$. In order to be a legal scheduling, $\vec{v}^b$ must lexicographically conform to all inter-tile dependences: if $S(\vec{v}_1^1) = \vec{v}_1^o$ and $S(\vec{v}_2^1) = \vec{v}_2^o$, and $\vec{v}_1^o \preceq \vec{v}_2^o$, there must be no direct or indirect inter-tile dependence from the tile $T(\vec{v}_2^1)$ to tile $T(\vec{v}_1^1)$. Note that $S$ is an $n$-to-1 mapping instead of 1-to-1 mapping. If $\exists \vec{v}_1^1, \vec{v}_2^1, \vec{v}_1^1 \neq \vec{v}_2^1, S(\vec{v}_1^1) = S(\vec{v}_2^1)$, this means that there is no direct or indirect dependence between $T(\vec{v}_1^1)$ and $T(\vec{v}_2^1)$, and these two tiles can be scheduled in parallel. Define $S^{-1}$ as follows:

$$S^{-1}(\vec{v}^b) = \{\vec{v} | S(\vec{v}) = \vec{v}^b\}$$

Then $|S^{-1}(\vec{v}^b)|$ is the amount of parallelism on each step exposed by the scheduling $S$.

If the scheduling mapping is affine, $S$ can be described by an $n \times s$ ($s \leq n$) matrix $S$ as follows:

$$\vec{v}^b = S(\vec{v}) = \vec{v} \cdot S$$

$S$ is called the scheduling matrix. Whether $S$ or $S$ is a valid scheduling mapping depends on the dependence matrix $D'$ in the tiled iteration space $I'$.

Valid Schedule

The lexicographical order of $\vec{v}^b = S(\vec{v})$ defines the execution order of tile $\vec{v}$. The execution order must not violate the dependences between tiles. Given $\vec{v}_1^1$ and $\vec{v}_2^1 = \vec{v}_1^1 + \vec{d}_j$, $T(\vec{v}_1^1)$
must be executed before $T(\vec{i}_2)$. If $S(\vec{i}_1) = \vec{i}_1^o$ and $S(\vec{i}_2) = \vec{i}_2^o$, there must be

$$\vec{i}_2^o \succ \vec{i}_1^o,$$

or

$$\vec{i}_2^o - \vec{i}_1^o = S(\vec{i}_1 + \vec{d}_j) - S(\vec{i}_1) \succ \vec{0}$$

Assume $S$ is an affine transformation, then $S(\vec{i}_1 + \vec{d}_j) - S(\vec{i}_1) = S(\vec{d}_j)$. So the condition of valid schedule can be defined as follows:

$$\forall \vec{d}_j, \quad S(\vec{d}_j) \succ \vec{0} \tag{2.8}$$

If scheduling matrix $S$ exists, $\vec{d}_j = S(\vec{d}_j) = \vec{d}_j \cdot S$ must satisfy the condition in Equation 2.8.

In addition, because for any $\vec{i}^o$, all tiles $\vec{i} \in S^{-1}(\vec{i}^o)$ can be scheduled in parallel, there must be no dependence among them:

$$\forall \vec{i} \in S^{-1}(\vec{i}^o),$$

$$\forall \vec{d}_j, \quad S(\vec{i} + \vec{d}_j) \notin S^{-1}(\vec{i}^o). \tag{2.9}$$

Equation 2.8 and 2.9 are the two conditions that a valid schedule $S$ must satisfy.

### 2.1.6 Tiling Transformation Representation

To sum up the discussion above, given an iteration space $I$ and its dependence matrix $D$, a specific tiling transformation is determined by tile shape $T$ (or tiling matrix $T$), repetition pattern $R$ (or repetition matrix $R$) and scheduling mapping $S$ (or scheduling matrix $S$). The choices of $T(T)$, $R(R)$ and $S(S)$ must conform the constraints imposed by $D$. 
2.1.7 Hierarchical Tiling

After tiling, either each tile \( T \) or \( I' \) can be considered as a new iteration space and can be applied tiling transformation recursively. This means tiling transformations can be done hierarchically. Each level of tiling can be defined and analyzed with corresponding \( T(T), R(R) \) and \( S(S) \) as a single level of tiling independently.

There are two approaches to do hierarchical tiling. First, do tiling for \( I \) and then apply tiling the each tile \( T \); in this way the whole process would produce higher level tiles first then produce lower level tiles. This is called the *top-down* approach. On the other hand, if the iteration space \( I' \) is tiled after tiling the original \( I \), the whole process would produce lower level tiles first then higher level tiles, which is called the *bottom-up* approach.

2.2 Implementation Using the Omega Library

In order to automate the process of tiling, an experimental implementation using Presburger formulas [26] has been developed. The manipulation of Presburger formulas is done by the Omega Library [23] automatically.

2.2.1 Set and Mapping

The key concepts of tiling transformation are sets and mappings in the \( n \)-dimensional integer space. As discussed in last section, for a given tiling transformation, the iteration space \( I \) and tile shape \( T \) are sets of integer vectors, and the repetition pattern \( R \) and scheduling mapping \( S \) are mappings in iteration space. In the experimental implementation, *sets* and *mappings* in the \( n \)-dimensional integer space are represented by *integer tuple sets* and *integer tuple relations*, respectively. These two are the objects used in the Omega Library.

In the Omega Library, an \( n \)-dimensional integer tuple \( \bar{x} = [x_0, x_1, ..., x_{n-1}] \) is a vector of \( n \) integers in \( \mathbb{Z}^n \). An integer tuple set is a set of integer tuples. Constraints in the form of
equations and inequalities can be used to describe sets of integer tuples. For example, the set \( S_0 = \{[1, 1], [1, 2], \ldots, [1, N]\} \) can be represented as \( \{[i, j] : i = 1 \land 1 \leq j \leq N\} \).

In this thesis it is assumed that the arithmetic expressions in the equations and inequalities are affine and the terms are integers. Logical operators \( \neg, \land \) and \( \lor \), and the existential and universal quantifiers \( \exists \) and \( \forall \) are also needed to describe the set of integer tuples. The representations are known as Presburger formulas. In the experimental implementation, these expressions of Presburger formulas are manipulated using the Omega Library.

**Integer tuple relations** with rules are described by Presburger formulas, too. For example, the relation \( R = \{[i, j] \rightarrow [x, y] : i - 1 \leq x \leq i \land j - 1 \leq y \leq j + 1\} \) when applied to \( S_0 \) yields the following set:

\[
R(S_0) = \{[x, y] : 0 \leq x \leq 1 \land 0 \leq y \leq N + 1\}
\]

Note that given a relation \( R \) the size and shape of the original set \( S \) and that of \( R(S) \) for a relation \( R \) can be different. The union \( \cup \) of two relations \( R_1 \) and \( R_2 \) is defined as:

\[
R_1 \cup R_2 = R, \text{ if } \forall S, R_1(S) \cup R_2(S) = R(S)
\]

### 2.2.2 Code Generation

The Omega Library provides the functionality of generating loop nest code in C for a given integer tuple set, which can be used in the automated implementation of tiling transformation schemes. For example, for integer tuple set \( S_1 = \{[i, j] : 0 \leq i < 100 \land 0 \leq j < 1000\} \), the generated code loop nest is as follows:

The loop iterations of the generated loop nest code are exactly the integer tuples in the given integer tuple set in lexicographic order. The loop nest generated by the Omega Library is sequential code. In order to express parallelism, the experimental implementation
for (int i = 0; i < 100; ++i)
    for (int j = 0; j < 1000; ++j)
        << loop body >>

Figure 2.7: Generated loop nest code for the integer tuple set S₁

provides the functionality to generate parallel loops for different programming environment. Figure 2.8-(a) and (b) show the generated OpenMP and MPI codes if the outmost loop is parallelized.

#pragma omp parallel for
for (int i = 0; i < 100; ++i)
    for (int j = 0; j < 1000; ++j)
        << loop body >>

(a) OpenMP code

MPI_Comm_rank(MPI_COMM_WORLD, &rank);
int i = rank; // for(int i = 0; i < 100; ++i)
for (int j = 0; j < 1000; ++j)
    << loop body >>

(b) MPI code

Figure 2.8: Parallel code with OpenMP and MPI
Chapter 3

Hierarchical Overlapped Tiling

3.1 Introduce Redundant Computation Through Overlapped Tiling

Consider the code in Figure 3.1-(a) where two parallel loops are executed in a shared memory machine. Although this figure shows a natural representation of the computation, the pair of loops may cause unnecessary cache misses, depending on how they are scheduled. If the loops are scheduled naively, e.g., dynamic scheduling, the second loop will likely incur frequent cache misses. To increase locality, and also coarsen the granularity of the parallel tasks, the programmer can tile and fuse the loops, as shown in Figure 3.1-(b). The resulting code requires an explicit barrier to guarantee correctness, because of the data dependences between neighboring tiles of iterations (during iteration $t$ of the outer loop, $j$ consumes data produced by adjacent tiles of loop $i$, namely tiles $t - 1$ and $t + 1$ or just one of them at the boundaries). Notice that locality would improve if the same task executes the corresponding $i$ and $j$ tiles in the code of Figure 3.1-(b). However, good locality is only possible if array $A$ can be kept in cache memory when the execution moves from the first to the second loop. If, however, the array $A$ is larger than the total cache of the processors executing
the loops, the traditional loop fusion and tiling transformation applied in Figure 3.1-(b) will not benefit from locality, because all the iterations of the \( i \) loop must complete before the \( j \) loop executes. Besides the difficulties for achieving locality of naive tiling, the parallelization transformation may do a suboptimal job because of the barrier introduced. On some architectures, barriers are expensive synchronization operations, and could additionally cause load imbalance. Furthermore, because of the barrier the transformation from Figure 3.1-(a) to Figure 3.1-(b) is not possible in some languages, such as OpenMP and OpenCL [24], which do not allow global barriers inside data parallel constructs.

To remove the synchronization and enhance locality, the code can be transformed into the form shown in Figure 3.1-(c). In this case, each iteration of the outer loop \( t \) produces all the data it needs so that its iterations (which correspond to tiles) are independent from

```plaintext
(a) Original loops

```parallel for(int i = 0 : N-1)
A[i] = ...;
```parallel for(int j = 0 : N-1)
```

(b) Traditional tiling and fusion

```plaintext
parallel for(int t = 0 : N/T)
    for(int i = t*T; i < min(N, (t+1)*T); i++)
        A[i] = ...;
    BARRIER;
    for(int j = t*T; j < min(N, (t+1)*T); j++)
```

(c) Overlapped tiling

Figure 3.1: A simple tiling example for parallel loops
each other. This is achieved because each iteration performs redundant computation. The result is a code without the BARRIER and with increased locality.

In the example in Figure 3.1-(c) loop $i$ produces $A[\max(0, t \cdot T - 1) : \min(N, (t + 1) \cdot T)]$ in each iteration of the outer loop, that is, $T + 2$ elements, 2 more than the number of elements of $A$ computed by loop $i$ in Figure 3.1-(b). In total the $N/T$ executions of loop $i$ in Figure 3.1-(c) produce $\frac{T+2}{T} \cdot N$ elements, so this loop performs $\frac{T+2}{T} \cdot N - N = \frac{2 \cdot N}{T}$ more iterations than the corresponding loop of Figure 3.1-(b). The transformation leading to a loop of the form of Figure 3.1-(c) is called *overlapped tiling*.

Figure 3.2-(a) shows a code snippet which represents a typical stencil computation. Pairs of consecutive executions of the inner loop form a pattern similar to that of the two inner loops in Figure 3.1-(a). If applying overlapped tiling repetitively and fuse all $K$ executions of the inner loop, it is possible to execute the outer loop without using any barrier. The number of consecutive loops fused is the *depth* of the transformation. In this example, the fusion *depth* is $K$. The total amount of redundant computation usually grows with the value of *depth*. Figure 3.2-(b) shows the area of overlap. The triangles that bracket each tile represent the redundant computation.

### 3.2 Hierarchical Overlapped Tiling

The basic idea of overlapped tiling is the trade-off between redundant computation and synchronization overhead. The profitability of overlapped tiling transformation over traditional tiling transformation depends on that the amount of redundant computation introduced should be smaller than total synchronization overhead. However, synchronization overhead is highly related to the performance of the communication channels on the specific target platform, e.g., global memory, bus and shared cache. This means that the efficiency of overlapped tiling is sensitive to the hardware layer which tiles are mapped to. While overlapped
for (int k = 0 ; k < K; k++) {
    parallel for (int i = 0 : N-1) 
    swap(A, B);
}

(a) Code snippet of $K$ consecutive loops in a stencil code

(b) Overlapped tiling

Figure 3.2: Overlapped tiling of $K$ loops

tiling removes synchronization and enhances locality, it does not take into account the hierarchical organization of today’s machines. Furthermore, it could suffer from substantial amount of redundant computation. As the fusion depth increases, more synchronizations can be removed, but there is also an increase in the total amount of redundant computation (the triangle-shaped areas in Figure 3.2-(b)). Hence, the use of hierarchical overlapped tiling is proposed to balance communication overhead and redundant computation.

Figure 3.3 contrasts overlapped tiling with hierarchical overlapped tiling. The example in the figure assumes 8 consecutive loops executing on a 4-way/8-core multicore system where the two cores on each processor share the last level cache. Figure 3.3-(a) illustrates overlapped tiling across the eight cores while Figure 3.3-(b) illustrates hierarchical overlapped tiling. In Figure 3.3-(b), overlapped tiling is first applied across the four processors. Within each processor, pairs of consecutive loops are fused. This forces a local barrier between each pair of loops ($loop_0$ and $loop_1$, $loop_2$ and $loop_3$, and so on). This barrier, however, only synchronizes the two cores on each processor and therefore its cost should be relatively low.
Within each processor, overlapped tiling is applied to enable the parallel execution of pairs of loops across the two cores without the need for a barrier. Compared to overlapped tiling, the total amount of redundant computation (the shadowed triangle areas between different processors and the smaller shadowed triangles between neighboring cores) caused by the 2 levels of tiling is much smaller. This reduction of the redundant computation is the main source of the performance benefit of hierarchical overlapped tiling over plain overlapped tiling.
3.3 Analytical Modeling

This section gives a quantitative analysis of overlapped tiling and hierarchical overlapped tiling.

Consider $K$ consecutive parallel loops $\text{loop}_0, \text{loop}_1, ..., \text{loop}_{K-1}$. Assume that the $k$-th loop $\text{loop}_k (0 \leq k < K)$ has the form shown Figure 3.4.

```plaintext
parallel for (int $\vec{i} = [i_0,i_1,...,i_{n-1}] \in I_0$) { // loop_0
  ...
} ...
parallel for (int $\vec{i} = [i_0,i_1,...,i_{n-1}] \in I_1$) { // loop_1
  ...
} ...
parallel for (int $\vec{i} = [i_0,i_1,...,i_{n-1}] \in I_k$) { // loop_k
  ...
               ...
  ... = $A^0_k[f^0_k(\vec{i})]$;
  ... = $A^1_k[f^1_k(\vec{i})]$;
  ...
  ... = $A^{L_k-1}_k[f^{L_k-1}_k(\vec{i})]$;
  $B^0_k[g^0_k(\vec{i})] =$ ...;
  $B^1_k[g^1_k(\vec{i})] =$ ...;
  ...
  $B^{M_k-1}_k[g^{M_k-1}_k(\vec{i})] =$ ...;
} ...
parallel for (int $\vec{i} = [i_0,i_1,...,i_{n-1}] \in I_{K-1}$) { // loop_{K-1}
  ...
} ...
```

Figure 3.4: A sequence of $K$ parallel loops

Without loss of generality, this thesis assumes that the body of $\text{loop}_k$ reads from $L_k$ $n'$-dimensional arrays $A^0_k, A^1_k, ..., A^{L_k-1}_k$ and writes to $M$ arrays $B^0_k, B^1_k, ..., B^{M_k-1}_k$ which are also $n'$-dimensional. This thesis also assumes that no $A$ array overlaps with a $B$ array. To simplify discussion it is assumed that $A^0_k = A^1_k = ... = A^{L_k-1}_k = A_k$ and $B^0_k = B^1_k = ... = B^{M_k-1}_k = B_k$.

There are $L_k$ references to $A_k$ on the RHS of the first $L_k$ assignment statements in the body of the loop: $A_k[f^0_k(\vec{i})], A_k[f^1_k(\vec{i})], ..., A_k[f^{L_k-1}_k(\vec{i})]$, with $f^l_k : \mathbb{Z}^n \rightarrow \mathbb{Z}^{n'}, 0 \leq l < L_k$. There are $M_k$ references to elements of $B_k$ on the LHS of the last $M_k$ statements: $B_k[g^0_k(\vec{i})], B_k[g^1_k(\vec{i})], ...
..., $B_k[g_k^{M_k-1}(\vec{i})]$, with $g_k^n : \mathbb{Z}^n \rightarrow \mathbb{Z}^{n'}, 0 \leq m < M_k$.

There are 3 sets that must be computed for loop $k$: $I_k$, the iteration space; $R_k$, the set of subscripts of $A_k$; and $W_k$ the set of subscripts of $B_k$:

$$R_k = \{\vec{r}\} = \bigcup_{l=0}^{L_k-1} \{[r_0, r_1, \ldots, r_{n'-1}] : \vec{r} = f_k^l(\vec{i}) \land \vec{i} \in I_k\}$$

$$W_k = \{\vec{w}\} = \bigcup_{m=0}^{M_k-1} \{[w_0, w_1, \ldots, w_{n'-1}] : \vec{w} = g_k^m(\vec{i}) \land \vec{i} \in I_k\}$$

$C_k$ is defined the consuming relation from $I_k$ to $R_k$, $C_k(I_k) = R_k$, and $P_k$ is for the producing relation, as the relation from $W_k$ to $I_k$, $P_k(W_k) = I_k$. $C_k$ and $P_k$ represent the access pattern of the loop body. $C_k$ and $P_k$ are used to describe the different tiling transformations. $I_k$, $R_k$, $W_k$, $C_k$ and $P_k$ are related as follows:

$$R_k = C_k(I_k), \quad I_k = P_k(W_k) \text{ or } W_k = P_k^{-1}(I_k)$$

### 3.3.1 Overlapped Tiling

Performing loop fusion and tiling for a sequence of loops of the form shown in Figure 3.4 is equivalent to finding $Q$ partitions (tiles) $I_0^k, I_1^k, \ldots, I_{Q-1}^k$ of the iteration space $I_k$ of each loop $k$. Similar to the definition of $R_k$ and $W_k$ discussed in the last subsection, $R_k^q$ is defined as the set of array element indices of $A$ for tile $I_k^q$, and $W_k^q$ denotes the set of array elements indices of $B$ for tile $I_k^q$. So,

$$R_k^q = C_k(I_k^q), \quad I_k^q = P_k(W_k^q) \text{ or } W_k^q = P_k^{-1}(I_k^q)$$

Traditional loop fusion and tiling, such as that used in the code of Figure 3.1-(b), produce
tessellating tiles. Because the tiles are a partition of the iteration space:

\[ I_{q1}^k \cap I_{q2}^k = \phi, \quad q1 \neq q2 \]

However, with overlapped tiling the sum of the size of the tiles \( I_k^q \) can be larger than the size \( I_k \). The amount of redundant computation \( RC_k \) performed by loop \( k \) is:

\[ RC_k = |I_0^k| + |I_1^k| + \ldots + |I_{Q-1}^k| - |I_k| \geq 0 \]

In traditional loop fusion and tiling, the tiles of the different loops can be unrelated thanks to the barriers. However, in overlapped tiling the data read in an iteration tile must be produced within the same tile to eliminate the need of synchronization. To simplify the discussion, Assume that the data flow in the sequence of fused loops \( \text{loop}_0, \text{loop}_1, \ldots \) \( \text{loop}_{K-1} \) forms a linear chain. This means that \( A_{k+1}^j = B_k^j \) for all \( k \). Under this assumption, it is necessary that \( R_{k+1}^q \subseteq W_k^q \) to avoid unnecessary work. Let \( R_{k+1}^q = W_k^q \). Hence the corresponding tiles \( I_{k+1}^q \) and \( I_k^q \) of neighboring loops are related as follows:

\[ R_{k+1}^q = C_{k+1}(I_{k+1}^q) = P_k^{-1}(I_k^q) = W_k^q \Rightarrow I_k^q = P_k(W_k^q) = P_k(R_{k+1}^q) = P_k(C_{k+1}(I_{k+1}^q)) \] (3.1)

Equation 3.1 states that the tiles of \( \text{loop}_k \) are determined by the tiles of \( \text{loop}_{k+1} \). Equation 3.1 provides the procedure to perform overlapped tiling: given an arbitrary partition into tiles of loop \( \text{loop}_{K-1} \) (the last loop in the sequence), the tiles of all previous loops \( \text{loop}_k \) (0 ≤ \( k < K \)) can be determined iteratively. Furthermore, all the corresponding tiles from the different loops are fused to build the new loop body.
Consider the code in Figure 3.2-(a). After unrolling, there will be a sequence of $K$ loops.

Since every loop$k$ in Figure 3.3-(a) is the same,

\[ I_0 = I_1 = \ldots = I_{K-1} = I = \{[i]: 0 \leq i < N\} \]
\[ C_0 = C_1 = \ldots = C_{K-1} = C = \{[i \to x]: i - 1 \leq x \leq i + 1\} \]
\[ P_0 = P_1 = \ldots = P_{K-1} = P = \{[x \to i]: i = x\} \]

Initially, assign the following tiling partition for the last loop $loop_{K-1}$:

\[ I_{q}^{K-1} = \{[i]: q \times N/Q \leq i < (q + 1) \times N/Q\} \]

which evenly partitions the iteration space, $I_{K-1}$, so that $|I_{q}^{K-1}| = N/Q$.

Next, the previous loops can be tiled using Equation 3.1 (to simplify the discussion, the boundaries are ignored):

\[ |I_{q}^{K-2}| = |P_{K-2}(C_{K-1}(I_{q}^{K-1}))| = |P(C(I_{q}^{K-1}))| \]
\[ = |\{[i]: q \times N/Q - 1 \leq i < (q + 1) \times N/Q + 1\}| \]
\[ = N/Q + 2 = |I_{q}^{K-1}| + 2 \]
\[ |I_{q}^{K-3}| = |P(C(I_{q}^{K-2}))| = N/Q + 4 = |I_{q}^{K-2}| + 2 \]
\[ \ldots \]
\[ |I_{q}^{0}| = |P(C(I_{q}^{0}))| = N/Q + 2 \times (K - 1) = |I_{q}^{0}| + 2 \] (3.2)
Therefore:

\[ |I_k^q| = |P(C(I_{k+1}^q))| = N/Q + 2 \times (K - 1 - k) \]

\[ RC_k = \left( \sum_{q=0}^{Q-1} |I_k^q| \right) - |I_k| = 2 \times Q \times (K - 1 - k) \]

The total amount of redundant computation \( RC \) is defined as the sum of the redundant computation of each loop \( k \):

\[ RC = \sum_{k=0}^{K-1} RC_k = Q \times K \times (K - 1) \] (3.3)

\( RC \) is a monotonic function as the number of tiles \( Q \) and the number of loops to fuse \( K \). According to Equation 3.3, for the example shown in Figure 3.2-(a), the trend is that the amount of redundant computation \( RC \) increases with both \( Q \) and \( K \). Although this observation is derived from the specific example, it is easy to see that the trend is true in general. Compared with traditional loop fusion and tiling, where synchronization is necessary, overlapped tiling saves the overhead of \( K - 1 \) barriers. Suppose the average overhead of each barrier is \( t_s \), and the average computation time for each iteration in the original code is \( t_c \), the overhead difference between overlapped tiling over traditional tiling is:

\[ \Delta Overhead = t_s \times (K - 1) - t_c \times RC/Q \] (3.4)

3.3.2 Hierarchical Overlapped Tiling

According to the analysis above, coarse grain tiles (and thus small number of tiles) reduce the amount of redundant computation in overlapped tiling. However, too few tiles would reduce the amount of parallelism. Similarly, reducing the number of fused loops also reduces the amount of redundant computation, but at the expense of the additional synchronization
Hierarchical overlapped tiling should be done according to the memory hierarchy of the target machine. Consider a multicore system with \( N_p \) processors, where each processor has \( N_c \) cores sharing the last level cache. It is expected that the average overhead of synchronizing the processors sharing a cache (\( t'_s \)) will be significantly smaller than that of synchronizing cores on different processors (\( t_s \)) that need to communicate through main memory and/or bus.

\[
t_s / t'_s \gg 1 \quad (3.5)
\]

Based on the above observation, it is possible to proceed as follows: first, perform coarse-grain tiling for processors; then perform overlapped tiling within the tile that is assigned to each processor, and generate sub-tiles for each core of the processor. During this 2-level tiling, the parameters for overlapped tiling are determined separately for each level.

For simplicity, assume that the total number of tiles, \( Q \), generated by the plain overlapped tiling discussed in the previous subsection is equal to the number of cores: \( Q = N_p \times N_c \). During the first level tiling of the hierarchical overlapped tiling, only \( N_p \) tiles are generated, so the total amount of redundant computation introduced in this level is:

\[
RC_1 = RC(N_p, K) = N_p \times K \times (K - 1)
\]

After the first level tiling, each processor \( q \) is assigned a coarse-grain tile: \( I^q_0, I^q_1, \ldots, I^q_{K-1} \) (\( 0 \leq q < N_p \)), where the tiles assigned to each processor is implemented as a sequence of inner-loops. Then, overlapped tiling can be applied within each tile. However, since the sub-tiles are to be mapped to cores of the same processor, it is expected that the overhead of synchronization of cores within the same processor, \( t'_s \), will be significantly smaller than the synchronization between cores across processors, \( t_s \). As a result, for each tile in the
second level of tiling the number of fused loops (fusion depth) can be smaller. Although this increases the amount of synchronization, it also reduces the amount of redundant computation. Suppose the second level of tiling only fuses $K'$ consecutive loops each time and $K' < K$, then the amount of redundant computation for each processor in the second level tiling would be:

$$RC_2 = RC(N_c, K') = N_c \times K' \times (K' - 1)$$ \hspace{1cm} (3.6)

Therefore, the total amount of redundant computation of 2-level overlapped tiling is:

$$RC' = RC_1 + N_p \times RC_2$$

$$= N_p \times K \times (K - 1) + N_p \times N_c \times K' \times (K' - 1)$$

$$= Q \times K \times (K - 1) + Q \times K' \times (K' - 1)$$

$$= Q \times K \times (K - 1) \times \left( \frac{1}{N_c} + \frac{K' \times (K' - 1)}{K \times (K - 1)} \right)$$

$$\approx RC \times \left( 1/N_c + (K' / K)^2 \right)$$

Furthermore, additional $K / K'$ local synchronization operations are introduced during the second level of tiling. This adds an extra latency of $t'_s \times K / K'$. Hence the overhead difference between 2-level overlapped tiling and traditional tiling is:

$$\Delta Overhead' = t_s \times (K - 1) - t'_s \times K / K' - t_c \times RC' / Q$$

$$\approx t_s \times (K - 1) - t'_s \times \frac{K}{K'} - t_c \times RC \times \left( \frac{1}{N_c} + \left( \frac{K'}{K} \right)^2 \right)$$

$$= t_s \times (K - 1 - \frac{t'_s}{t_s} \times \frac{K}{K'}) - t_c \times RC \times \left( \frac{1}{N_c} + \left( \frac{K'}{K} \right)^2 \right)$$

As mentioned before, $t'_s$ is much smaller than $t_s$ (Equation 3.5). Thus, if $K'$ is appropriately chosen, $t'_s / t_s \times K / K'$ can still be much smaller than 1. Then $\Delta Overhead'$ can be made
larger than $\Delta \text{Overhead}$ as defined in 3.4, which shows the potential benefit of hierarchical overlapped tiling.

### 3.4 Unified Tiling Representation

This section uses the unified tiling representation defined in Section 2.1 to describe the overlapped tiling and hierarchical overlapped tiling discussed in this Chapter.

The model and analysis of overlapped tiling above in this chapter are for a sequence of consecutive parallel loops, which is the paradigm of streaming applications. If every parallel loop in Figure 3.4 has the same form, that is, $I_0 = I_1 = \ldots = I_k = \ldots = I_{K-1}$ and $\forall k, j$, $L_k = L = M_k = M, \vec{f}_k = \vec{f}, \vec{g}_k = \vec{g}$, the consecutive parallel loops in figure 3.4 become equivalent to the following loop nest:

```plaintext
for (int k = 0; k < K; ++k) {
  parallel for (int \vec{i} = [i_0, i_1, \ldots, i_{n-1}] \in I_0) {
    \ldots = A^0[\vec{f}_0(\vec{i})];
    \ldots = A^1[\vec{f}_1(\vec{i})];
    \ldots
    \ldots = A^{L-1}[\vec{f}^{L-1}(\vec{i})];
    B^0[\vec{g}_0(\vec{i})] = \ldots;
    B^1[\vec{g}_1(\vec{i})] = \ldots;
    \ldots
    B^{M-1}[\vec{g}^{M-1}(\vec{i})] = \ldots;
  }
  swap(A, B);
}
```

Figure 3.5: Equivalent loop nest to the $K$ consecutive parallel loops

The loop nest in Figure 3.5 forms an $(n + 1)$-dimensional iteration space: $[0 : K - 1] \times I_0$, denoted as $I$. The iteration space does not necessarily have the shape of an $(n + 1)$-dimensional parallelepiped, e.g., if the shape of $I_0$ is irregular, so the corresponding basis matrix $E$ may not exist. Because of Line 12, each iteration of the outmost $k$ loop depends on the previous iterations. The dependence vectors should have the form of $(1, \ldots)$. So the
tiling problem has the iteration space $I$ and the following dependence matrix $D$ (each row of $D$ is a dependence vector):

$$D = \begin{pmatrix}
\vec{d}_0 \\
\vec{d}_1 \\
\vdots \\
\vec{d}_{m-1}
\end{pmatrix} = \begin{pmatrix}
1, ... \\
1, ... \\
\vdots \\
1, ...
\end{pmatrix}.$$ 

Each row in $D$ determines an instance of producing or consuming relation.

Each tile is consisted by the $I^0_q$, $I^1_q$, ..., $I^{K-2}_q$, $I^{K-1}_q$, $I^K_q = P(C(I^{k+1}_q))$, where $K$ is the parameter that affects performance. So tile shape $T$ is:

$$T = \bigcup_{k=0}^{K-1} \{ (k : \vec{i}) \mid \vec{i} \in I^q_k \}, \quad I^q_k = P(C(I^{k+1}_q))$$

Because $I^q_k = P(C(I^{k+1}_q))$, to determine $T$ it is only necessary to choose the tile in the last step. So $I^{K-1}_q$, which is the tile in the last step, determines the size and shape of the tiles in other steps. Usually the shape of $I^{K-1}_q$ is chosen to be an $n$-dimensional rectangle parallelepiped. For example, let $I^{K-1}_q = \text{span}(W)$, in which

$$W = \begin{pmatrix}
w_0, 0, 0, ..., 0 \\
0, w_1, 0, ..., 0 \\
\vdots \\
0, 0, 0, ..., w_{n-1}
\end{pmatrix}. \quad (3.7)$$

Then $I^{K-1}_q$ becomes an $n$-dimensional rectangle parallelepiped with $w_0$, $w_1$, ..., $w_{n-1}$ being the width in each dimension. If $n = 1$, the shape of $T$ becomes a trapezoid with top width $w_0$ and height $K$. For $n = 2$, the shape usually becomes a bounded pyramid. Since $T$ does not have a hyper-parallelepiped shape, it is not possible to use a tiling matrix $T$ to describe
the shape of tiles.

Overlapped tiling allows overlap between tile. According Equation 2.7, the union of all the tiles must contain the original iteration space. For a trapezoid-shaped or pyramid shaped tile, the top part $I^q_{K-1}$ is the narrowest. So the choice of repetition pattern must guarantee that there is no gap between tiles even on the narrowest part of tiles. If $I^q_{K-1} = \text{span}(W)$ as defined in Equation 3.7, the repetition matrix is shown as follows:

$$R = \begin{pmatrix}
K, 0, 0, 0, ..., 0 \\
0, w_0, 0, 0, ..., 0 \\
0, 0, w_1, 0, ..., 0 \\
... \\
0, 0, 0, 0, ..., w_{n-1}
\end{pmatrix} = \begin{pmatrix}
K, 0 \\
0, W
\end{pmatrix}.$$

In the tiled iteration space $I'$, because of the redundant computation introduced, there is no dependence between tiles in the same step (i.e., there is no "horizontal" dependence). Therefore, every dependence vector between tiles must have the following form:

$$\vec{d} = (d_0, d_1, ..., d_{n-1}), \quad d_0 = 1, \quad d_k = 0, \pm 1, \quad k = 1, 2, ..., n - 1$$

The dependence matrix in $I'$ must have the following form:

$$D' = \begin{pmatrix}
\vec{d}_0 \\
\vec{d}_1 \\
... \\
\vec{d}_{m-1}
\end{pmatrix} = \begin{pmatrix}
1, * \\
1, * \\
... \\
1, *
\end{pmatrix}.$$

Hence a scheduling mapping, $S$, that maximizes parallelism can expose $n$ degrees of parallelism. That is, all the tiles within the same step can be executed in parallel. Then the
scheduling matrix $S$ is

$$S = \begin{pmatrix}
1 \\
0 \\
... \\
0
\end{pmatrix},$$

$$S(\vec{i}) = \vec{i} \cdot S = (i'_0, i'_1, ..., i'_n) \cdot S = i'_0.$$

The effect of overlapped tiling makes the above schedule $S$ valid. After overlapped tiling, the first component in each row of the dependence matrix $D'$ is still 1, which is the same form as the original $D$. Therefore, the same degree of parallelism can be exposed for coarse grain tiles.

To sum up, Table 3.1 shows the unified representation of overlapped tiling. Since hierar-

| Input | $I, D = \begin{pmatrix}
1, * \\
1, * \\
... \\
1, *
\end{pmatrix}$ |
|-------|--------------------------------------------------|
| $D'$  | $D' = \begin{pmatrix}
1, * \\
1, * \\
... \\
1, * 
\end{pmatrix}$. |
| $T$   | $W = \begin{pmatrix}
w_0, 0, 0, ..., 0 \\
0, w_1, 0, ..., 0 \\
... \\
0, 0, 0, ..., w_{n-1}
\end{pmatrix}$, $I^q_{k-1} = \text{span}(W)$ |
|       | $I^q_k = P(C(I^q_{k+1})), \quad T = \bigcup_{k=0}^{K-1}[k : I^q_k]$. |
| $R$   | $R = \begin{pmatrix}
K, 0 \\
0, W
\end{pmatrix}$. |
| $S$   | $S = \begin{pmatrix}
1 \\
0 \\
... \\
0
\end{pmatrix}$. |

Table 3.1: Representation of Overlapped Tiling
chical overlapped tiling is the recursion of overlapped tiling in the top-down approach, the representation of tiling in each level is the same as Table 3.1, except that the input iteration space $I$ is the tile $T$ of the higher level tiling.

### 3.5 Evaluation

#### 3.5.1 Implementation

An experimental system is implemented to evaluate the efficiency of overlapped tiling and hierarchical overlapped tiling. A diagram representing the experimental system is shown in Figure 3.6. The dashed arrows represent offline data flow while solid arrows represent runtime data flow. The system contains three major components: a delayed compilation mechanism, an offline analyzer and the optimizer. The offline analyzer is implemented as a pass of Cetus [22]. The optimizer is a source-to-source translator which reads the original kernel code and generates OpenCL code, which is fed to the OpenCL runtime. Both, the offline analyzer and the optimizer use the Omega library [23] to perform the integer tuple space computations. In addition, the analyzer uses the Omega Library to generate loops from the integer tuple sets.

![Figure 3.6: Framework of the experimental system.](image-url)
3.5.2 Environment Setup

The efficiency of overlapped tiling and hierarchical overlapped tiling is evaluated on an SMP workstation with 4 Intel Xeon L7555 processors running at 1.87GHz. Each processor has 8 cores, sharing a 24MB unified L3 cache on chip. Each core contains a 256KB private L2 cache and 32KB L1 D-cache. SMT is disabled for each core, so there is one hardware thread per core.

3.5.3 Benchmarks

Eight benchmarks are evaluated: 1D/2D/3D-Jacobi, PathFinder, Poisson, Biharmonic, HotSpot and Cell. The first 3 benchmarks (1D/2D/3D-Jacobi) are Jacobi iterations for synthetic linear systems; PathFinder uses dynamic programming to find a minimum weighted path; Poisson is a numerical solver of the poisson equation, calculating the Laplace operator \[4\] over a 2D grid with the 5-point stencil. Biharmonic is the numerical PDE solver calculating the Biharmonic operator \[4\] over a 2D grid with a 13-point stencil. HotSpot implements a chip temperature estimation model\[20\]. Cell \[3\] is a 3D game of life. For each application, the operation in the body of the stencil loop is implemented as an OpenCL kernel. The inputs of the benchmarks are listed in Table 3.2.

<table>
<thead>
<tr>
<th></th>
<th>Data Dimension</th>
<th>Problem Size</th>
<th>Points of Stencil</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D-Jacobi</td>
<td>1</td>
<td>64K</td>
<td>3</td>
</tr>
<tr>
<td>2D-Jacobi</td>
<td>2</td>
<td>256x256</td>
<td>9</td>
</tr>
<tr>
<td>3D-Jacobi</td>
<td>3</td>
<td>64x64x64</td>
<td>27</td>
</tr>
<tr>
<td>PathFinder</td>
<td>1</td>
<td>100K</td>
<td>3</td>
</tr>
<tr>
<td>Poisson</td>
<td>2</td>
<td>256x256</td>
<td>5</td>
</tr>
<tr>
<td>Biharmonic</td>
<td>2</td>
<td>256x256</td>
<td>13</td>
</tr>
<tr>
<td>HotSpot</td>
<td>2</td>
<td>512x512</td>
<td>9</td>
</tr>
<tr>
<td>Cell</td>
<td>3</td>
<td>60x60x60</td>
<td>27</td>
</tr>
</tbody>
</table>

Table 3.2: ISL Benchmarks
For some stencil programs, such as Jacobi, the number of steps of the outer loop depends on a convergence test. This requires a synchronization between kernel code and host code that prevents loop fusion. To enable the overlapped and hierarchical overlapped tiling optimizations the code is modified so that the convergence test (and as result the synchronization) only occurs every 1024 iterations. The total iterations number for the benchmarks without convergence test is 16,384.

3.5.4 Experimental Results

Performance Overview

Figure 4.15 shows the performance speedup of traditional tiling, overlapped tiling and hierarchical overlapped tiling relative to the original OpenCL code. Since OpenCL only supports 2 levels of work item organization, a 2-level hierarchical overlapped tiling is used for each benchmark. For overlapped tiling and hierarchical overlapped tiling, the figure shows the speedup for the best value of the loop fusion depth $K$, as shown in Table 3.3 (and discussed in the next Section). In general, the performance of hierarchical overlapped tiling is always better than that of plain overlapped tiling, and overlapped tiling is always better than that of traditional tiling, with the exception of Cell and 3D-Jacobi. For Cell and 3D-Jacobi, the performance curves of the three tiling transformations are very similar. The reason is that their main data structure is 3-dimensional and the amount of redundant computation grows quartically with the fusion depth $K$. Therefore, there are not many opportunities for overlapped tiling and hierarchical overlapped tiling. In experiments, overlapped tiling and the 2-level hierarchical overlapped tiling achieves an average speedup of 18% and 37% over traditional tiling, respectively.
Figure 3.7: Speedup of traditional tiling, overlapped tiling and hierarchical overlapped tiling over the original OpenCL code.

Parameter Sensitivity

Loop Fusion Depth for the First Level of Tiling. Figure 3.8 shows the performance of overlapped and hierarchical overlapped tiling as the value of the loop fusion depth $K$ changes. For overlapped tiling, there is only one value of $K$; for 2-level hierarchical overlapped tiling, $K$ is the loop fusion depth for the first level of tiling, while $K'$ is the value of loop fusion depth for the second level of tiling ($K'$ is kept constant at 2 for the experiments in Figure 3.8). As discussed in Subsection 3.3.1 and 3.3.2, $K$, determines the amount of redundant computation introduced by overlapped and hierarchical overlapped tiling, and thus the overall speedup over traditional tiling.

In Figure 3.8, lines $a$, $b$ and $c$ show the speedup of traditional tiling, overlapped tiling, and 2-level hierarchical overlapped tiling over the original OpenCL code, respectively. In addition, by manually modifying the overlapped tiling code to remove the redundant computation (hence, there are race conditions and the results of the executed code are not guaranteed to be correct), the performance is shown by Line $d$. OpenCL standard does not support a global barrier across work item groups, which is required for traditional tiling (See Figure 3.1-(b)); thus, the barriers used for traditional tiling (Line $a$ in Figure 3.8) are barriers
Figure 3.8: Evaluating the performance overlapped tiling and hierarchical overlapped tiling by scaling fusion depth $K$. 
that implemented with low level primitives. However, overlapped tiling and 2-level hierarchical overlapped tiling only require synchronization within the work item groups, which is supported by the OpenCL standard. The discrepancy between overlapped tiling and Line $d$ shows the overhead of the redundant computation introduced by overlapped tiling; the difference between traditional tiling and Line $d$ shows the synchronization overhead saved by fusing the kernels. In Figure 3.8 it can be seen that Line $d$ typically grows as the loop fusion depth $K$ increases. This is because the number of synchronization operations removed grows with the depth. If do not count the cost of the redundant computation introduced, the performance benefit is always positive (if $RC = 0$, $\Delta Overhead$ in Equation 3.4 always increases when $K$ increases). In fact, Line $d$ defines the upper bound of performance for overlapped and hierarchical overlapped tiling.

For the two 1D benchmarks (1D-Jacobi and PathFinder), both plain overlapped tiling and hierarchical overlapped tiling can achieve significant speedup over traditional tiling, because the growth rate of redundant computation for overlapped tiling is low. For the 2D benchmarks (2D-Jacobi, Poisson, Biharmonic and HotSpot) the growth rate of the redundant computation is higher than for the 1D benchmarks. Thus, the interval of benefit (the values of fusion depth $K$ for which lines $b$ or $c$ are above line $a$) of the 2D benchmarks is smaller than that of the 1D benchmarks for both, overlapped and hierarchical overlapped tiling. The figure also shows that the interval of benefit of hierarchical overlapped tiling is always bigger than that of plain overlapped tiling. Within the 2D benchmarks, Biharmonic shows the least speedup with overlapped tiling over traditional tiling. This is because the stencil of Biharmonic depends on 13 neighboring points versus 9 for 2D-Jacobi, 5 for Poisson, and 5 for Hotspot (see Table 4.2). As a result, the redundant computation of Biharmonic grows faster than that of the other 2D benchmarks. However, hierarchical overlapped tiling still achieves speedup over traditional tiling. Since the input data of Cell and 3D-Jacobi are 3-dimensional, the amount of redundant computation increases so fast that there is no
opportunity for overlapped tiling.

When comparing hierarchical overlapped tiling versus overlapped tiling the plots in Figure 3.8 show that hierarchical overlapped tiling performs better as the value of loop fusion depth $K$ increases (the only exception occurs with the 3D benchmarks where all 3 tiling mechanisms behave the same), because the growth rate of redundant computation is lower for hierarchical overlapped tiling than for plain overlapped tiling. Hierarchical overlapped tiling is less sensitive to the value of $K$ than overlapped tiling because, as mentioned above, the beneficial region of hierarchical tiling is larger than that of overlapped tiling.

The optimal value of fusion depth $K$ value are determined by the value of $t_s/t_c$ of the target platform. The values of $K$ used in experiments are shown in Table 3.3.

<table>
<thead>
<tr>
<th></th>
<th>Overlapped Tiling</th>
<th>Hierarchical Overlapped Tiling</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D-Jacobi</td>
<td>$K = 32$</td>
<td>$K = 64$</td>
</tr>
<tr>
<td>2D-Jacobi</td>
<td>$K = 8$</td>
<td>$K = 16$</td>
</tr>
<tr>
<td>3D-Jacobi</td>
<td>$K = 2$</td>
<td>$K = 2$</td>
</tr>
<tr>
<td>PathFinder</td>
<td>$K = 32$</td>
<td>$K = 64$</td>
</tr>
<tr>
<td>Poisson</td>
<td>$K = 8$</td>
<td>$K = 16$</td>
</tr>
<tr>
<td>Biharmonic</td>
<td>$K = 4$</td>
<td>$K = 8$</td>
</tr>
<tr>
<td>HotSpot</td>
<td>$K = 4$</td>
<td>$K = 16$</td>
</tr>
<tr>
<td>Cell</td>
<td>$K = 1$</td>
<td>$K = 2$</td>
</tr>
</tbody>
</table>

Table 3.3: Loop Fusion depth $K$ used in experiments.

Loop Fusion Depth for the Second Level of Tiling. Compared to the loop fusion depth $K$ for the first level tiling of hierarchical overlapped tiling, the tuning of loop fusion depth $K'$ for the second level tiling is more involved. This is partially because the performance of the second level tiling depends on the first level of tiling. Figure 3.9 shows the performance of hierarchical overlapped tiling for 1D-Jacobi and PathFinder with different pairs of $K$ and $K'$. We can see that $K' = 2$ is the best choice for PathFinder; but there is no obvious optimal value for 1D-Jacobi. Thus, manual tuning may be required to find the optimal fusion depth $K'$ for the second level of hierarchical overlapped tiling. However, the
performance impact of the second level tiling is significantly smaller than that of the first level tiling. For instance, when $K'$ is set to 2, the average performance loss is less than 5% compared to the best $K'$.

Figure 3.9: Fusion depth $K'$ for the second level of hierarchical overlapped tiling.

**Input Size.** Figure 3.10 shows the speedup of hierarchical overlapped tiling over plain overlapped tiling for the different benchmarks, as the input size increases. The speedups are computed using the best value of $K$. The figure shows that hierarchical overlapped tiling performs better than overlapped tiling for the 2D-benchmarks. It also shows, that the performance difference between hierarchical overlapped tiling and plain overlapped tiling becomes smaller as the input data size increases. This is because since the total number of worker threads remains constant, the tile size is determined by the input data size. With smaller tiles, the redundant computation has a higher impact; thus, overlapped tiling is less efficient, while hierarchical overlapped has more opportunities to reduce the overheads introduced by the redundant computation. With larger tiles, the redundant computation has less impact, and as a result, there is less difference between overlapped and hierarchical overlapped tiling. For the 3D benchmarks 3D-Jacobi and Cell, since the amount of redundant computation grows so fast, the optimal $K$ for both plain overlapped tiling and hierarchical overlapped tiling is less than 2, so there is no obvious performance discrepancies between
the two schemes.

Figure 3.10: Speedup of hierarchical overlapped tiling over plain overlapped tiling with different input sizes. The horizontal axis is the input size for each benchmark.

3.5.5 Compilation Overhead

Since the experimental system transforms OpenCL kernel code at runtime, the overheads introduced need to be considered. The overhead consists of two parts: The OpenCL runtime that transforms the kernel code and the execution of the Omega Library. Caching the existing compilation result can help reduce both parts of the runtime overhead: if the sequence of kernels selected for optimization are the same as a previous sequence, no compilation needs to be done. For the benchmarks used in this paper, the OpenCL runtime compilation needs to be invoked at most twice, one for the steady state and another for the epilog. Figure 3.11 shows the compilation times of overlapped tiling and hierarchical overlapped tiling, normalized to the compilation time of the original program. On average, overlapped tiling requires 37% more compilation time, while hierarchical overlapped tiling costs about 60% more.
3.6 Conclusion

In this chapter, a new transformation, hierarchical overlapped tiling, is proposed. By creating hierarchical overlapping tiles, the new transformation can reduce communication overhead among tiles while introducing smaller amount of redundant computation compared to plain overlapped tiling. An experimental system is implemented to apply the proposed transformations to OpenCL programs. Experimental results show that on average overlapped tiling and hierarchical overlapped tiling achieves 18% and 37% speedup over traditional tiling, respectively.
Chapter 4

Hiding Communication Latency with Conjugate-Trapezoid Tiling

4.1 Hiding Communication Latency

The Jacobi code in Figure 4.1-(a) is an example of a 1D ISL where for simplicity the boundary checking code has been omitted. Figure 4.1-(b) shows the corresponding standard tiled code for a distributed memory system with \( P \) nodes, where boundary elements must be explicitly sent to and received from neighboring tiles (Line 6-9) before the computation at each time step starts. Since the communication latency in a distributed memory systems is not negligible, if assuming that the computation time of Line 12 is \( t_{\text{comp}} \), and the communication cost is \( t_{\text{comm}} \), the total execution time of the code in Figure 4.1 is \( T \times (t_{\text{comp}} \times N/P + t_{\text{comm}}) \), where the communication overhead is \( T \times t_{\text{comm}} \). Thus, depending on the value of \( t_{\text{comm}} \), the performance penalty incurred due to the communication latency can be significant.
for(int t = 0 ; t < T; t++) {
    for(int i = 0; i < N; i++)
        Y[i]=(X[i-1]+X[i]+X[i+1])/3;
        swap(X, Y);
}

(a) Sequential 1-dimensional Jacobi code

rank = ... // the rank of the node
int w=N/P;
int lowerbound = rank*w;
int upperbound = (rank+1)*w;
for(int t = 0 ; t < T; t++) {
    MPI_Isend(X[lowerbound] , ... , rank-1, t , ...);
    MPI_Isend(X[upperbound-1] , ... , rank+1, t , ...);
    MPI_Recv(X[lowerbound-1] , ... , rank-1, t , ...);
    MPI_Recv(X[upperbound] , ... , rank+1, t , ...);
    for(int i = lowerbound ; i < upperbound ; i++)
        Y[i]=(X[i-1]+X[i]+X[i+1])/3;
        swap(X, Y);
}

(b) Standard tiled code for P nodes with no overlapping between communication and computation.

Figure 4.1: 1-dimensional Jacobi code with MPI.

4.2 Conjugate-Trapezoid Tiling

This section discusses the design of Conjugate-Trapezoid Tiling. First, Conjugate-Trapezoid Tiling is introduced with a 1-dimensional stencil example, and then the idea is generalized to stencils with higher dimensional stencils.

4.2.1 Definitions

The discussion in this chapter focuses on iterative stencil loops (ISL), which are iterative computations in which the elements of an array are updated using the values of neighboring elements, following a fixed pattern or stencil. An example of an ISL is shown in Figure 4.2, where in each time step element $i_0, i_1, ..., i_{d-1}$ of $Y$ is computed in terms of a set of neighboring elements in $X$. The outermost $t$ loop determines the number of timesteps.
for (int $t = 0 ; t < T ; t++$) {
    for (int $i_0 = 0 ; i_0 < N_0 ; i_0++$) {
        for (int $i_1 = 0 ; i_1 < N_1 ; i_1++$) {
            ...  
            for (int $i_{d-1} = 0 ; i_{d-1} < N_{d-1} ; i_{d-1}++$) {
                $z_0 = X[f_0(i_0, i_1, ..., i_{d-1})] ;$
                $z_1 = X[f_1(i_0, i_1, ..., i_{d-1})] ;$
                ...  
                $z_{m-1} = X[f_{m-1}(i_0, i_1, ..., i_{d-1})] ;$
                $Y[i_0, i_1, ..., i_{d-1}] = g(z_0, z_1, ..., z_{m-1}) ;$
            }
            swap(X, Y) ;
        }
    }
}

Figure 4.2: An ISL with a $d$-dimensional stencil. The total depth of the loop nest is $d + 1$.

The ISL forms an $(n + 1)$-dimensional iteration space $I$. The shape of $I$ is a $(n + 1)$-dimensional hyper-cuboid:

$$I = \text{span}(E) = \text{span}(\begin{pmatrix}
T, 0, 0, ..., 0 \\
0, 0, 0, ..., 0 \\
0, N_0, 0, ..., 0 \\
0, 0, N_1, ..., 0 \\
0, 0, 0, ..., N_{n-1}
\end{pmatrix}).$$

Each $f_k$ is a $\mathbb{Z}^d \rightarrow \mathbb{Z}^d$ mapping. $f_0, f_1, ..., f_{m-1}$ defines $m$ dependence vectors: $\vec{d}_k = (1, d_{k,0}, d_{k,1}, ..., d_{k,n-1}), k = 0, 1, ..., m - 1$, where the first component of each dependence vector is 1. \(^1\) These dependences are collected in a matrix:

$$D = \begin{pmatrix}
\vec{d}_0 \\
\vec{d}_1 \\
\vdots \\
\vec{d}_{m-1}
\end{pmatrix}.$$  

\(^1\)Because the values computed in iteration $t_0$ of the outermost loop are consumed in iteration $t_0 + 1.$
Here $n$ is the dimensionality of the array involved in the computation and $m$ is the number of point in the stencil.

The dependence vectors generate a cone in the $(n + 1)$-dimensional space, as shown in Figure 4.3-(a) for a five-point stencil in a 3D space $< \vec{t}, \vec{i}_0, \vec{i}_1 >$. The projections of the cone on $< \vec{t}, \vec{i}_0 >$ and $< \vec{t}, \vec{i}_1 >$ planes are triangles, as shown in Figure 4.3-(b). The boundaries of the projected triangles are defined by the dependence vectors in the boundaries of the cone. Vectors $\vec{B}_{left}$ and $\vec{B}_{right}$ represent the boundary edges of the projection of the dependence cone on the plane $< \vec{t}, \vec{i}_j >$ ($j = 0, 1, ..., d - 1$):

$$\vec{B}_{left}(\vec{t}, \vec{i}_j) = (1, \min\{x_{k,j} | k = 0, 1, ..., m - 1\})$$
$$\vec{B}_{right}(\vec{t}, \vec{i}_j) = (1, \max\{x_{k,j} | k = 0, 1, ..., m - 1\})$$

(a) Cone generated by the dependence vectors  (b) Projections of the cone

Figure 4.3: Dependence vectors of a 5-point stencil

To facilitate later discussion, define $Proj_{<\vec{t},\vec{i}_j>}(\vec{u})$ as the projection of vector $\vec{u} = (u', u_0, u_1, ..., u_j, ..., u_{n-1})$ on plane $< \vec{t}, \vec{i}_j >$:

$$Proj_{<\vec{t},\vec{i}_j>}(\vec{u}) = (u', u_j)$$
And define $\text{Proj}_{\vec{i}_0, \vec{i}_1, ..., \vec{i}_{k-1}}(\vec{u})$ as the projection on the $k$-dimensional hyperplane $<\vec{i}_0, \vec{i}_1, ..., \vec{i}_{k-1}>$:

$$\text{Proj}_{\vec{i}_0, \vec{i}_1, ..., \vec{i}_{k-1}}(\vec{u}) = (u_{i_0}, u_{i_1}, ..., u_{i_{k-1}})$$

### 4.2.2 1-dimensional Stencil

Consider the 1-dimensional (2-dimensional iteration space) Jacobi example shown in Figure 4.1, whose dependence matrix is:

$$D = \begin{pmatrix}
\vec{d}_0 \\
\vec{d}_1 \\
\vec{d}_2
\end{pmatrix} = 
\begin{pmatrix}
1, -1 \\
1, 0 \\
1, 1
\end{pmatrix}.
$$

Figure 4.4: Tiling 1-dimensional Jacobi code. Thin arrows represent the dependence vectors. Thick arrows show the dependence between tiles. $w$ and $h$ are the parameters decided by users to determine the size of each tile.

The Conjugate-Trapezoid Tiling is composed of two levels of tiling. At the outer level, the iteration space is partitioned (tiled) into parallelogram tiles of width $w$ and height $h$. For each tile, two edges are perpendicular to the $t$ axis, and the other two edges are parallel to the dependence vector on the right boundary, $\vec{B}_{right}(\vec{t}, \vec{i}) = (1, 1)$. The tiling scheme is shown.
in Figure 4.4, in which \( w \) and \( h \) are the parameters decided by users to determine the size of each tile.

For a more precise description, we use the normal vector of each tiling hyper-plane of the tiling scheme, and make the reciprocal of the length of the normal vector be the distance between parallel tiling hyper-planes. Let \( \vec{h}_0 \) be the normal vector of the edge that is parallel to \( \vec{B}_{\text{right}}(\vec{t}, \vec{i}) \), \( \vec{h}_0 \perp \vec{B}_{\text{right}}(\vec{t}, \vec{i}) \), then \( \vec{h}_0 \) is:

\[
\vec{h}_0 = \frac{1}{w} \cdot \vec{B}_{\text{right}}(\vec{t}, \vec{i}) \cdot \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} = \frac{1}{w} \cdot (-1, 1)
\]

Note that the matrix \( \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \) stands for a rotation transformation of 90 degrees in clockwise. And \( \frac{1}{|\vec{h}_0|} \) is the distance between the tiling hyper-planes parallel to \( \vec{B}_{\text{right}}(\vec{t}, \vec{i}) \). Similarly, let \( \vec{h}_1 \) be the normal vector of the edge that is perpendicular to \( \vec{t} \). Intuitively \( \vec{h}_1 = (1/h, 0) \) and \( \frac{1}{|\vec{h}_1|} = h \). The parallelogram tiles in Figure 4.4 can be represented by the following matrix \( H \), where each row of \( H \) is the normal vector to the edges of the parallelogram.

\[
H = \begin{pmatrix} \vec{h}_0 \\ \vec{h}_1 \end{pmatrix} = \begin{pmatrix} \frac{t}{w} & \frac{i}{w} \\ -\frac{1}{w} & \frac{1}{h} \end{pmatrix}
\]

This tile shape has been chosen so that each tile only depends on its right neighbor tile. Thus, if the tiles in a row are distributed onto different nodes, a node only needs to receive data from its right neighbor node, as shown in Figure 4.4. This strategy also achieves data
locality and load balance: data is reused if tiles in each (oblique) column are assigned to the same node; work load is balanced because all the tiles have the same area (tiles in the right and left boundaries can be mapped to the same node).

In order to execute the tiles within the same horizontal level in parallel, fine-grain inter-tile communication for every tile step must be done, as the example code in Figure 4.1-(b). However, with this strategy each time step a tile needs to send boundary data to its left neighbor, and receive data from its right neighbor, as shown in Figure 4.5-(a). To eliminate the communication overhead from the total execution time, a second level of tiling is applied. Each parallelogram is partitioned into two trapezoid subtiles (subtile \(A\) and \(B\) in Figure 4.5-(a)), where the edge that divides subtile \(A\) and \(B\) is parallel to the left-boundary dependence vector \(\vec{B}_{left}(\vec{r}, \vec{i}) = (1, -1)\), so that there is only dependence from subtile \(A\) to subtile \(B\). We call \(A\) and \(B\) conjugate trapezoid subtiles. Notice that these tiles can have exactly the same shape (if the stencil is symmetric), by appropriately choosing where to partition the outer tile. In the example in the Figure, this partition point is determined by \(w'\), which is computed as \(h + w/2\).

As a result of this subtiles, \textit{send} operations are in subtile \(A\), and all \textit{receive} operations are in subtile \(B\). Subtile \(A\) can start execution right away, as it is independent of the \(B\) subtile, while tile \(B\) is delayed by \(h'\) time steps. Thus, each \textit{receive} operation in subtile \(B\) is delayed by \(h'\) from its correpsonding \textit{send} receive in subtile \(A\). Thus, if the communication latency is smaller than the computation time of the \(h'\) time steps, the data sent can arrive to its destination before the \textit{receive} operation. Thus, the communication latency can be totally hidden when using asynchronous \textit{send} and \textit{receive} operations. The dashed box in Figure 4.5-(b) stands for the scope for each tile after subtile \(B\) has been delayed; and the shaded stripe covers the amount of local computation between each pair of \textit{send} and \textit{receive}.

The requirement of this scheme is that the bandwidth of the system must be large enough to allow \(h'\) messages on the fly during the computation time of \(h'\) time steps. The parameter
(a) Subtile the parallelogram tile into 2 conjugate trapezoid subtiles. There is a dependence from subtile $A$ to subtile $B$.

(b) Delay subtile $B$ by $h'$ time steps to hide communication latency.

Figure 4.5: Subtiling and delay

$h'$ provides extra flexibility to our tiling scheme, as $h'$ can be adjusted to fit target platforms with different configurations of bandwidth and communication latency.

4.2.3 2-dimensional Stencil

Consider next the Jacobi code in Figure 4.6 as an example of an ISL with a 2-dimensional stencil (with a 3-dimensional iteration space). The 9-point stencil is defined by the following

Figure 4.6: Sequential 2-dimensional Jacobi code.
dependence matrix:

\[
D = \begin{pmatrix}
\vec{d}_0 \\
\vec{d}_1 \\
\vdots \\
\vec{d}_8
\end{pmatrix} = \begin{pmatrix}
1, 0, 0 \\
1, 1, 0 \\
1, -1, 0 \\
1, 0, 1 \\
1, 0, -1 \\
1, 1, 1 \\
1, 1, -1 \\
1, -1, 1 \\
1, -1, -1
\end{pmatrix}.
\]

The projections of the dependence vectors on the \(<\vec{t}, \vec{i}_0>\) and \(<\vec{t}, \vec{i}_1>\) planes are:

\[
\vec{B}_{left}(\vec{t}, \vec{i}_0) = (1, -1) \quad \vec{B}_{right}(\vec{t}, \vec{i}_0) = (1, 1) \\
\vec{B}_{left}(\vec{t}, \vec{i}_1) = (1, -1) \quad \vec{B}_{right}(\vec{t}, \vec{i}_1) = (1, 1)
\]

As in the example in Figure 4.4, the outer tile can be computed using the right projection of the dependence vector on the planes \(<\vec{t}, \vec{i}_0>\) and \(<\vec{t}, \vec{i}_1>\). The projections of \(\vec{h}_0\) and \(\vec{h}_1\)
are computed as follows:

\[
\text{Proj}_{<\vec{t},\vec{i}_0>} (\vec{h}_0) = \frac{1}{w_0} \cdot \vec{B}_{\text{right}}(\vec{t},\vec{i}_0) \cdot \begin{pmatrix} t & i_0 \\ -1 & 0 \end{pmatrix}
\]

\[= \frac{1}{w_0} \cdot (-1, 1)\]

\[
\text{Proj}_{<\vec{t},\vec{i}_1>} (\vec{h}_1) = \frac{1}{w_1} \cdot \vec{B}_{\text{right}}(\vec{t},\vec{i}_1) \cdot \begin{pmatrix} t & i_1 \\ -1 & 0 \end{pmatrix}
\]

\[= \frac{1}{w_1} \cdot (-1, 1)\]

The rest components in \(\vec{h}_0\) and \(\vec{h}_1\) are zeros. \(\frac{1}{|\vec{h}_0|}\) and \(\frac{1}{|\vec{h}_1|}\) stand for the distance between corresponding tiling hyper-planes. Similarly \(\vec{h}_2 = (1/h, 0, 0)\). Thus, the resulting tile can be represented by the following matrix:

\[
H = \begin{pmatrix}
\vec{h}_0 \\
\vec{h}_1 \\
\vec{h}_2
\end{pmatrix} = \begin{pmatrix}
t & i_0 & i_1 \\
-\frac{1}{w_0} & \frac{1}{w_0} & 0 \\
-\frac{1}{w_1} & 0 & \frac{1}{w_1} \\
0 & 0 & \frac{1}{h}
\end{pmatrix}
\]

The resulting tiles are parallelepipeds, as shown in Figure 4.7-(a). The top and bottom faces of the parallelepipeds are rectangles, while the other four faces are parallelograms. Figure 4.7-(b) shows the top-down view of tiles on the \(<\vec{i}_0,\vec{i}_1>\) plane. Since the slopes of side faces are determined by the right projections of the dependence vectors, each tile only depends on the neighbors above (this is actually the parallelepipeds behind if we consider the
Figure 4.7: Tiling with 2-dimensional stencils. The thick arrows in (b) represent the dependence between tiles.

Next step is to do subtile the parallelepiped tiles, by applying the same subtiling strategy in Figure 4.5-(a), so that the slope of the boundary planes between tiles is determined by the left projection of the dependence vectors on the $<\vec{t}, \vec{i}_0>$ and $<\vec{t}, \vec{i}_1>$ planes. As a result of this tiling strategy, four subtiles are generated: $A, B_0, B_1$ and $C$, as shown in Figure 4.8-(a). The dependence relations among subtiles are: $A \rightarrow B_0$, $A \rightarrow B_1$, $B_0 \rightarrow C$, $B_1 \rightarrow C$ and $A \rightarrow C$. Subtile $A$ and $C$ are two pyramids of the same shape, but $B_0$ and $B_1$ are not pyramids. However, if $w'_0 = h + w_0/2$ and $w'_1 = h + w_1/2$, the projections of the subtiles on $<\vec{t}, \vec{i}_0>$ and $<\vec{t}, \vec{i}_1>$ planes are still conjugate trapezoids, as shown in Figure 4.8-(b).

Figure 4.9-(a) shows the slice of a tile for one time step, where all the tiles are rectangles. Because of the dependences among subtiles, the computations in subtile $A$ must be done first; then $B_0$ and $B_1$ (the order of $B_0$ and $B_1$ is not important because there are no dependences between them); and finally, $C$. Based on the dependences among tiles shown in Figure 4.7-(b), each time step a tile only needs to send the data near the left and bottom boundaries (the shadowed area in the Figure) to the corresponding neighbor nodes. So only subtiles $A, B_0$ and $B_1$ send data, while subtile $C, B_0$ and $B_1$ receive data. There are five separate send operations: $S_0$ (from $A$ to the lower-left neighbor), $S_1$ (from $A$ to the left neighbor), $S_2$ (from $A$ to the neighbor below), $S_3$ (from $B_0$ to the neighbor below), and $S_4$ (from $B_1$ to the
neighbor below). $R_0$, $R_1$, $R_2$, $R_3$ and $R_4$ are the corresponding \emph{receive} operations. In total, each time step there are 14 computation and communication operations within a tile. Figure 4.9-(b) shows the order of these operations, as enforced by the dependences. Because each tile is assigned to a single node, we can schedule the above 14 operations in any sequential order that satisfies the dependencies in Figure 4.9-(b).

In order to hide communication latency, it is necessary to delay the computation associated with \emph{receive} operations. The start of the computation of subtile $B_0$ and $B_1$ can be delayed by $h'$ time steps from subtile $A$, so that the latency of transmitting the data from $S_1$ and $S_2$ to $R_1$ and $R_2$, respectively, is hidden. However, in subtile $C$, the $R_3$ and $R_4$ need to receive the data from $S_3$ and $S_4$ in tiles, $B_0$ and $B_1$, respectively. Hence execution of $C$ should be delayed by $h'$ time steps from subtile $B_0$ and $B_1$, or $2 \times h'$ time steps from subtile $A$. The projections of the subtiles after these delays are shown in Figure 4.10. The dashed trapezoids are the projections of the subtiles behind the others.
(a) Slice of a tile when $t = t_0$.

(b) Dependence among the operations within each time step.

Figure 4.9: Schedule of subtiles for each time step. $\forall j$, $S_j$ and $R_j$ are the corresponding send and receive pair.

Figure 4.10: Projections of subtiles with 2-dimensional stencils.

4.2.4 Higher Dimensions

For ISLs with higher dimensional stencils, Conjugate-Trapezoid Tiling is more complicated. For example, the 3-dimensional Jacobi code is a 27-point stencil, where the iteration space is 4-dimensional and requires a $3 \times 3$ cube of elements to compute each output element.
Although we cannot draw the shape of 4-dimensional tiles, the approach discussed in Section 4.2.3 for a 3-dimensional iteration space can be used to apply tiling to the 4-dimensional iteration space. The 4-dimensional cone that contains all the dependence vectors is projected on to $<\vec{t},\vec{i}_0>$, $<\vec{t},\vec{i}_1>$ and $<\vec{t},\vec{i}_2>$ planes. Based on the projection of the dependence cone, we apply the same tiling strategy as in Figure 4.4 to produce parallelogram tiles on each 2-dimensional plane. The resulting tile is a 4-dimensional hyper-parallelepiped. Subtiles are computed as shown Figure 4.5-(a) on the projection of the hyper-parallelepiped tile on each plane, so that the projections of subtiles on each plane are conjugate trapezoids. The total number of subtiles within a tile is $2^3 = 8$. For a given time step, the slice of a hyper-parallelepiped tile is a cuboid, as shown in Figure 4.11, where subtile $A$ send the boundary data to 7 neighbor nodes, and subtile $D$ receive data from other 7 neighbor nodes. Thus, for each time step, the computation of subtile $B_0$, $B_1$ and $B_2$ depends on subtiles $A$, and subtiles $C_0$, $C_1$ and $C_2$ depend on subtiles $B_0$, $B_1$ and $B_2$, and subtile $D$ depend subtiles $C_0$, $C_1$ and $C_2$. Hence, when delaying subtiles to hide communication latency, the subtiles are divided into four stages. The first stage includes subtile $A$, as well as the send and receive operations associated to $A$; the second stage, includes subtiles $B_0$, $B_1$ and $B_2$, which are delayed by $h'$ time steps from subtile $A$; the third stage, includes subtiles $C_0$, $C_1$ and $C_2$, that are delayed by $2 \times h'$ time steps; and the fourth stage includes the subtile $D$, which is delayed $3 \times h'$ time steps.

![Figure 4.11: Slice of a 4-dimensional hyper-parallelepiped tile.](image)

Based on the above discussion, the algorithm of Conjugate-Trapezoid Tiling for ISLs with
$n$-dimensional stencil ($\left( n+1 \right)$-dimensional iteration space) can be summarized as shown in Algorithm 1.

**Algorithm 1** Conjugate-Trapezoid Tiling for ISL with $d$-dimensional stencil ($\left( d+1 \right)$-dimensional iteration space)

1. Compute $\vec{B}_{\text{left}}(\vec{t}, \vec{i}_j)$ and $\vec{B}_{\text{right}}(\vec{t}, \vec{i}_j)$ of the cone of dependence vectors for each plane $< \vec{t}, \vec{i}_j >$ ($j=0,1, \ldots, d-1$).
2. Compute $H = (\vec{h}_0^T, \vec{h}_1^T, \ldots, \vec{h}_{d-1}^T, \vec{h}_d^T)^T$. Each row of $H$ is the normal vector of a tiling hyperplane. The last row $\vec{h}_d = (1/h, 0, 0, \ldots, 0)$. Other rows $\vec{h}_j$ ($j = 0, 1, \ldots, d-1$) are computed as follows:

$$\text{Proj}_{< \vec{t}, \vec{i}_j >}(\vec{h}_j) = \frac{1}{w_j} \cdot \vec{B}_{\text{right}}(\vec{t}, \vec{i}_j) \cdot \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$$

The rest of the components in $\vec{h}_j$ are filled with zeros.
3. Tile the iteration space with the tiling hyperplanes defined by $H$. The height of each tile is $h$, and the width of each tile on $\vec{i}_j$ dimension is $w_j$. Distribute tiles on nodes organized in a $d$-dimensional mesh $\langle \vec{i}_0, \vec{i}_1, \ldots, \vec{i}_{d-1} \rangle$.
4. Divide the projection of the tile on each $< \vec{t}, \vec{i}_j >$ plane into two conjugate trapezoid subtiles. The boundary of between subtiles is parallel to $\vec{B}_{\text{left}}(\vec{t}, \vec{i}_j)$. This results in $2^d$ subtiles in each $(d+1)$-dimensional tile in total.
5. Partition the $2^d$ subtiles into $d + 1$ stages according to the dependence among subtiles. Schedule the subtiles in order of stage. Delay the $k$-th stage by $k \times h'$ time steps ($k = 0, 1, \ldots, d$).
6. In each subtile, receive necessary boundary data from neighbor nodes before computation, and send boundary data to neighbor nodes after computation.

### 4.3 Performance Model

This section introduces a performance model of Conjugate-Trapezoid Tiling which is used to explain the experimental results.
4.3.1 Definitions

At each time step, the total number of stencil points computed by each node is:

\[ N_{\text{comp}} = \prod_{j=0}^{d-1} w_j \]

\( N_{\text{comp}} \) stands for the volume of the \( d \)-dimensional tile slice at each time step. The order of \( N_{\text{comp}} \) is \( d \). If the average computation time for each stencil point is \( t_{\text{point}} \), the computation time at each time step would be:

\[ t_{\text{comp}} = t_{\text{point}} \cdot N_{\text{comp}} = t_{\text{point}} \cdot \prod_{j=0}^{d-1} w_j \]

Only the data points at the boundaries of the tile need to be communicated (to be sent or received) with neighboring nodes. For 1-dimensional Jacobi, the total number of data points to be sent at each time step is 2. For 2-dimensional Jacobi, the grey area in Figure 4.9-(a) shows the data points to be sent. I assume that the messages sent to different destination nodes do not cause congestion with each other, so I only need to consider the largest message, which would cause the longest latency. The maximum number of data points to be sent at each time step is \( 2 \cdot \max\{w_0, w_1\} \). In general, for a \( n \)-dimensional stencil, the maximum number of data points to be sent at each time step is:

\[ V_{\text{send}} = c \cdot \max \left\{ \prod_{k=0}^{n-2} w_{j_k} | \forall j = (j_0, j_1, ..., j_{n-2}) \right\} \]

in which \( c \) is a constant determined by the stencil. For the Jacobi stencils of any dimension, \( c = 2 \), which means Jacobi stencil only requires each points to exchange data with its direct neighbor points. Intuitively, \( V_{\text{send}} \) is proportional to the size of one "surface" of the \( n \)-dimensional tile slice at each time step, so the order of \( V_{\text{send}} \) is \( n - 1 \). Because of symmetry,
for any non-boundary node, the volume of data to be sent is equal to the volume of data to be received, so let $V_{\text{send}} = V_{\text{recv}} = V$.

For each send-receive pair, let $t_{\text{latency}}$ denote the latency. In practice $t_{\text{latency}}$ consists of two parts: the fixed startup overhead $t_{\text{startup}}$ and the transmission latency which is determined by the size of the data to be transmitted:

$$t_{\text{latency}} = t_{\text{startup}} + t_{\text{trans}} \cdot V$$

For small messages, the total latency is dominated by the startup overhead, so $t_{\text{latency}} \approx t_{\text{startup}}$. However, if the message is large, the total latency is proportional to the data size being transmitted:

$$t_{\text{latency}} \approx t_{\text{trans}} \cdot V \sim V$$

For each send or receive operation, even with asynchronous mode, there is some CPU time that cannot be overlapped with computations. Let $t_{\text{send}}$ and $t_{\text{recv}}$ denote the overhead of asynchronous send and receive operations, respectively. Similarly, because of symmetry, for any non-boundary node the total number of send operations must be the same to the total number receive operations at each time step. Let $N_{\text{send}} = N_{\text{recv}} = N_{\text{msg}}$. $N_{\text{msg}}$ is determined by the number of neighbor points that needs to do data exchange, which is a constant for a given stencil. Because the total number of neighbor points for a $n$-dimensional stencil is $3^n - 1$, the upper bound of $N_{\text{msg}}$ is $(3^n - 1)/2$. For the Jacobi stencil, the values of $N_{\text{msg}}$ are 1, 3, 7 in the 1, 2, 3-dimensional cases, respectively.
4.3.2 Performance Model

If communication and computation are not overlapped, the total execution time at each time step is:

\[
    t_{exec} = t_{comp} + (t_{send} + t_{recv}) \cdot N_{msg} + t_{latency} \\
= t_{point} \cdot N_{comp} + (t_{send} + t_{recv}) \cdot N_{msg} \\
    + t_{startup} + t_{trans} \cdot V
\]

Consider the Conjugate-Trapezoid Tiling proposed in this paper. Let the total number of points computed at each time step be \( N'_{comp} \). At each time step in the steady state, \( N'_{comp} \approx N_{comp} \). Because of subtiling, the size of the message sent by each subtile is smaller, so the maximum number of data points to be sent \( V' \) is smaller than \( V \): \( V' \leq V \). The cost is that the total number of send or receive operations, \( N'_{msg} \), becomes larger: \( N'_{msg} \geq N_{msg} \). For the Jacobi stencil, with subtiling the values of \( N'_{msg} \) are 1, 5, 19 in the 1, 2, 3-dimensional cases respectively. The number of messages to be sent for 2-dimensional Jacobi is shown in Figure 4.9-(a). Figure 4.12 shows the number of messages to be sent for 3-dimensional Jacobi. For standard tiling, 7 messages need to be send to different neighboring tile (1 message for the data on the vertex, 3 messages for 3 edges and another 3 for the 3 faces), as shown in Figure 4.12-(a). After Conjugate-Trapezoid Tiling, some messages are divided into 2 (the original edge messages) or 4 messages (the original face messages) due to subtiling, as shown in Figure 4.12-(b). However, those message that are divided from the same original message are still to be sent to the same destination tile. The total number of messages becomes 19. The increase of the number of the messages may cause performance problems, which will be addressed in Section 4.3.3.

Because subtiles are delayed in Conjugate-Trapezoid Tiling, there are at least \( h' \) time steps between each send and receive pair. Let \( t'_{exec} \) denote the total execution time at each
time step with Conjugate-Trapezoid Tiling, and $t'_{latency} = t_{startup} + t_{trans} \cdot V'$ is the latency of the largest message. Then if $t'_{latency}$ is smaller than the total execution time of $h'$ time steps,

$$h' \times t'_{exec} \geq t'_{latency} = t_{startup} + t_{trans} \cdot V'$$

the communication latency can be fully overlapped:

$$t'_{exec} = t'_{comp} + (t_{send} + t_{recv}) \cdot N'_{msg}$$

$$= t_{point} \cdot N'_{comp} + (t_{send} + t_{recv}) \cdot N'_{msg} \quad (4.1)$$

According to above, the minimum number of delayed time step $h'$ to fully hide communication latency is determined by:

$$h' \geq \frac{t'_{latency}}{t'_{exec}} = \frac{t_{startup} + t_{trans} \cdot V'}{t_{point} \cdot N'_{comp} + (t_{send} + t_{recv}) \cdot N'_{msg}} \quad (4.2)$$
The performance benefit achieved by Conjugate-Trapezoid Tiling is:

\[
\Delta = t_{\text{exec}} - t'_{\text{exec}} = t_{\text{point}} \cdot (N_{\text{comp}} - N'_{\text{comp}}) + (t_{\text{send}} + t_{\text{recv}}) \cdot (N_{\text{msg}} - N'_{\text{msg}}) + t_{\text{latency}} \\
\approx t_{\text{latency}} - (t_{\text{send}} + t_{\text{recv}}) \cdot (N'_{\text{msg}} - N_{\text{msg}})
\] (4.3)

4.3.3 Optimization

Communication-Coalesce Optimization

With Conjugate-Trapezoid Tiling, the number of send and receive operations at each time step, \(N'_{\text{msg}}\), is greater than \(N_{\text{msg}}\), which can cause performance degradation according to Equation 4.3. \(N'_{\text{msg}} \geq N_{\text{msg}}\) is because the data to be exchanged with the same neighbor node are divided into two or more messages by the delayed subtiles. For example, in Figure 4.9, the destination of message \(S_1\) and \(S_4\) is the same node. However, after schedule of subtiles, within the same time step \(t_0\), \(S_1\) is provided by subtile \(A\) with the data stands for the original time step of \(t_0\), but \(S_4\) is provided by subtile \(B_0\) with the data stands for the original time step of \(t_0 - h'\). This leads to \(S_1\) and \(S_4\) becoming two separate sending operations, and so as \(S_2\) and \(S_3\). If postpone \(S_1\) until the computation in subtile \(B_0\) completes, the send operations of \(S_1\) and \(S_4\) can be merged into one because the destination node is the same. \(S_2\) and \(S_3\) can also be merged by postponing \(S_2\) until subtile \(B_1\) is complete. Similarly, for receive operations if bring \(R_4\) forward before subtile \(B_0\) starts, \(R_1\) and \(R_4\) can be merged because they have the same source node, and so as \(R_2\) and \(R_3\).

Figure 4.13 shows how communication operations are merged. Compared to Figure 4.9-(b), \(S_1\) and \(S_2\) are postponed while \(R_3\) and \(R_4\) are moved into an earlier stage. This optimization of merging communication operations is always possible, because send opera-
Figure 4.13: Merge communication operations. The send or receive operations with in the same dashed box can be merged. Compared to Figure 4.9-(b), the send or receive operations denoted by the dashed arrows are moved (delayed or brought forward) to the operations denoted by corresponding thick arrows.

Operations only need to be postponed, and receive operations only need to be moved to an earlier stage. This optimization still preserve the correctness of communication. Although $S_1$ and $R_4$ are the corresponding send and receive operations, and $S_1$ and $R_4$ are moved into the same stage as shown in Figure 4.13, there are still $h'$ time steps of execution between the corresponding send and receive operations in the pipeline (when $S_1$ sends out the data for time step $t_0$, $R_4$ is receiving the data for time step $t_0 - h'$). Hence this optimization does not affect the threshold of $h'$ calculated in Equation 4.2.

Because the send or receive operations with the same destination or source node are merged into one operation, this optimization results in that $N'_{msg} = N_{msg}$ and $V' \approx V$ on the steady state of the pipeline.
Balanced Multi-Threading

If nodes have more than one processors, the computation can be evenly distributed to every processor because the stencil points at each time step are fully parallelizable. However, the overhead of asynchronous send or receive operations can not be reduced through parallelization. This optimization is to balance the overall load of computation and communication operations. As shown in Figure 4.14, the white bars stand for computation time, and the grey bars stand for communication operation overhead. When nodes work in sequential mode, the total execution time of each time step is $t'_{\text{exec}} = t'_{\text{comp}} + (t_{\text{send}} + t_{\text{recv}}) \cdot N'_{\text{msg}}$. If nodes work in parallel mode, assume each node has 4 processors, the computations can be divided into partitions and distributed on to each processor. However, the overhead of communication operation cannot be divided. As a result, instead of evenly dividing the computations into 4 partitions, the partition(s) which produces data for sending or depends on the data to be received are designed to contain less computations. So the overall load distribution is balanced.

Figure 4.14: Balanced multi-threading with four processors. The white bars stand for computation time, and the grey bars stand for communication operation overhead.

In general, if each node has $P$ processors, and $\max\{t_{\text{send}}, t_{\text{recv}}\} \leq t'_{\text{exec}}/P$, ideally the execution time in parallel mode can be $t'_{\text{exec}}/P$ if work load among threads are well balanced.
This is equivalent to that the amortized overhead of each communication operation is also reduced by parallelization, even though that the communication operation itself is not parallelized.

4.4 Unified Tiling Representation

This section uses the unified tiling representation framework defined in Section 2.1 to describe the Conjugate-Trapezoid Tiling discussed in this chapter.

The application of Conjugate-Trapezoid Tiling focuses on regular ISLs with the format shown in Figure 4.2. For ISLs with \( n \)-dimensional stencils, the iteration space \( I \) is an \((n+1)\)-dimensional hyper-cuboid, so the basis matrix of \( I \) is a diagonal matrix:

\[
I = \text{span}(E) = \text{span} \left( \begin{pmatrix} T, 0, 0, \ldots, 0 \\ 0, N_0, 0, \ldots, 0 \\ 0, 0, N_1, \ldots, 0 \\ \vdots \\ 0, 0, 0, \ldots, N_{n-1} \end{pmatrix} \right).
\]

The first dimension of \( I \) is the time dimension, consisting of the time steps of the ISL. The rest of the \( n \) dimensions are the space dimensions.

The stencil of an ISL may contain \( m \) points, which means that the computation of each data point depends on \( m \) neighboring data points from the previous time step. This results in \( m \) dependence vectors \( \vec{d}_0, \vec{d}_1, \ldots, \vec{d}_{m-1} \) in the iteration space \( I \). Because each time step only needs the results from the previous time step, the first component of each dependence
vector must be 1. So the dependence matrix $D$ must have the following form:

$$D = \begin{pmatrix} d_0 \\ d_1 \\ \vdots \\ d_{m-1} \end{pmatrix} = \begin{pmatrix} 1, * \\ 1, * \\ \vdots \\ 1, * \end{pmatrix}.$$

Because the tile shape $T$ is an $(n+1)$-dimensional parallelepiped, there must exist a tiling matrix $T$:

$$T = \begin{pmatrix} \vec{t}_0 \\ \vec{t}_1 \\ \vdots \\ \vec{t}_n \end{pmatrix},$$

such that $T = \text{span}(T)$. Since the projection of $T$ on $\langle \vec{t}_0, \vec{t}_1, ..., \vec{t}_{n-1} \rangle$ is an $n$-dimensional hyper-rectangle, 1 to $n$ rows of $T$ must be:

$$\vec{t}_1 = (w_0, 0, 0, ..., 0),$$

$$\vec{t}_2 = (0, w_1, 0, ..., 0),$$

$$...$$

$$\vec{t}_n = (0, 0, 0, ..., w_{n-1}).$$

For the first row of $T$, $\vec{t}_0$ is determined by the height of the parallelepiped tile $h$ and the dependence vectors. More specifically, the projections on $\vec{t}_0$ on each $\langle \vec{t}_0, \vec{t}_j \rangle$ is parallel to $\vec{B}_{right}(\vec{t}, \vec{t}_j)$:

$$\text{Proj}_{\langle \vec{t}_0, \vec{t}_j \rangle}(\vec{t}_0) = c_j \cdot \vec{B}_{right}(\vec{t}, \vec{t}_j).$$
And because the height of the parallelepiped tile is \( h \), the first component of \( \text{Proj}_{<i,j>}(\vec{t}_0) \) must be \( h \):

\[
\text{Proj}_{<i,j>}(\vec{t}_0) = (h, x_j) = c_j \cdot \vec{B}_{\text{right}}(\vec{t}, i_j)
\]

According to above equations:

\[
x_j = \frac{\vec{B}_{\text{right}}(\vec{t}, i_j) \cdot (0,1)^T}{\vec{B}_{\text{right}}(\vec{t}, i_j) \cdot (1,0)^T} \cdot h, \quad j = 0, 1, \ldots, n - 1
\]

\[
\vec{t}_0 = (h, x_0, x_1, \ldots, x_j, \ldots, x_{n-1}).
\]

Since Conjugate-Trapezoid Tiling is tessellating tiling, the repetition matrix \( R = T \). After tiling, there still exists "horizontal" dependences (dependence vectors that are perpendicular to the dimension of \( \vec{t} \)). The dependence matrix between tiles are as follows:

\[
D' = \begin{pmatrix}
1,* \\
1,* \\
\vdots \\
1,* \\
0,* \\
0,* \\
\vdots \\
0,*
\end{pmatrix}
\]

The rows in \( D' \) with the first component 0 are the dependence vectors perpendicular to the \( \vec{t} \) dimension. Because of these "horizontal" dependences, not enough parallelism can be exposed among tiles if each tile are executed atomically (as shown in Figure 4.4). However, after subtiling and delaying dependent subtiles, tiles within the same level can be executed
in parallel. As a result, the following schedule of tiles become valid:

\[
S = \begin{pmatrix}
1 \\
0 \\
\vdots \\
0
\end{pmatrix},
\]

\[
S(\vec{i}) = \vec{i} \cdot S = (i_0', i_1', \ldots, i_n') \cdot S = i_0'.
\]

Similar to overlapped tiling, the purpose of the technique of subtiling and delaying dependent subtiles is to make the above schedule \( S \) valid and expose enough parallelism for coarse grain tiles.

To sum up, Table 4.1 shows the unified representation of Conjugate-Trapezoid Tiling.

### 4.5 Evaluation

In this section, Conjugate-Trapezoid Tiling is evaluated on a distributed memory machine and the experimental results are presented.

#### 4.5.1 Target Platform

The measurement of the performance is done with a distributed memory cluster of 32 nodes. Each node has an Intel Xeon quad-core X3430 CPU at 2.4GHz. The nodes are interconnected with a gigabit Ethernet. The MPI environment is MPICH2. The compiler is GCC 4.7.2, with the option \(-O3\).
\[ I, D = \begin{pmatrix} 1, * \\ 1, * \\ 1, * \\ \vdots \\ 1, * \end{pmatrix} \]

\[ D' = \begin{pmatrix} 1, * \\ 1, * \\ \vdots \\ 1, * \\ 0, * \\ 0, * \\ \vdots \\ 0, * \end{pmatrix}, \text{ after subtiling: } D' = \begin{pmatrix} 1, * \\ \vdots \\ 1, * \end{pmatrix}. \]

\[ T = \begin{pmatrix} \vec{t}_0 \\ \vec{t}_1 \\ \vdots \\ \vec{t}_n \end{pmatrix} = \begin{pmatrix} h, x_0, x_1, \ldots, x_j, \ldots, x_{n-1} \\ w_0, 0, 0, \ldots, 0 \\ 0, w_1, 0, \ldots, 0 \\ \vdots \\ 0, 0, 0, \ldots, w_{n-1} \end{pmatrix} \]

\[ x_j = \frac{B_{\text{right}}(\vec{t}, \vec{i}_j) - (0, 1)^T}{B_{\text{right}}(\vec{t}, \vec{i}_j) - (1, 0)^T}, h, \quad j = 0, 1, \ldots, n - 1 \]

\[ R = T. \]

\[ S = \begin{pmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix}. \]

Table 4.1: Representation of Conjugate-Trapezoid Tiling
4.5.2 Implementation

The Conjugate-Trapezoid tiling discussed in this chapter is implemented in the Cetus compiler [22], which is a source-to-source C compiler. The inputs to the compiler are the sequential C codes of the ISLs. The dependence analysis result of Cetus provides the stencils definitions of the ISLs, which is the input to the tiling algorithm. The implementation use the Omega library [23] to perform tiling operations on the iteration space polyhedron. The code generation of Cetus is modified to generate parallel code with MPI APIs. In order to implement the optimization discussed in Section 4.3.3, the computation within each node is parallelized with Pthreads instead of OpenMP.

4.5.3 Benchmark

The same 8 ISL programs are evaluated as benchmarks as in Chapter 3: 1,2,3-dimensional Jacobi, PathFinder, Poisson, Biharmonic, HotSpot and Cell. These benchmarks contains 5 different stencils, from 1-dimensional to 3 dimensional. The input size for each benchmarks is listed in Table 4.2. Table 4.3 shows different stencils and the corresponding dependence vectors.

<table>
<thead>
<tr>
<th>Stencil Dimension</th>
<th>Input Size</th>
<th>Points of Stencil</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-D Jacobi</td>
<td>512K</td>
<td>3</td>
</tr>
<tr>
<td>2-D Jacobi</td>
<td>1024 x 512</td>
<td>9</td>
</tr>
<tr>
<td>3-D Jacobi</td>
<td>64 x 64 x 64</td>
<td>27</td>
</tr>
<tr>
<td>PathFinder</td>
<td>512K</td>
<td>3</td>
</tr>
<tr>
<td>Poisson</td>
<td>1024 x 512</td>
<td>5</td>
</tr>
<tr>
<td>Biharmonic</td>
<td>1024 x 512</td>
<td>13</td>
</tr>
<tr>
<td>HotSpot</td>
<td>1024 x 512</td>
<td>9</td>
</tr>
<tr>
<td>Cell</td>
<td>64 x 64 x 64</td>
<td>27</td>
</tr>
</tbody>
</table>
Table 4.3: Different stencils of the benchmarks

<table>
<thead>
<tr>
<th>Stencil</th>
<th>Dependence Vectors</th>
<th>Benchmark</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="Stencil" /></td>
<td>(1, −1), (1, 0), (1, 1)</td>
<td>1-D Jacobi, PathFinder</td>
</tr>
<tr>
<td><img src="image" alt="Stencil" /></td>
<td>(1, 0, 0), (1, ±1, ±1), (1, 0, ±1), (1, ±1, 0)</td>
<td>2-D Jacobi, HotSpot</td>
</tr>
<tr>
<td><img src="image" alt="Stencil" /></td>
<td>(1, 0, 0), (1, ±1, ±1), (1, 0, ±1), (1, ±1, 0), (1, 0, ±2), (1, ±2, 0)</td>
<td>Poisson</td>
</tr>
<tr>
<td><img src="image" alt="Stencil" /></td>
<td>∀x = −1, 0, 1, ∀y = −1, 0, 1, ∀z = −1, 0, 1, (1, x, y, z)</td>
<td>3-D Jacobi, CELL</td>
</tr>
<tr>
<td><img src="image" alt="Stencil" /></td>
<td>∀x = −1, 0, 1, ∀y = −1, 0, 1, (1, x, y, z)</td>
<td>Biharmonic</td>
</tr>
</tbody>
</table>

4.5.4 Experimental Result

Performance Overview

Figure 4.15-(a) shows the speedup achieved by Conjugate-Trapezoid Tiling with different values of $h’$. The baseline is the performance achieved by tiling with no communication overlap. On average, Conjugate-Trapezoid Tiling achieves 1.9X speedup when $h’ = 4$.

Among all the benchmarks, the common trend is that, as the value of $h’$ becomes larger than 4, higher performance is achieved. If communication latency is longer than the computation time within a tile, increasing $h’$ will delay the dependent subtiles, which are the receivers of messages, so that larger portion of communication latency can be hidden. This trend exactly shows the motivation of Conjugate-Trapezoid Tiling. However, It can also be seen that after exceeding a certain threshold, there is very little or no performance gain by keeping increase $h’$. This is because if $h’$ is already large enough to hide the entire latency,
Figure 4.15: Speedup with different values of $h'$. The baseline is the performance achieved by tiling with no communication overlap. The figure shows the performance with $h'$ up to 6 for 2-dimensional stencils and $h'$ up to 4 for 3-dimensional stencils, because the trend shows that there would be no additional performance gains with a larger $h'$. 
there will be no extra benefit with an even larger $h'$. Equation 4.2 in Section 4.3.2 discussed the threshold of $h'$. In Figure 4.15, for the benchmarks with 1-dimensional stencils (1-D Jacobi and PathFinder), the threshold is 6 or 7, while for the benchmarks with 2-dimensional stencils (1-D Jacobi, Poisson, Biharmonic and HotSpot) the threshold is 3 or 4. What is more, for 3-D Jacobi and Cell, which are the benchmarks with 3-dimensional stencils, peak performance is achieved when $h' = 1$. This can be explained by Equation 4.2 as follows. The input sizes for each benchmarks shown in Table 4.2 are chosen to make the number of stencil points allocated to each node be the same across all benchmarks. So $N_{comp}$ is the same each benchmarks, and so is $N'_{comp}$ because $N_{comp} \approx N'_{comp}$. However the amount of computation of higher dimensional stencils is usually larger than that of lower dimensional stencils, such as 1-D Jacobi (3 points) versus 2-D Jacobi (9 points). For higher dimensional stencils the amount of computation of each stencil point is larger, and more time consuming, too. This means that $t_{point}$ is larger for higher dimensional stencils, which contributes one factor that leads to a smaller threshold of $h'$ according to Equation 4.2. The other factor is that for higher dimensional stencils each tile has more neighboring tiles, so $N_{msg}$ and $N'_{msg}$ are also larger. The above two factors makes a larger denominator in Equation 4.2, and a smaller threshold of $h'$ as a result.

**Communication-Coalesce Optimization**

Figure 4.15-(b) shows the speedup achieved without the Communication-Coalesce optimization introduced in Section 4.3.3. Since for 1-dimensional stencils $N_{msg} = N'_{msg} = 1$, there is no difference with or without the Communication-Coalesce optimization. So 1-D Jacobi and PathFinder are not included in Figure 4.15-(b). Compared to Figure 4.15-(a), it can be seen that 2-dimensional stencils benchmarks (2-D Jacobi, Poisson, Biharmonic and HotSpot) achieve a lower speedup without the Communication-Coalesce optimization. Another observation is that the peak performance is reached with a smaller $h'$: without the
optimization the peak performance is reached around $h' = 3$ while in Figure 4.15-(a) the peak performance is reached around $h' = 4$ for most 2-dimensional stencils benchmarks. Because without the optimization, the additional overhead introduced by $(N'_{msg} - N_{msg})$ more send and receive operations, the execution time at each time step becomes longer. So fewer time steps are needed to overlap with communication latency. This problem is more serious for benchmarks with 3-dimensional stencils, since for those benchmarks, without the optimization $N'_{msg} = 19$, which is much larger compared to $N_{msg} = 7$. As shown in Figure 4.15-(b), 3-D Jacobi and CELL can only achieve very small speedup with any $h'$. The overhead of additional communication operations almost kill the performance benefit gained by overlapping communication and computation.

**Communication overhead**

Figure 4.16 shows the communication overhead with different $h'$. The overhead is measured by the average number of cycles taken by each blocking receive call `MPI_Recv`. So this overhead shown in Figure 4.16 stands for the $t_{recv}$ plus the part of $t_{latency}$ that is not overlapped with computation. The bar of "No Overlap" corresponds to $t_{recv} + t_{latency}$, which is the upper bound of the overhead shown in the figure. It can be seen that from 1-D Jacobi to 3-D Jacobi, as the dimension of the stencil increases, the value of $t_{recv} + t_{latency}$ also increases. This is because according to the performance model defined in Section 4.3.2, if assuming
that \( t_{\text{recv}} \) and \( t_{\text{startup}} \) are constant, the other part of \( t_{\text{latency}} \) is proportional to the number of data points to be communicated (\( V \), which is the volume of the data to be sent or received), and the order of \( V \) is \( d - 1 \). This means that because higher dimensional stencils have larger communication volume, the communication overhead, if not hidden by overlapping with computations, is higher. In Figure 4.16 the "No Overlap" bar of CELL is lower than 3-D Jacobi. CELL and 3-D Jacobi share the same stencil, which means the number of data points to be communicated is the same. However, each data point of CELL only takes one byte storage, while each data point of 3-D Jacobi is a floating point value. So the actual communication volume \( V \) of CELL is smaller than that of 3-D Jacobi.

As the value of \( h' \) increases, the communication overhead decreases for every benchmark shown in Figure 4.16, because more portion of communication overhead is hidden by overlapping it with computations. This can explain the trend of performance shown in Figure 4.15. When \( h' \) exceeds some threshold, communication overhead does not reduce any more because \( t_{\text{latency}} \) is fully hidden and the lower bound \( t_{\text{recv}} \) is reached. As in Figure 4.15, benchmarks with higher dimensional stencils reach the lower bound sooner with a smaller \( h' \) compared to benchmarks with lower dimensional stencils.

### Input Size Sensitivity

Figure 4.17 shows the speedup with different input size for 1-D and 2-D Jacobi. For both benchmarks, \( h' \) reaches the threshold with a smaller value with larger input size. This is because larger input size results in larger \( N_{\text{msg}} \) and \( N'_{\text{msg}} \). This makes the denominator in Equation 4.2 larger and thus a smaller threshold of \( h' \). It also shows than for both benchmarks as the input size getting larger, the peak speedup achieved by Conjugate-Trapezoid Tiling is lower. This is because a larger input size leads to larger tile size if the total number of computation nodes remains the same. When the large tile size is large enough the program becomes CPU-bound instead of communication-bound. The optimization opportunity for
hiding communication latency for a cpu-bound program is small.

### 4.6 Conclusion

This chapter discusses the design and implementation of a new tiling scheme called *Conjugate-Trapezoid Tiling* for ISLs. The proposed tiling scheme divides each tile into subtiles, and schedules subtiles within each tile to overlap computation and communication. This chapter describes the tiling algorithm in polyhedron model, and compare Conjugate-Trapezoid Tiling and standard tiling analytically. The proposed tiling scheme is implemented in Cetus compiler to automatically generated code for $d$-dimensional stencils. Experimental results on a cluster show that Conjugate-Trapezoid Tiling is able to effectively reduce the overhead of communication latency, and achieves significant speedup over traditional tiling strategy.
Chapter 5

Tile Shape Selection for Hierarchical Tiling

In this chapter, the tile shape selection for hierarchical tiling is studied. In hierarchical tiling, tile shapes at different levels interact with each other and together determine execution time. This means that, in order to minimize execution time, simply selecting tile shape for each level separately will not necessarily lead to the optimal choice; optimal tile shape selection can only be achieved by tackling hierarchical tiling in a global manner. Figure 5.1 shows an example of different tile shape choices. Arrows represent the dependences between tiles. Dashed lines show the tiles that can be executed in parallel in a wavefront schedule. The numbers stand for the order of the execution the wavefronts. Suppose the iteration space of the loop nest has two dependences: \( \vec{d}_0 = (1, 0) \) and \( \vec{d}_1 = (0, 1) \). There are different possible tile shapes for each level of tiling. The most common choice is the square. In Figure 5.1-(a), both levels use square tiles. The tiles along the same diagonal line can be executed in parallel. Assume that the computation time of each level 0 tile is one unit time, the total execution time of schedule of in Figure 5.1-(a) is \( 7 \times 7 = 49 \) units of time. There are, however, better tile shapes. If the level 1 tile shape is changed to a parallelogram as shown Figure
Figure 5.1: Different tile shape choices for hierarchical tiling. Arrows are the dependences between tiles. Dashed lines represent the tiles that can be executed in parallel in a wavefront schedule. The numbers stand for the order of the wavefronts.

5.1-(b), the total number of time unit of execution time becomes $4 \times 11 = 44 < 49$. However, parallelogram shaped tile is not always the best choice. If we also choose parallelogram tile for the level 0 tiling, as shown in Figure 5.1-(c), the total execution time would increase to $7 \times 11 = 77$ units of time (here it is assumed that the parallelogram tile at level 0 takes the same time to execute as the square tile.). A quantitative model can be used to find the optimal tile shape choice combination for each level of tiling to achieve minimal execution time.
5.1 Problem Definition

Given the iteration space $I$ with the shape of $n$-dimensional hyper-parallelepiped, assume $\vec{e}_k = (e_{k,0}, e_{k,1}, ..., e_{k,n-1})$, $k = 0, 1, ..., n-1$ are the $n$ edge vectors of the hyper-parallelepiped, then the following matrix $E$ is the basis matrix of $I$:

$$E = \begin{pmatrix} \vec{e}_0 \\ \vec{e}_1 \\ \vdots \\ \vec{e}_{n-1} \end{pmatrix}.$$ 

And $I = \text{span}(E)$.

Assume there are $m$ dependences in $I$. The $m$ dependence vectors $\vec{d}_0, \vec{d}_1, ..., \vec{d}_{m-1}$, forms an $m \times n$ dependence matrix $D$ as follows:

$$D = \begin{pmatrix} \vec{d}_0 \\ \vec{d}_1 \\ \vdots \\ \vec{d}_{m-1} \end{pmatrix}.$$ 

Without loss of generality, I assume that $m \geq n$ and there are $n$ dependence vectors that are linearly independent $^1$.

Then select a tile shape $T$ with $n$-dimensional hyper-parallelepiped shape, and $\vec{t}_k = (t_{k,0}, t_{k,1}, ..., t_{k,n-1})$, $k = 0, 1, ..., n-1$ are the $n$ edges of the hyper-parallelepiped tile, so the

---

$^1$Otherwise, it must be possible to make at least one loop full permutable through a sequence of affine transformations, and then it can be simplified into a lower dimensional iteration space.
The following matrix \( T \) is the tiling matrix (the basis matrix of space \( T \)):

\[
T = \begin{pmatrix}
 \vec{t}_0 \\
 \vec{t}_1 \\
... \\
 \vec{t}_{n-1}
\end{pmatrix}.
\]

As discussed in previous chapters, if using tile shape \( T(T) \) to tile the iteration space \( I \), the tiled space \( I' \) is another \( n \)-dimensional iteration space. It is possible to apply tiling transformation for \( I' \) again. To describe an \( l \)-level hierarchical tiling, define a sequence of iteration spaces \( I_0, I_1, ..., I_l \):

\[ I_0 = I, \quad I_1 = I' \]

and \( \forall k = 1, 2, ..., l, \ I_k \) is the tiled space of \( I_{k-1} \). This follows the bottom-up approach of hierarchical tiling. Since each \( I_k \) must have the shape of \( n \)-dimensional parallelepiped, define \( E_k \) is the basis matrix for \( I_k \):

\[ \forall k = 0, 1, ..., l, \ I_k = \text{span}(E_k). \]

At each level of tiling, the tile shape is \( T(T) \). In order to simplify the problem, tile shapes are restricted to \( n \)-dimensional parallelepiped, too. Let \( T_k \) be the tiling matrix at each level,

\[ \forall k = 0, 1, ..., l - 1, \ T_k = \text{span}(T_k). \]

The tiles at different levels are scheduled independently. And each tile is executed atomically, which means there is no communication with other tiles at the same level before computation within it is completed.

With the definitions above, the problem is how to select tile shapes \( T_0, T_1, ..., T_{l-1} \) for
each level of tiling, so that with any valid scheduling of tiles on each level, the total execution
time of the final loop nest is minimized.

5.2 Constraints on Tile Shape Selection

In the discussion of this chapter, tile shapes are restricted with hyper-parallelepiped. And
the tiles on each tiling level are scheduled atomically. Besides, tiles are tessellating, which
means there is no overlapped between tiles introduced to eliminate dependences. With the
assumptions above, Figure 5.2 describes the constraints of tile shape selection imposed by
dependences in general. In order to produce a valid tile shape, the infinite cone spanned
by extending the tile edges \( \vec{t}_0, \vec{t}_1, \ldots, \vec{t}_{n-1} \) must contain every dependence vector. For the
example in Figure 5.2, \( \vec{t}_0 \) and \( \vec{t}_1 \) must not be in the shaded area. To describe the above
observation formally, each dependence vector \( \vec{d}_k \) must be covered by the cone spanned by
the extension cords of \( \vec{t}_0, \vec{t}_1, \ldots, \vec{t}_{n-1} \),

$$\forall \vec{d}_k, \exists \vec{a} = (a_0, a_1, \ldots, a_{n-1}) \geq \vec{0}_n = (0, 0, \ldots, 0) \quad (5.1)$$

$$\vec{d}_k = a_0 \cdot \vec{t}_0 + a_1 \cdot \vec{t}_1 + \ldots + a_{n-1} \cdot \vec{t}_{n-1} = \vec{a} \cdot T$$

Assume that every tile is always large enough so that inter-tile dependences only exist
between adjacent tiles (including diagonal adjacent). This requirement can be expressed as
follows:

$$\forall \vec{d}_k, \exists \vec{a} = (a_0, a_1, ..., a_{n-1}) \leq \vec{1}_n = (1, 1, ..., 1)$$

(5.2)

$$\vec{d}_k = a_0 \cdot \vec{t}_0 + a_1 \cdot \vec{t}_1 + ... + a_{n-1} \cdot \vec{t}_{n-1} = \vec{a} \cdot T$$

The above two requirements can be merged into the following:

$$\forall \vec{d}_k, \exists \vec{a}, \quad \vec{0} \leq \vec{a} \leq \vec{1}, \quad \vec{d}_k = \vec{a} \cdot T$$

(5.3)

which is the constraint imposed by dependences when choosing the tile shape.

When the original iteration space $I$ is tiled by matrix $T$ and produces the tiled space $I'$, the relation among $I$, $I'$ and $T$ is studied as follows. First, assume the tiling transformation is an affine transformation, the shape of $I'$ should still be an $n$-dimensional hyper-parallelepiped under any affine transformation. Suppose $E'$ is the basis matrix of $I'$ and $I' = \text{span}(E')$, which is the space of tiles. There must be some $n \times n$ matrix $A$ such that:

$$E' = E \cdot A$$

Next, consider the effect of tiling transformation represented by $A$. As shown in Figure 2.4, after tiling, under the new coordinates system shown as axis labels $i'_0$ and $i'_1$, vector $\vec{t}_0$ and $\vec{t}_1$ become $(1, 0)$ and $(0, 1)$, respectively. More generally, we have the following equation ($\vec{1}_n$ denotes the $n \times n$ identity matrix):

$$T \cdot A = \begin{pmatrix} \vec{t}_0 \\ \vec{t}_1 \\ ... \\ \vec{t}_{n-1} \end{pmatrix} \cdot A = \begin{pmatrix} 1, 0, ..., 0 \\ 0, 1, ..., 0 \\ ... \\ 0, 0, ..., 1 \end{pmatrix} = \vec{1}_n$$
Figure 5.3: Inter-tile dependences (thicker arrows) generated by original dependence vector $\vec{d}_k$.

It can be concluded that $A = T^{-1}$. So the relation among $I$, $I'$ and $T$ is: $E' = E \cdot T^{-1}$. So $T^{-1}$ represents the affine transformation of the tiling transformation with tile shape $T$.

When the original iteration space $I$ is tiled by matrix $T$, each dependence vector $\vec{d}_k$ is also transformed to $\vec{d}'_k$ by the affine transformation represented by $T^{-1}$. $T$ must satisfy the constraints of Equation (5.3),

$$\vec{d}'_k = \vec{d}_k \cdot T^{-1} = \vec{a} \cdot T \cdot T^{-1} = \vec{a}, \quad \vec{0}_n \leq \vec{a} \leq \vec{1}_n \tag{5.4}$$

As shown in Figure 5.3, a dependence vector $(2, 2)$ would result in three dependence vectors after tiling: $(1, 0)$, $(0, 1)$, and $(1, 1)$. In general, a single dependence vector $\vec{d}_k$ in original iteration space $I$ generates one or more dependences between tiles in the tiled iteration space $I'$. The rule is that, for $\vec{d}'_k = \vec{a} = (a_0, a_1, ..., a_{n-1})$, if $a_j > 0$, there is a dependence $(0, ..., 1, ..., 0)$ imposed on the $j$-th dimension in $I'$. In addition, if there are $n$ dependence vectors $\vec{d}_{k_0}, \vec{d}_{k_1}, ..., \vec{d}_{k_{n-1}}$ which are linearly independent, the inter-tile dependences in $I'$ generated by those $n$ dependence vectors must include $n$ orthonormal unit vectors.

Considering the above observation in the context of hierarchical tiling defined in last section, if at the $k$-th level of tiling, the dependence matrix in iteration space $I_k$ is $D_k$, $D_k$
must have the following form:

\[
D_0 = D, \\
D_k = \begin{pmatrix}
\vec{d}_{k,0} \\
\vec{d}_{k,1} \\
\vdots \\
\vec{d}_{k,m-1}
\end{pmatrix} = \begin{pmatrix}
1, 0, ..., 0 \\
0, 1, ..., 0 \\
\vdots \\
0, 0, ..., 1 \\
\vdots
\end{pmatrix} = \begin{pmatrix}
1_n \\
\ast
\end{pmatrix},
\]

\[\forall \vec{d}_{k,j}, \ k \geq 1, 0 \leq j < m, \ 0 \leq \vec{d}_{k,j} \leq \vec{1}. \tag{5.5}\]

### 5.3 Execution Model

Assume that the sequential execution time only depends on amount of computation, and that the execution time of each iteration is always the same. So, if the computations of iteration space \(I = \text{span}(E)\) is not parallelized, the total execution time is proportional to the number of iterations within it:

\[
\text{Time}_s(I) = |I| = |\text{det}(E)|. \tag{5.6}
\]

The execution time of a parallelized iteration space depends on the schedule of iterations within the iteration space. In order not to be tied to any specific scheduling scheme, the concept of *ideal execution time* is used in analysis. Ideal execution time is the minimal execution time of an iteration space \(I\) that can be achieved by any valid schedule of iterations. If each iteration in \(I\) is viewed as an activity and \(D\) represents the dependences between activities, the ideal execution time is determined by the critical path in \(I\). It is assumed that there is infinite hardware parallelism available at each level. In practice, the above assumption means that the amount of hardware parallelism should be always larger than the
maximum number of iterations that can be executed in parallel. Under these assumptions, the critical path in $I$ is the longest path of dependences between iterations.

Let $L(E, D)$ denote the length of the longest path of dependent iterations in the iteration space $I$ with basis matrix $E$ and dependence matrix $D$, the ideal execution time of $I$ can be calculated as follows:

$$Time(I) = L(E, D)$$ (5.7)

Section 5.4 discusses how to calculate $L(E, D)$. In general, $L(E, D)$ depends on every $\vec{d}_k$ in $D$. However, if the dependence vectors are not linearly independent, we can ignore some rows in $D$ when calculating $L(E, D)$. For example, the iteration space shown in Figure 5.4 has three dependence vectors $\vec{d}_0$, $\vec{d}_1$ and $\vec{d}_2$, with $\vec{d}_2 = \vec{d}_0 + \vec{d}_1$. $P$ and $P'$ are two dependence paths within the iteration space. If there is any dependence path containing a pair of neighboring iterations with the dependence of $\vec{d}_2$, such as $P'$, it is always possible to replace $\vec{d}_2$ on the path with a combination of $\vec{d}_0$ and $\vec{d}_1$, as shown in Figure 5.4. This will resulting a longer dependence path. As a result, it can be concluded that the longest dependence path must only contain $\vec{d}_0$ and $\vec{d}_1$ ($P$), and other dependence vectors can be ignored\(^2\) when calculating $L(E, D)$.

In particular, if there are $n$ dependence vectors which are orthonormal unit vectors, it is safe to ignore other rows in $D$ and only consider those $n$ dependence vectors, because any other single dependence vector can be replaced by the combination of one or more orthonormal unit vectors, which will result in a longer dependence path. Based on above observation,

$$L(E, \begin{pmatrix} 1_n \\ * \end{pmatrix}) = L(E, 1_n)$$ (5.8)

\(^2\text{Assume that the iteration space is much larger compared to each dependence vector.}\)
Figure 5.4: The dependent paths (P and P') within an iteration space. The length of a dependent path is the number of iterations on the path. If any path contains \( \vec{d}_2 \) (P'), it is always possible to replace \( \vec{d}_2 \) with \( \vec{d}_1 \) and \( \vec{d}_0 \) on the same position, which resulting a longer path. This means the longest path (P) must only contain \( \vec{d}_0 \) and \( \vec{d}_1 \).

According to Equation 5.5, under the context of hierarchical tiling the dependence matrix each at each level \( D_k = \begin{pmatrix} 1 & 0 \\ 0 & \ast \end{pmatrix} \), \( \forall k \geq 1 \). As a result, Equation (5.8) can be used to simplify further analysis.

5.4 Calculate the Longest Dependent Path

When applying tiling transformations recursively to a given iteration space \( I \), hierarchical tiling contains a tiling transformation at each level. Following a bottom-up approach for hierarchical tiling, first tiling matrix \( T_0 \) is used to tile the original iteration space \( I_0 = I \), producing a new iteration space \( I_1 \). More generally, on the \( k \)-th level of tiling, tiling matrix \( T_k \) is applied to tile the iteration space \( I_k \) and generated the new iteration space \( I_{k+1} \). Assume \( E_k \) is the basis matrix of \( I_k \),

\[
I_k = \text{span}(E_k), \quad E_{k+1} = E_k \cdot T_k^{-1} = E_0 \cdot \prod_{j=0}^{k} T_j^{-1}
\]

The iterations in the bottom level tiles (the finest grain) are executed in sequential mode,
so the per-tile execution time can be calculated by Equation 5.6:

$$Time(T_0) = Time_s(T_0) = |det(T_0)|$$

For upper level tiles ($T_k, 1 \leq k < l$), each tile at the level immediately below is considered as a single iteration. Let $D_k$ denote the dependences at the $k$-th level with $D_0 = D$, the per-tile execution time is calculated using Equation 5.7:

$$Time(T_k) = L(T_k, D_k) = Time(T_{k-1}) \cdot L(T_k, D_k)$$

Then the total execution time after tiling is:

$$Time(I) = Time(E_l) = Time(T_{l-1}) \cdot L(E_l, D_l) = Time(T_{l-2}) \cdot L(T_{l-1}, D_{l-1}) \cdot L(E_l, D_l) = |det(T_0)| \cdot \left( \prod_{k=1}^{l-1} L(T_k, D_k) \right) \cdot L(E_l, D_l) = |det(T_0)| \cdot \left( \prod_{k=1}^{l-1} L(T_k, D_k) \right) \cdot L(E_0 \cdot \prod_{k=0}^{l-1} T_k^{-1}, D_l)$$

According to Equation 5.5 and 5.8, the above equation can be simplified to the following form:

$$Time(I) = |det(T_0)| \cdot \left( \prod_{k=1}^{l-1} L(T_k, 1_n) \right) \cdot L(E_l, 1_n)$$  \hspace{1cm} (5.9)

So, the problem of optimal tile shape selection for hierarchical tiling is equivalent to selecting a sequence of tiling matrices $T_0, T_1, ..., T_{l-1}$ to minimize the above equation. Equation 5.9 does not include $D$; however, according to the discussion in Section 5.2 the shape of $T_0$ must conform the constraints (Equation 5.1 and 5.2) imposed by each dependence vector in $D$. 
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5.4.1 Calculate $L(T_k, 1_n)$

The meaning of $L(T_k, 1_n)$ is the length of the longest dependent path with dependence matrix $1_n$ in tile $T_k$. The iteration space in tile $T_k$ can be normalized to an $n$-dimensional hypercube by applying the affine transformation $^3$ represented by $T_k^{-1}$. Thus,

$$L(T_k, 1_n) = L(T_k \cdot T_k^{-1}, 1_n \cdot T_k^{-1}) = L(1_n, T_k^{-1}).$$

Consider a row in $1_n$, $\vec{d}_j$. Since $D_k = \begin{pmatrix} 1_n \\ \ast \end{pmatrix}$, $\vec{d}_j$ is also a row in $D_k$. Because $T_k$ represents the tile shape at the $k$-th level of tiling, $T_k$ must conform to the constraints imposed by each dependence vector in $D_k$. According to Equation 5.1 and 5.2:

$$\exists \vec{a}_j, \quad \vec{0}_n \leq \vec{a}_j \leq \vec{1}_n, \quad \vec{d}_j = \vec{a}_j \cdot T_k$$

Then, let $D'$ denotes the dependences within the tile (normalized tile so that the tile is defined by tessellating edge vectors):

$$D' = \begin{pmatrix} \vec{d}'_0 \\ \vec{d}'_1 \\ \vdots \\ \vec{d}'_{n-1} \end{pmatrix} = 1_n \cdot T_k^{-1} = \begin{pmatrix} \vec{d}_0 \\ \vec{d}_1 \\ \vdots \\ \vec{d}_{n-1} \end{pmatrix} \cdot T_k^{-1} = \begin{pmatrix} \vec{a}_0 \\ \vec{a}_1 \\ \vdots \\ \vec{a}_{n-1} \end{pmatrix}$$

$$\forall \vec{d}_j, \quad \vec{0}_n \leq \vec{d}'_j = \vec{a}_j \leq \vec{1}_n$$

For the 2-dimensional cases, the intuitive explanation of the above observation is that the direction of each $\vec{d}_j$ must be in the upward, right or upper right direction, as shown in Figure

---

[^3]: In order to keep the problem in the integer domain, the affine transformation can be revised to $T_k^{-1} \cdot |\text{det}(T_k)|$, and the discussion in this section would be still valid.
5.5 (a) and (b). Since the normalized iteration space is a hyper-cube, the longest path must start from the bottom left corner, which is the base point \((0, 0, ..., 0)\).

The problem of computing \(L(T_k, 1_n)\) is that finding the longest path \(P\), which is a sequence of points \(\vec{p}_0, \vec{p}_1, ..., \vec{p}_{L-1}\) (Figure 5.5-(c), each \(\vec{p}_1\) stands for the coordinate of the point) such that:

\[
\begin{align*}
\vec{p}_0 &= \vec{0} = (0, 0, ..., 0), \\
\forall j &= 0, 1, ..., L - 1, \\
\vec{0} &= (0, 0, ..., 0) \leq \vec{p}_j \leq (1, 1, ..., 1) = \vec{1}, \\
\exists \vec{d}_{r_j}, \quad \vec{p}_{j+1} &= \vec{p}_j + \vec{d}_{r_j} \\
\end{align*}
\]

\(L\) is the length of the dependent path found. Then \(L(T_k, 1_n) = \max\{L\}\). We have that the last point \(\vec{p}_{L-1}\) is defined as:

\[
\begin{align*}
\vec{p}_{L-1} &= \vec{p}_{L-2} + \vec{d}_{c_{L-2}} = \sum_{j=0}^{L-2} \vec{d}_{r_j} \\
&= c_0 \cdot \vec{d}_0 + c_1 \cdot \vec{d}_1 + ... + c_{n-1} \cdot \vec{d}_{n-1} \\
&= \vec{c} \cdot D' \\
&= \vec{c} \cdot T_k^{-1}
\end{align*}
\]

Because \(\vec{0}_n \leq \vec{d}_{j} \leq \vec{1}_n\), the condition \(\vec{0} \leq \vec{p}_j \leq \vec{1}\) is satisfied if \(\vec{0} \leq \vec{p}_{L-1} \leq \vec{1}\). And because \(\sum_{j=0}^{n-1} c_j\) is the total number of steps of the path, so \(\max\{L\}\) can be solved through the following linear programming problem \(LP(T_k^{-1}, \vec{0}, \vec{1})\):

\[
\begin{align*}
\vec{0} \leq \vec{c} \cdot T_k^{-1} \leq \vec{1}, \quad \vec{c} \geq \vec{0}, \quad \max\{\sum_{j=0}^{n-1} c_j\}. \quad (5.11)
\end{align*}
\]

Therefore, we conclude that \(L(T_k, 1_n) = LP(T_k^{-1}, \vec{0}, \vec{1})\).
Figure 5.5: Determine the length of the longest dependent path within the iteration space of tile \( T_k \). Each \( \tilde{p}_i \) stands for the coordinate of the point.

5.4.2 Calculate \( L(E_l, \mathbb{1}_n) \)

The meaning of \( L(E_l, \mathbb{1}_n) \) is the length of the longest dependent path in iteration space of the highest level tiling. Similarly, it is possible to apply the affine transformation represented by \( E_l^{-1} \) to normalize the iteration space:

\[
L(E_l, \mathbb{1}_n) = L(E_l \cdot E_l^{-1}, \mathbb{1}_n \cdot E_l^{-1}) = L(\mathbb{1}_n, E_l^{-1}).
\]

Let \( D' \) denote the transformed dependence matrix:

\[
D' = \begin{pmatrix}
\tilde{d}'_0 \\
\tilde{d}'_1 \\
\vdots \\
\tilde{d}'_{m-1}
\end{pmatrix} = \mathbb{1}_n \cdot E_l^{-1} = E_l^{-1}
\]

However, unlike the case when calculating \( L(T_k, \mathbb{1}_n) \), there is no guarantee that \( \forall \tilde{d}'_j, \ 0 \leq \tilde{d}'_j \leq \mathbb{1} \). More intuitively, each dependence vector \( \tilde{d}'_j \) can point to any direction. So \( L(E_l, \mathbb{1}_n) \) cannot be directly solved by the linear programming problem introduced in Equation (5.11).

Since dependence vectors \( \tilde{d}'_j \) can point to any direction, the longest dependent path does not necessarily start from base point \((0,0,...,0)\) of the hyper-cube iteration space. Thus the
dependent path \( P \) in the iteration space \( E \) is defined the same as in Equation 5.10 except that \( \vec{p}_0 \) does not necessarily equal to \( \vec{0} \). To simplify the analysis, we define a related problem that is graphically depicted in Figure 5.6: find the longest path \( P' \), which is a sequence of points \( \vec{p}'_0, \vec{p}'_1, \ldots, \vec{p}'_{L'-1} \) such that:

\[
\begin{align*}
\vec{p}'_0 &= (0, 0, ..., 0) = \vec{0}, \\
-\vec{1} &= (-1, -1, ..., -1) \leq \vec{p}'_{L'-1} \leq (1, 1, ..., 1) = \vec{1}, \\
\forall j = 0, 1, ..., L - 2, \quad &\exists \vec{d}_{r_j}, \quad \vec{p}'_{j+1} = \vec{p}'_j + \vec{d}_{r_j}
\end{align*}
\]  

(5.12)

\( L' \) is the length of path \( P' \). \( P' \) starts from that base point, and only requires that the coordinate of the end point \( \vec{p}'_{L'-1} \) is within in the hype-cube surrounding the base point. \( \vec{p}'_{L'-1} \) can be calculated as follows:

\[
\vec{p}'_{L'-1} = \vec{p}'_{L'-2} + \vec{d}_{r_{L'-2}} = \sum_{j=0}^{L-2} \vec{d}_{r_j}, \quad 0 \leq k_j < n
\]

\[
= c_0 \cdot \vec{d}_0 + c_1 \cdot \vec{d}_1 + \ldots + c_{n-1} \cdot \vec{d}_{n-1}
\]

\[
= \vec{c} \cdot D'
\]

\[
\vec{c} = (c_0, c_1, ..., c_{n-1}) \geq \vec{0}, \quad \vec{c} \in \mathbb{Z}^n
\]

\[
= \vec{c} \cdot E_l^{-1}
\]

So \( \max \{ L' \} \) can be solved through the following linear programming problem \( LP(E_l^{-1}, -\vec{1}, \vec{1}) \):

\[
-\vec{1} \leq \vec{c} \cdot E_l^{-1} \leq \vec{1}, \quad \vec{c} \geq \vec{0}, \quad \max \{ \sum_{j=0}^{n-1} c_j \}. \quad (5.13)
\]

Next step is to prove that \( \max \{ L' \} \) is approximately equal to \( \max \{ L \} \) so that \( LP(E_l^{-1}, -\vec{1}, \vec{1}) \) is a good approximation of \( L(E_l, 1_n) \). First, given any path \( P \), it is always possible to construct a path \( P' \) by letting \( \vec{p}'_j = \vec{p}_j - \vec{p}_0 \). So \( \max \{ L \} \leq \max \{ L' \} \) is easily proven.

On the other hand, given a path \( P' \), the start point is \( \vec{p}'_0 = \vec{0} \), and the end point is
\[ \vec{p}_{L-1} = (p'_0, p'_1, ..., p'_{n-1}). \]  
In order to move path \( P' \) into the hyper-cubic space \( \text{span}(1_n) \), construct \( \vec{s} = (s_0, s_1, ..., s_{n-1}) \) as follows:

\[ \forall j = 0, 1, ..., n - 1 \quad s_j = \begin{cases} 
1, & p_j < 0, \\
0, & \text{else}.
\end{cases} \]

By shifting the offset of \( \vec{s} \), \( \vec{p}'_0 \) and \( \vec{p}'_{L-1} \) are moved into the hyper-cubic space \( \text{span}(1_n) \):

\[ \vec{p}'_s = \vec{p}'_0 + \vec{s}, \quad 0 \leq \vec{p}'_s \leq \vec{1}, \quad \vec{p}'_s \in \text{span}(1_n) \]

\[ \vec{p}'_e = \vec{p}'_{L-1} + \vec{s}, \quad 0 \leq \vec{p}'_e \leq \vec{1}, \quad \vec{p}'_e \in \text{span}(1_n) \]

\[ \vec{p}'_e = \vec{p}'_s + \vec{c} \cdot D' \quad (5.15) \]

Assume that the iteration space is much larger compared to the length of each dependence vector: \( \forall \vec{d}_{ij}, |\vec{d}_{ij}| << 1 \). Then it is always possible to find two points \( \vec{p}_s \) and \( \vec{p}_e \) in a small surrounding space around \( \vec{p}'_s \) and \( \vec{p}'_e \) respectively, such that:

\[ |\vec{p}_s - \vec{p}'_s| < \varepsilon, \quad \vec{p}_s \in \text{span}(1_n), \]

\[ |\vec{p}_e - \vec{p}'_e| < \varepsilon, \quad \vec{p}_e \in \text{span}(1_n), \]

\[ \vec{p}_e - \vec{p}_s = b \cdot \vec{c} \cdot D', \quad b \in \mathbb{Z}, \vec{c} \in \mathbb{Z}^n. \quad (5.16) \]

Then construct new path \( P \) within the hyper-cubic space \( \text{span}(1_n) \) as follows:

\[ C = \sum_{j=0}^{n} c'_j, \quad L = b \cdot C \]

\[ \vec{p}_0 = \vec{p}_s, \]

\[ \vec{p}_j \cdot C + k = j \cdot \vec{c} \cdot D' + \vec{d}_{jk}, \quad 0 \leq j < b, \quad c'_{jk} \neq 0 \]

\[ \vec{p}_L - 1 = \vec{p}_e. \]
Figure 5.6: Construct path $P$ according to a given path $P'$. The lengths of $P$ and $P'$ are approximately equal.

The length of path $P$ is $L = b \cdot C$. Considering Equation 5.15 and 5.16, there is:

$$L > L' - \left\lceil \frac{\varepsilon}{\min\{d_j'\}} \right\rceil = L' - \varepsilon', \quad \text{max}\{L\} > \text{max}\{L'\} - \varepsilon'$$

The idea of above analysis is, we try to break path $P'$ into small repeated pieces, and arrange the same number of repeated pieces in a line to construct $P$. Since the start and end points of $P$ and $P'$ are very close, the length of these two pathes should also be close. Figure 5.6 shows the intuition of above analysis.

Since $\text{max}\{L\} \leq \text{max}\{L'\}$ is already proved, it can be concluded that $\text{max}\{L\} \approx \text{max}\{L'\}$, with the error no larger than $\varepsilon'$. As a result, the solution of the linear programming problem $LP(E_l^{-1}, -\mathbf{1}, \mathbf{1})$ can be used to estimate $L(E_l, \mathbf{1}_n)$:

$$L(E_l, \mathbf{1}_n) = L(E_0 \cdot \prod_{k=0}^{l-1} T_k^{-1}, \mathbf{1}_n) \approx LP(E_l^{-1}, -\mathbf{1}, \mathbf{1})$$
5.4.3 Summary

According to the discussion in last two sections, the problem of computing execution time of hierarchical tiled loop nests can be transformed into the following form:

\[
Time(I) = |\text{det}(T_0)| \cdot \left( \prod_{k=1}^{l-1} L(T_k, 1_n) \right) \cdot L(E_{l-1}, 1_n) \\
\approx |\text{det}(T_0)| \cdot \left( \prod_{k=1}^{l-1} \text{LP}(T_k^{-1}, 0, \mathbf{1}) \right) \cdot \text{LP}(E_{l-1}^{-1}, -\mathbf{1}, \mathbf{1}) \\
= f(E, T_0, T_1, ..., T_{l-1})
\]

Given the basis matrix \( E \) of the original iteration space \( I \), the optimal tile shape for hierarchical tiling is the sequence of tiling matrices \( T_0, T_1, ..., T_{l-1} \) that minimize \( f(E, T_0, T_1, ..., T_{l-1}) \). If \( I \) is \( n \)-dimensional, each tiling matrix \( T_k \) contains \( n^2 \) elements. In total function \( f \) has \( n^2 \cdot l \) variables. Besides, \( f \) is a non-linear function. Finally, because \( f \) contains terms of the solutions to linear programming problems, the problem of optimal tile shape selection is a multidimensional, nonlinear, bi-level programming problem.

5.5 Automatic Tile Shape Selection

According to the discussion in last section, optimal tile shape selection for hierarchical tiling is a multidimensional, nonlinear, bi-level programming problem, which is not easy to solve analytically. As a result, simulated annealing is adopted to select tile shape automatically according the analytical model introduced in last section. The sketch of simulated annealing algorithm to select tile shape is shown in Algorithm 2.

Line 8 in Algorithm 2 \( \text{valid}(\text{NewS}) \) checks whether the randomly generated \( \text{NewS} \) is a valid tiling solution, otherwise \( \text{NewS} \) will be generated again. This includes checking each \( T_k \) in \( \text{NewS} \) satisfy the constraints imposed by dependences (Equation 5.1 and 5.2).
Algorithm 2 Sketch of simulated annealing algorithm to select tile shape for hierarchical tiling

1: \( Solution = Solution_0 = < T_0, T_1, ..., T_{n-1} >; \)
2: \( Time = f(E, Solution_0) = f(E, T_0, T_1, ..., T_{n-1}); \)
3: \( Solution_{best} = Solution; \)
4: \( Time_{best} = Time; \)
5: \( Step = 0; \)
6: \( \textbf{while } Step < Step_{max} \textbf{ do} \)
7: \( \quad NewS = < T_0, T_1, ..., T_{n-1} > = Solution + \text{random}(\Delta); \)
8: \( \quad \textbf{if } \text{valid}(NewS) \textbf{ then} \)
9: \( \quad \quad NewT = f(E, NewS); \)
10: \( \quad \quad Temp = \text{temperature}(Step, Step_{max}); \)
11: \( \quad \quad \textbf{if } \text{accept}(NewT, Time, Temp, \text{random()} \textbf{ then} \)
12: \( \quad \quad \quad Solution = NewS; \)
13: \( \quad \quad \quad Time = NewT; \)
14: \( \quad \textbf{end if} \)
15: \( \quad \textbf{if } Time < Time_{best} \textbf{ then} \)
16: \( \quad \quad Solution_{best} = Solution; \)
17: \( \quad \quad Time_{best} = Time; \)
18: \( \quad \textbf{end if} \)
19: \( \quad Step = Step + 1; \)
20: \( \textbf{end if} \)
21: \( \textbf{end while} \)
also includes checking that the maximum number of parallelizable tiles does not exceed the hardware parallelism at each level. In addition, it is necessary to keep each tile large enough to aromatize the overhead of tiling. So we add an additional requirement in valid(NewS) such that the iterations within each tile $T_k$ much be more than a certain threshold $Th_k$ at each level of tiling:

$$\forall T_k, \quad |det(T_k)| \geq Th_k$$

Note that upper bound is not set for the size of each tile $T_k$. This is because the simulated annealing algorithm is self-adaptive and is able to converge to tiles with suitable size. The solution with very large tiles will lead to high execution time and hence the probability to be accepted in Line 11 of Algorithm 2 is low. For initial solution $Solution_0=<\hat{T}_0, \hat{T}_1,...,\hat{T}_{n-1}>$, just choose the smallest possible tile that is valid for each level of tiling: $|det(\hat{T}_k)| = Th_k$.

### 5.6 Unified Tiling Representation

The tiling schemes studied in this chapter are tessellating, atomic tiling, and the shape of iteration space and tile shapes are restricted to be $n$-dimensional hyper-parallelepipeds. As a result, there exists an basis matrix $E$ such that $I = \text{span}(E)$, and tiling matrix $T$ such that $T = \text{span}(T)$. For tessellating tiling where the tile shapes are $n$-dimensional hyper-parallelepipeds, the repetition matrix $R = T$. This chapter studies performance of the best possible schedule of tiles in stead of any particular scheduling scheme. Table 5.1 shows the unified representation of a single level of tiling. Because hierarchical tiling is done in the bottom-up approach in this chapter, the input for the $k$th level of tiling is: $I_k = I_{k-1} \cdot T_{k}^{-1}$, $D_k = D_{k-1}$. 
\[ I = \text{span}(E), D \]

\[
D' = \begin{pmatrix}
1, 0, 0, \ldots, 0 \\
0, 1, 0, \ldots, 0 \\
0, 0, 1, \ldots, 0 \\
\vdots \\
0, 0, 0, \ldots, 1 \\
\end{pmatrix}
\]

\[ T \]
the selected tile shape \( T \)

\[ R = \text{span}(E), D \]

<table>
<thead>
<tr>
<th>( S )</th>
<th>Best possible ( S ) that minimizes the ideal execution time</th>
</tr>
</thead>
</table>

Table 5.1: The Unified Tiling Representation

5.7 Evaluation

5.7.1 Environment Setup

Two platforms with hierarchical parallelism are step up for evaluation. One is the GPU platform consisting of an NVIDIA GeForce GTX 480 graphic card with 15 MPs and 480 SPs in total. The other platform is a 32-node cluster; each node has 4 Quad-Core AMD Opteron processors, or 16 cores. Because both platforms only have a 2-levels hierarchy, only 2-level hierarchical tiling is evaluated. For the GPU, the hardware parallelism at level 1 is 15, which is the number of MPs. However, although the number of SPs within each MP is 32, we consider the hardware parallelism at level 0 as 512 for the experiments. This is because NVIDIA GPUs require a certain number of concurrent hardware threads for each MP to achieve high throughput. For the cluster, the hardware parallelisms at two levels are 16 and 32, which are the number of cores per node and the total number of nodes.

Two stencil computation programs are used as benchmarks: Gauss-Seidel and Jacobi. 1-D stencils use 1-dimensional input array, and result in 2-dimensional iteration spaces, while 2-D stencils result in 3-dimensional iteration spaces. The iteration space of 1-D Gauss-Seidel contains two dependence vectors: (1, 0) and (0, 1), and the iteration space of 1-D Jacobi contains three dependence vectors: (1, −1), (1, 0) and (1, 1). There are three dependence
Figure 5.7: The dependence vectors in the iteration space of stencil computation programs.

vectors for 2-D Gauss-Seidel: (1, 0, 0), (0, 1, 0) and (0, 0, 1). Figure 5.7 shows the dependence vectors in the iteration space of stencil computation programs.

An automatic system which uses simulated annealing is implemented to select tile shape for hierarchical tiling. The lp_solve[8] is used to solve the linear programming problems in the model. The Omega Library[23] is used to do the tiling transformation and code generation. On the GPU platform, we generate OpenCL[24] code. On the cluster platform we generate hybrid MPI-OpenMP code: the higher level tiles are parallelized using MPI across nodes, and the lower level tiles are parallelized with OpenMP across processor cores within each node.

5.7.2 Performance

The performance of three common tiling schemes is compared with that of the code generated by our system: Wavefront, Diamond and Skewing, as shown in Table 5.2. The optimal sizes for the tiles of these three tiling schemes are chosen under the condition that the amount parallelism exposed does not exceed the hardware parallelism at the corresponding level.

Figure 5.8 shows the speedup of the difference hierarchical tiling schemes for 2-dimensional the iteration spaces for both GPU and cluster platforms, and Figure 5.9 shows the performance data for 3-dimensional iteration spaces. The horizontal axis is the size of iteration space. The vertical axis is the speedup over Wavefront or Diamond. On average, the tiling
scheme with automatically selected tile shape can achieve over 90% speedup over Wavefront for Gauss-Seidel stencil, and 20%-30% speedup over Diamond for Jacobi stencil. The speedup achieved is consistent over different iteration space sizes. This means our automatic system can always find better tile shapes compared to common tiling schemes.

For 1-D Jacobi stencil shown in Figure 5.8-(c) and (d), it can be seen that on the GPU platform Skewing shows a 10% speedup over Diamond, but no speedup is observed on the cluster platform. It is shown that the ideal execution times of Diamond and Skewing are the same for the Jacobi stencil. However, the amount of parallelism within each higher level tile varies less with Skewing than Diamond. This reason is that, as mentioned before, the execution model of NVIDIA GPU requires a certain number of concurrent hardware threads to achieve high throughput, Skewing shows better performance than Diamond on GPU.

### 5.7.3 Tile Shape

Table 5.3 shows the tile shape selection for 1-D Gauss-Seidel and Jacobi on GPU platform of each tiling scheme corresponding to Figure 5.8. Table 5.4 shows the tile shape selection for 2-D Gauss-Seidel on GPU. $T_0$ and $T_1$ are the tiling matrix at each level, and $T_0 \cdot T_1$ represents the tile shape in the original iteration space. In Table 5.3, under each matrix the shape of the tile is shown graphically. It can be seen that the common tiling schemes of Wavefront, Diamond and Skewing are combinations of regular tile shapes, including squares, diamonds,

<table>
<thead>
<tr>
<th>Tile Shape</th>
<th>Wavefront</th>
<th>Diamond</th>
<th>Skewing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tiling Matrix</td>
<td>( x,0 ) ( 0,x )</td>
<td>( x,-x ) ( x,x )</td>
<td>( x,0 ) ( -x,x )</td>
</tr>
</tbody>
</table>

Table 5.2: Common tiling schemes: Wavefront, Diamond and Skewing.
Table 5.3: Tile shape selection for 1-D Gauss-Seidel and Jacobi.

(a) 1-D Gauss-Seidel on GPU (128K×128K)

<table>
<thead>
<tr>
<th></th>
<th>Wavefront</th>
<th>Skewing</th>
<th>Auto-Selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_0$</td>
<td>(32, 0)</td>
<td>(32, 0)</td>
<td>(2, −30)</td>
</tr>
<tr>
<td></td>
<td>(0, 32)</td>
<td>(0, 32)</td>
<td>(0, 12)</td>
</tr>
<tr>
<td>$T_1$</td>
<td>(256, 0)</td>
<td>(256, 0)</td>
<td>(256, −250)</td>
</tr>
<tr>
<td></td>
<td>(0, 256)</td>
<td>(−256, 256)</td>
<td>(0, 56)</td>
</tr>
<tr>
<td>$T_1 \cdot T_0$</td>
<td>(8192, 0)</td>
<td>(8192, 0)</td>
<td>(512, −10680)</td>
</tr>
<tr>
<td></td>
<td>(0, 8192)</td>
<td>(−8192, 8192)</td>
<td>(0, 672)</td>
</tr>
</tbody>
</table>

(b) 1-D Jacobi on GPU (128K×128K)

<table>
<thead>
<tr>
<th></th>
<th>Diamond</th>
<th>Skewing</th>
<th>Auto-Selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_0$</td>
<td>(18, −18)</td>
<td>(18, −18)</td>
<td>(−2, −18)</td>
</tr>
<tr>
<td></td>
<td>(18, 18)</td>
<td>(18, 18)</td>
<td>(8, 8)</td>
</tr>
<tr>
<td>$T_1$</td>
<td>(256, 0)</td>
<td>(256, 0)</td>
<td>(64, 0)</td>
</tr>
<tr>
<td></td>
<td>(0, 256)</td>
<td>(−256, 256)</td>
<td>(−512, 512)</td>
</tr>
<tr>
<td>$T_1 \cdot T_0$</td>
<td>(4608, −4608)</td>
<td>(4608, −4608)</td>
<td>(−128, −1152)</td>
</tr>
<tr>
<td></td>
<td>(4608, 4608)</td>
<td>(0, 9216)</td>
<td>(5120, 13312)</td>
</tr>
</tbody>
</table>
and regular parallelograms. However, the automatically selected tile shapes are irregular parallelograms. Since it is nonintuitive to figure out the performance impact of a particular tiling scheme with irregular tile shapes (especially for higher dimensional iteration spaces), it is necessary to build an analytic model to evaluate tile shape selection quantitatively, and select tile shape automatically.
Figure 5.9: Hierarchical tiling performance for 3-dimensional iteration space on GPU and cluster platforms. The horizontal axis is the size of the iteration space. The vertical axis is the speedup over Wavefront.

![Graphs showing speedup for 2-D Gauss-Seidel on GPU and cluster platforms.](image)

Figure 5.10 compares the real execution time and the ideal execution time. The data is for 128K × 128K 1-D Gauss-Seidel running on GPU, with tile shape choices listed below:

\[
T_0 = \begin{pmatrix} 32, 0 \\ 0, 32 \end{pmatrix}, \quad T_1 = \begin{pmatrix} 256, 0 \\ x, 256 \end{pmatrix}.
\]

The value of \( x \) in \( T_0 \) is scaled from 0 to \(-320\). The shape of resulting \( T_0 \) changes from a square to a parallelogram. It is shown that the trends of the real execution time and the
ideal execution time are exactly the same when tile shape varies. The result shows that ideal execution time commutated by the model in this paper can be used to direct tile shape selection.

5.8 Conclusion

In this chapter an analytical model is built to analyze the relation between the tile shape at each level of hierarchical tiling and the ideal execution time of the tiled loop nest. It is shown that the problem of optimal tile shape selection for hierarchical tiling is a multidimensional, nonlinear, bi-level programming problem. An automatic system which uses simulated annealing together with our analytical model is implemented to automatically select tile shape for hierarchical tiling. The tile shape selected by the automatic system can be quite different from the intuitive regular shapes. The experimental results show that irregular tile shapes may have the potential to achieve higher performance over regular tiling schemes.

Currently the model focuses on the interaction between tile shape and parallelism exposure, and uses ideal execution time as the optimizing goal. The model could be more accurate by considering other factors affecting locality and communication. Besides, given
the complexity of the multi-dimensional nonlinear optimization problem in our model, at present simulated annealing is sued to find the near-optimal solution instead of the guaranteed optimal one. In future, it is possible to use the state-of-the-art optimization problem solving algorithms or libraries to solve the tile shape selection problem directly.
Chapter 6

Related Work

Loop tiling is a traditional but effective optimization for programs whose execution time is dominated by loops, such as programs with stencil computations. Numerous optimizations based on the tiling of iteration spaces have been proposed for improving data locality [41, 44, 1, 2, 37, 14, 34, 40, 43, 47, 50], or exploiting parallelism [42, 45, 6, 19, 46, 7, 49]. Most of these works use polyhedral model as the representation of the tiling transformation. Bondhugula et al. design and implement Pluto [11], which can automatically transform loops for parallelism and locality based on the polyhedral model. Their transformation integrates traditional tiling techniques. However, existing research on tiling mainly focuses on tessellating tiling and scheduling tiles atomically. There have been ideas of taking advantage of the hierarchy of the hardware [30, 28, 33, 25, 10, 17, 9]. Hierarchical tiling as an effective optimization to exploit hardware hierarchy, has been proposed for better usage of memory hierarchy and enhancing parallel schedule [12, 18, 13].

For existing work on non-tessellating tiling, the closest work to the Overlapped Tiling discussed in this thesis is that of Krishnamoorthy et al.[27]. Their approach allows overlap between neighboring tiles to achieve balanced schedule of parallel tiles. Other works such as Ripeanu et al. [36] and Meng et al. [31] describe performance models to predict the
optimal amount of redundant computation for stencil computations in a grid environment with message passing or for GPUs, respectively. However, in those papers only single level of overlapped tiling is considered, so that as more communication/synchronization overhead is eliminated, the overhead introduced by redundant computations also increases in a higher order, which would kill the performance benefit of overlapped tiling. The most important difference between this thesis and existing work is the Hierarchical Overlapped Tiling transformation. Based on the observation that the overhead of redundant computation is the main drawback of the overlapped tiling approach, Hierarchical Overlapped Tiling applies overlapped tiling hierarchically. In this way, Hierarchical Overlapped Tiling is able to take advantage of the hierarchy of the hardware and provide more room of balance between the additional overhead introduced by redundant computation and the communication/synchronization overhead eliminated.

The purpose of tiling with non-atomic tiles is usually to achieve balanced schedule when parallelizing tiles. When parallelizing ISLs, a typical strategy is to do loop skewing and wavefronting. However, wavefronting strategy would lead to an imbalanced schedule [27]. In order to achieve balanced schedule when tiling ISLs, Krishnamoorthy et al. [27] propose split tiling. The idea of split tiling is similar to Conjugate-Trapezoid Tiling: each tile is divided into sub-regions, and the sub-region without dependence is processed first, followed by the sub-regions with dependences. Since inter-tile communication needs to be done between the computation of sub-regions within a tile, split tiling is a tiling scheme with non-atomic tiles. On the other hand, split tiling can be also viewed as a tiling scheme with more than one tile shapes as discussed in Section 2.1.3, and the set of neighboring tiles with different shapes forms a hyper-parallelepiped-shaped super tile. Tang et al. [38] implement the Pochoir compiler, which automates a trapezoidal decomposition for stencil code. Their decomposition algorithm is very similar to split tiling. So it can be viewed as another example of tiling with non-atomic tiles. However, their work is based on shared memory machines,
and the inter-tile communication overhead is not studied.

For split tiling and the Pochoir compiler, inter-tile communication is still aggregated at the beginning or end of the execution of tiles or subtiles/sub-regions; inter-tile communication is not interleaved with computations. So although the tiles/super-tiles are non-atomic, subtiles and sub-regions are still execution atomically. Because communication latency cannot be overlapped with computation time, the overall performance could still suffer from the overhead caused by communication latency. This might be tolerable for shared memory machines, but could cause performance problems for distributed machines, which is expected to have higher inter-node communication latency. Demmel et al. [15] proposed techniques to reduce communications for sparse matrix computations under distributed memory environment. Their technique allows communication during the execution within a tile, and schedule computation and communications to reduce the penalty of latency. However, their results show that speedups are only achieved for machines with very high communication latency; no speedup is achieved by their parallel algorithm on machines with fast network. On contrast, the Conjugate-Trapezoid Tiling introduced in this thesis can change the number delayed steps $h'$ to fit target platforms with different communication latency.

It is well known that tile shape, as well as tile size, can have a significant impact on locality, inter-tile communication and parallelism [32, 48, 29]. However, most of the existing research on tiling mainly focus on choosing tile size assuming those of regular shapes (such as rectangles, or regular parallelograms) that can be produced with the help of simple auxiliary transformations such as loop skewing. This is because the performance impact of irregular tiles shapes is usually nonintuitive and it is not easy to develop a strategy to find a good tile shape among irregular shapes. Besides, it is also difficult to write code with irregular tiles manually. Xue [48] presents an approach to find the parallelogram or hyper-parallelepiped tile shape that is able to minimize the amount of communication between tiles. This work does not consider the impact of tile shape on parallel scheduling. Högstedt et al. [19] intro-
duce a model to select the tile shape that minimizes the execution time. Since their work only consider a single level of tiling, their model shows that the complexity to determine of execution time when the tiles are parallelograms is equivalent to the complexity of linear programming problem. None of these works discussed above studies the tile shape selection problem in the context of hierarchical tiling. Renganarayana and Rajopadhye [35] have the closest work of using the model of linear programming problem to optimize tiling schemes. Their work presents a model to estimate the overall execution time of loop nests. Their framework determines the optimal tile sizes for hierarchical tiling by solving a convex optimization problem. However, their work only considers hyper-rectangle tiles, as well as the shape of the iteration space. Although it is more difficult to analyze the performance impact of hierarchical tiling with the general tile shapes, experimental results given in this thesis show that irregular tile shapes have the potential to achieve higher performance over regular shapes.
Chapter 7

Conclusions

This thesis studies the application of tiling techniques for stencil computations. Previous studies of tiling optimizations mainly focused on a single level tiling, tessellating tiling, regular shape tile, and executing tiles atomically. This thesis discusses several novel tiling techniques, including hierarchical tiling, non-tessellating tiling, executing tiles non-atomically, irregular tile shapes, and combinations of these techniques.

Contributions of this thesis include:

- The introduction of a unified tiling representation framework to represent general tiling schemes, including non-tessellating tiling and executing tiles non-atomically. An automatic code generator is developed to facilitate this tiling representation framework, which was used for the evaluation of the proposed tiling schemes.

- Overlapped Tiling and Hierarchical Overlapped Tiling are introduced in this thesis. They belong to the category of non-tessellating tiling. Both of these tiling schemes aim at eliminating communication/synchronization overhead by introducing redundant computation. The second scheme also takes advantage of hardware hierarchy to reduce the amount of redundant computation.
• The introduction of the design and evaluation of Conjugate-Trapezoid Tiling. Conjugate-Trapezoid Tiling pipelines intra-tile computation and inter-tile communication, so that the communication latency can be hidden by overlapping with computation time.

• A novel approach to the tile shape selection problem for hierarchical tiling. It is concluded that optimal tile shape selection for hierarchical tiling is a multidimensional, nonlinear, bi-level programming problem. Experimental results show that the irregular tile shapes have the potential to outperform intuitive tiling shapes.
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