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Abstract

Congestion recognition is the prerequisite for traffic control and management, vehicle
routing, and many other applications in intelligent transportation systems. Different
types of roads with traffic facilities provide multi-source heterogeneous field traffic
data, which contain the fundamental information and distinct features for congestion
recognition. To exploit these traffic big data, in this paper, we propose a machine
learning-based framework to tackle the congestion recognition problem. It can be
divided in two parts, a digraph-based representation for hybrid urban traffic network
and a Dirgraph Convolutional Neural Network (DGCN)-based learning model. At first,
the representation incorporates the fundamental traffic variables with the correlation
of different traffic flows, and partially decouples the global network topology from local
traffic information. And then, to proceed with digraph-based samples, a new type of
graph feature extraction method is introduced and the graph Fourier transform is
defined accordingly. This distinguishes the proposed model from the conventional
graph convolutional networks. Comprehensive experiments are conducted based on
real traffic data. The results demonstrate the advantages of the proposed framework
over the existing congestion recognition methods.

Keywords: Congestion recognition, Traffic state classification, Graph convolutional
neural network, Intelligent transportation systems

1. Introduction

It is crucial to recognize congestion in real-time for both the traffic manage-

ment system and the drivers to ease the adverse effect of congestion, so that

appropriate signal control strategy and vehicle driving strategy can be quickly

performed to relieve the traffic congestion and restore the road traffic capac-

ity. Traffic congestion is one of the trickiest problems in transportation system.
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The research on traffic congestion problem around great attention since the

late 1950s, and is still an active topic in the fields of modern Intelligent Trans-

portation System (ITS) and Internet of Vehicles (IoT)[1]–[2]. Many researchers

utilize these data in different ways to estimate traffic state. For instance, based

on the inseparable correlation between traffic congestion and traffic state of lo-

cal road network, C. Yuan et al. adopt variable-order Markov and probability

suffix tree to extract the correlation rules and improve the overall traffic state

prediction performance [3]. These studies mainly aimed to the classical theories

based on the fundamental diagram of traffic flow have two phases: free flow

and congested traffic which formed in the last century. While the static traffic

states have a certain effect, in fact, it seem more important to capture the dy-

namic changes of the real road network traffic conditions nowadays. Inspired by

the theory of three-phase traffic flow (Kerner, Boris (1999). ”Congested Traffic

Flow: Observations and Theory”. Transportation Research Record: Journal of

the Transportation Research Board. 1678: 160-167. doi:10.3141/1678-20), we

would like to introduce the other two dynamic traffic states for two basic phases

to describe the road situation more accurate: congestion formation state and

congestion dissipation state.

At the same time, with the emerging techniques such as V2V, V2X and traffic

big data, large volume of real-time traffic data are provided through the on-

vehicle devices and other traffic facilities, which greatly facilitate the recognition

or the prediction of traffic status, and the implementation of efficient routing

algorithm or traffic management [4]–[9]. However, the current data analysis and

processing methods with respect to these traffic big data still do not suffice the

requirements of the traffic control and management, and the gap between the

large traffic demand and the limited supply capability has been widen. Notice

that there exists multiple types of road in the urban traffic network, such as

the arterial road, auxiliary road, urban express-way, elevated road, etc., and

different types of road also exhibit distinct traffic dynamical behaviours. Due

to the inappropriate urban infrastructure planning or the imbalanced urban

functional area layout, these roads are in fact interlaced in the urban traffic
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network, which result in the hybrid nature of the network, and greatly aggravate

the complexity of traffic flow analysis. Most of the existing works only focus

on single road type with certain regular structure for traffic states analysis and

estimation, e.g., the grid structure for ground roads. For example, X. Chen et

al. demonstrate that the proposed method can better capture the dynamic and

variable information of expressway (single road type) in the process of congestion

formation, spread and dissipation[10]. In this scenario, the spatial geographic

data can be simply reduced to a structured form such as a 1-dimensional array

or a 2-dimensional matrix, and the inner spatial dependencies of hybrid network

are neglected. However, the roads in urban traffic network are more complex.

Although the traffic behaviors of different types of road are distinct, they still

have strong correlations due to the traffic flow distribution through the adjacent

sections among them. Thus the analysis of the characteristics and correlation

of different traffic flow within the hybrid urban traffic network is still a crucial

issue for congestion recognition problem.

To overcome the difficulties of the aforementioned problems and recognice

dynamic traffic congestion states mentioned before, in this paper, we propose a

framework to tackle the congestion recognition problem for hybrid urban traffic

network. In this framework, we first provide a novel digraph-based representa-

tion of hybrid urban traffic network. The nodes in the digraph contain the fun-

damental multi-dimensional traffic variables regarding certain traffic flows, and

the direct edges represent the correlation between adjacent traffic flows. This

kind of representation enables us to generalize multi-sources heterogeneous traf-

fic data w.r.t. different types of roads into a unified digraph-based form, and

partially decouple the global network topology from local traffic information.

Then we establish a spanning tree generation technique, under which local traf-

fic samples can be acquired at different locations and different time from the

original field data. According to the digraph-based representation of the sam-

ples, both graph feature and node information include essential traffic charac-

teristics for congestion recognition. Finally, we design a novel machine learning

model to achieve real-time congestion recognition. The model is based on the
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Digraph Convolutional Neural Network (DGCN). In particular, to proceed with

diagraph-based samples, a new type of graph feature extraction method is in-

troduced, and the graph Fourier transform is further defined. Consequently,

the convolution operation is performed with the graph feature and the node

information with trainable model parameters to achieve the goal.

To the best of our knowledge, our work is the first attempt to provide a graph

Fourier Transform directed traffic graph convolution method to tackle dynamic

traffic congestion problem regarding the general hybrid urban traffic network.

Meanwhile, the extension of the graph convolutional neural network from undi-

rected graph-based data to directed graph-based data is of great importance

from the machine learning perspective.

The rest of the paper is organized as follows. In Section 2, the background

of graph convolutional networks (GCNs) is introduced, and relevant works of

both spatial-based and spectral-based GCNs are summarized. In Section 3, we

formulate congestion recognition problem for urban traffic network, and provide

the general framework for tackling this problem. In Section 4, the digraph-based

representation of the traffic network is introduced. It facilitates us to describe

the distribution pattern of the traffic flows based on the network topology, and

quantify the essential traffic variables for congestion recognition. In Section 5,

the design and implementation of the DGCN-based method is elaborated, the

essential steps of sample acquisition, feature extraction and architecture of the

DGCN learning model are provided. In Section 6, three types of experiments

are conducted based on field traffic data, the effectiveness and efficiency of the

proposed DGCN-based method are verified, and the comparative results show

the advantages of the proposed method over the classic neural network-based

and other GCN-based methods. The paper is concluded in Section 7.

Terminologies and Notations: Throughout the paper, the following ter-

minologies and notations will be used.

A weighted directed graph, or digraph, is denoted by D = {V, E ,A}. where

V is the node (vertex) set, |V| = n, E is the edge set, A , [aij ] ∈ Rn×n is the

weighted adjacency matrix of D. In D, a directed edge from node vi to node
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vj is denoted by ei,j =< vi, vj >∈ E , the edge weight aij > 0 if < vi, vj >∈ E ,

otherwise aij = 0. If there exists a directed path from vi to vj , vj is said to be

reachable from vi. The directed path from node vi to node vi+k can be denoted

by (vi, vi+1, · · · , vi+k), where < vi+l, vi+l+1 >∈ E , l = 0, · · · , k − 1. In the

directed spanning tree T = {Vt, Et} of a digraph D = {V, E}, there exists only

one directed path from the root node to any other nodes, and Vt = V, Et ⊆ E .

In the paper, “traffic flow”, or “flow”, refers to the directed flow of the road

vehicles on one or multiple lanes within a specified road section. The traffic

flow is denoted by fi, the traffic variables related to fi include: the flow rate

qi (vehicles/h or vehicles/min), the average speed vspeed−i (km/h or m/s), the

vehicle density ρi (vhicles/km), the occupancy rate oi (%), the traffic volume

Qi (vehicles/h), etc.

2. Background on Graph Convolutional Neural Networks

The research on graph-structured data in the field of machine learning traces

back to early 2000s [11]–[12]. These early studies mainly fall into the category

of recurrent graph neural network-based model, which results in a great compu-

tational cost and cannot be directly applied in practice [13]–[15]. With the rise

of deep convolutional neural networks (CNNs), certain efforts have been paid

to apply the convolution operation to graph-structured data, which result in

the so-called graph convolutional neural networks (GCNs). These methods can

be roughly divided into two categories, the methods based on aggregated space

node information and the methods based on spectral theory, or alternatively,

the spatial-based methods and the spectral-based methods. Spatial-based meth-

ods inherit ideas from those early studies by aggregating information to define

graph convolutions [12], [16]–[17]. Motivated by the convolution operation of

CNNs on images, they also define graph convolution operation by nodes’ spatial

relations. They mainly convolves the target node’s feature with its neighbors’

features to derive the updated feature for the target node. As the pioneer work

of spatial-based GCNs, Neural Network for Graphs (NN4G) [18] performs graph

convolutions by summing up a target node’s neighborhood features directly. The
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layer node state of NN4G takes the following form:

h(k)
v = f

xvW
(k−1) +

k−1∑
i=1

∑
u∈N(v)

h(k−1)
u Φ(k−1)

 , (1)

where f(·) is an activation function and h
(0)
v = 0. Φ(k−1) is a matrix of learnable

parameters.

For the target node, since the number of its neighbors may vary from none

to tens of thousands, it is impossible to get the full information of its neighbors,

and the full-batch training algorithm for GCNs suffers from the memory overflow

problem. To save memory, GraphSage [19] proposes a batch-training algorithm.

It takes each node as a tree root node and expands the root node’s neighborhood

by K steps with a fixed sample size in a undirected graph.

However, the biggest problem with spatial-based methods is that they need

to update the hidden layer state of all nodes in each layer, which will take up a

lot of memory space. This problem may become fatal in the big data scenario

such as dealing with massive traffic flow data.

On the other hand, spectral-based approaches have a solid mathematical

foundation in the field of graph signal processing [20]–[22]. In most cases, the

concerned graphs are assumed to be undirected, which can be represented by the

corresponding normalized graph Laplacian matrices L. For undirected graph, it

is evident that L ∈ Rn×n is symmetric and positive semi-definite. By eigenvalue

decomposition, the normalized graph Laplacian matrix can be factored as:

L = UΛU>, (2)

where Λ = diag(λ1, · · · , λn) is a diagonal matrix, λi is the eigenvalues of L,

U = [u1, · · · , un] ∈ Rn×n, ui ∈ Rn is the eigenvectors corresponds to eigenvalue

λi, and U>U = In, i.e., the eigenvectors ui, i = 1, · · · , n form an orthonormal

space.

In graph signal processing, assume a graph signal x ∈ Rn is a feature vector

where xi is the value of the ith node. The graph Fourier transform is defined as

x̂ = U>x, and the inverse graph Fourier transform is defined as x = Ux̂. With
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regard to undirected graph G, the spectral graph convolution of graph signal x

with a filter g ∈ Rn is defined as:

x ?G g = U
(
U>x� U>g

)
= U

(
U>g � U>x

)
, (3)

where� denotes the Hadamard product. Further, define the filter gθ = diag
(
U>g

)
,

then the spectral graph convolution can be simplified as x ?G gθ , x ?G g =

UgθU
>.

The differences of existing types of spectral-based convolutional graph neu-

ral networks reflect on the choice and the approximation of the filter gθ. For

instance, in spectral convolutional neural network (Spectral CNN) [23], the filter

is considered as a set of learnable parameters as gθ = Φ
(k)
i,j .

The research and applications of GCNs along with other kinds of graph

neural networks have shown great success in numerous fields. However, for our

concerned congestion recognition problem, there are still several issues need

to be further explored. In spatial-based methods, there is no mathematical

theory to prove that these methods are theoretically feasible. In spectral-based

methods, the convolution operation is normally defined for undirect graph, so

most of the existing methods are not directly applicable for the directed graph-

based data such as the traffic variables related to directed traffic flows.

3. The Framework for Congestion Recognition

The occurrence and the propagation of traffic congestion within the traffic

network is observed by real measured traffic data. Fundamental traffic variables,

such as vehicle speed vspeed, flow rate q, vehicle density ρ, occupancy rate o, are

typically used as indicators to monitor the real-time traffic status and reveal the

congestion. Meanwhile, the statistical indexes such as average traveling time,

average time delay, and number of stops may assist to identify congestion and

evaluate the traffic control performances. The collection and utilization of these

traffic variables are essential for congestion recognition.

In large-scale hybrid traffic network, traffic flows are normally associated

with complex dynamics that can be further categorized into different spatiotem-
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Figure 1: The Framework of Congestion Recognition

poral patterns. The analysis of the real measured traffic data is crucial for

understanding these patterns and further discovering certain traffic features to

achieve pattern recognition. It is worth noting that within the traffic network,

different types of roads associated with different traffic demands, different signal

control levels, and different detection devices provide us with different contents

and formats of traffic data. These multi-sources heterogeneous field data may

create great challenge in data analysis to achieve satisfactory recognition re-

sults. Besides, with the expansion of the traffic network, the amount of field

data dramatically increase and may exceed the computational capacity of the

intelligent transportation system.

To tackle these challenging problems, in this paper, we propose a framework

for real-time traffic congestion recognition in hybrid traffic network. The main

ingredients of the framework include: 1. digraph-based representation of the

traffic network, and 2. sample acquisition, feature extraction and congestion

recognition through graph convolutional network-based model, see the right

side of Fig.1 for illustration.

In this framework, first, we establish a novel digraph-based representation

of the hybrid traffic network. By this representation, the directed traffic flows

within specified road sections are considered as the nodes, and the link from

the upstream node to the downstream one are considered to be directed edges.

More importantly, the correlation degree is defined for the adjacent nodes and
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served as the weight of the edge. It also can be extended to any two reachable

nodes in the same directed path. Meanwhile, the multiple traffic variables of

the concerned traffic flow are collected from the real field data and stored as

the node information. This kind of representation facilitates us to maintain

the fundamental traffic information, and partially decouples the global network

topology from the local traffic characteristics in certain sense.

In the second step, a digraph convolutional network-based learning model

is designed to achieve congestion recognition. Before the training process, we

acquire the traffic samples from the historical database by using the digraph-

based representation. Each sample is concerned with a target traffic flow, and

by considering it as the root node, certain local directed spanning tree can

be generated from the root node regarding the network topology and the dis-

tribution pattern of the target traffic flow. Further, utilizing the correlation

degrees among all nodes in the spanning tree, the traffic information matrix

can be defined to characterize the general effect of traffic distribution. Also,

for the convenience of urban-scale applications, certain node ordering require-

ment and pruning techniques are utilized to retain the basic information and

restrict the size of the samples. In turn, the acquired samples contain diverse

spatiotemporal information, i.e., traffic variables collected in different locations

at different time, which are vital for the training of the learning model. In the

training procedure, the feature extraction is conducted w.r.t. the relevant traf-

fic information matrices of different samples. A new kind of Fourier transform

is introduced which enables us to implement the convolution operation on the

digraph w.r.t. the node information. The convolutional results are further im-

plemented through classifier, and assist to update the weight coefficients, i.e.,

parameters of the learning model. It is worth noting that this learning model is

different from the conventional GCN-based ones since the graph convolution is

proposed for digraph rather than undirected graph. see Fig.1 for illustration.
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4. The Digraph-based Representation of The Hybrid Traffic Network

In this section, several fundamental definitions and characterizations uti-

lized in the framework are proposed. To be specific, the categorization of traffic

state provides the labels of the samples.The digraph-based representation of the

traffic network,along with the definition of correlation degree, describes the dis-

tribution pattern of the traffic flows, and quantifies the essential traffic variables

that collected from the field for the purpose of congestion recognition.

4.1. Categorization of traffic state

It is well conceived that, in general, the spatiotemporal distribution of traffic

flow results in different traffic patterns, and congestion is one of them. Since

vehicles need to know the occurrence or the forming stage of the congestion on

the road ahead, in this paper, we categorize the traffic state into 4 different

classes by using the empirical traffic data, namely, the congested state, conges-

tion formation state, congestion dissipation state, and smooth state. Notice that

the congested state and the smooth state are well perceived by most travelers

and can be considered as the inherent traffic patterns. However, the subjective

feelings of different people regarding the formation and dissipation of the con-

gestion are not the same. Therefore, they are considered to be the transient

traffic patterns, which may help to better describe the variations of the traffic.

It is worth mentioning that due to the different road types and signal control

levels, these traffic states are to be defined w.r.t. specified traffic flow within the

road section, which is either signal-controlled or signal-free. The “percentage of

long-time-waiting vehicles” (p.LTW, %), i.e., the proportion of vehicles in the

upstream section that wait for more than 2 cycle time of the intersection, and

occupancy rate (o, %) are utilized as the indexes w.r.t. the signal-controlled

and signal-free scenarios, respectively, see Table 1.

As Table 1 shows, we cannot judge congestion formation state and congestion

dissipation state in real time. Because both states require continuously increase

or decrease of p.LTW. However, we can mark these traffic states on historical
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Table 1: Categorization of Traffic States

signal-controlled signal-free

(p.LTW, %) (o, %)

Congested state ≥ α% ≥ γ%

Congestion formation state β%↗ α% κ%↗ γ%

Congestion dissipation state α%↘ β% γ%↘ κ%

Smooth state none of the above none of the above

? The symbols ↗ and ↘ mean “continuously increase or decrease”.

? α, β, γ, κ is related to the citywide traffic situation of different cities. We define α = 50%,

β = 10%, γ = 60%, κ = 30% for experiments after consulting the local traffic managers.

data. Therefore, our aim is to find a way that can identify all traffic states in

real time.

4.2. Digraph-based representation of traffic network

For traffic network, it is conventional to utilize an undirected graph to rep-

resent the topology and certain traffic information, where the nodes represent

the intersections, the edges represent the road sections, and the related traffic

information such as the distance, average speed, traffic column, etc. can be

considered as the weights of the corresponding edges.

Normally, most roads in urban traffic network permit two-way traffic, and

the characteristics of the traffic flow in the same road section but with opposite

directions are quite the same, so the aforementioned undirect graph represen-

tation is adequate with the conventional methods. However, it is worth noting

that there still exists one-way street or parallel roads between two intersections,

and the phenomenon of tidal traffic are frequently occurred in urban traffic

network. In these scenarios, the undirected graph representation of the traffic

network will not suffice. More importantly, as stated in 4.1, we aim to recognize

the congestion that occurs on the road section rather than at the intersection

according to collected data regarding the traffic flow. It is evident that the

traffic flow and its distribution is directed, so it is possible to alternate the con-

ventional undirected graph-based traffic network representation by considering
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the traffic flow within a road section as the node and using the directed edge to

indicate the distribution of the traffic flows.

f1

f4

f3f5

f10f2

f9 f11

f7

f6 f8

(a)

v1v2 v3v9

v4v10 v5

v7v11
v6

v8

(b)

Figure 2: A Sample of Digraph Representation

Example 1. Consider a sample road network illustrated in Fig.2(a). The traffic

flows within the network are labeled from f1 to f11. It is assumed that at the

intersections, the vehicles are permitted to go straight, turn left or right, but

not permitted to turn around. In Fig.2(b), the digraph-based representation of

the sample road network is given. In this digraph, node vi corresponds to traffic

flow fi, and the directed edge represents the permitted direction of traffic flow

distribution so that the upstream and downstream relation of different traffic

flows are explicitly exhibited. Also, the direct edges implicitly indicate the

intersections between relevant road sections which may be signal-controlled or

signal-free. �

The aforementioned digraph-based representation is initialized w.r.t. the

distribution pattern of the traffic flow, and it partially decouples the local traffic

information from the global network topology, so that we can focus ourselves

to the collected field data such as flow rate, average speed and occupancy rate,

and consider them as the high-dimensional node information. The digraph-

based representation also unifies different types of roads with different signal

control levels in the traffic network, such as the signal-controlled or signal-free

road, one-way street, elevated road and the ramp metering expressway. The

inconvenience caused by using the undirected graph such as the parallel roads

or the phenomena of tidal traffic is released.
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In the next subsections, we complete the digraph-based representation by

quantifying the correlation degrees of the successive traffic flows and defining

them as the weights of the directed edges. In turn, both node information and

edge information of the digraph contain essential traffic variables and indexes.

4.3. Definition of correlation degree

In this subsection, we define the correlation degree of the successive traffic

flows. It is worth noting that in the digraph-based representation, the directions

of the edges exhibit the distribution pattern of traffic flows, and the correlation

degrees will further characterize the influence strength between the traffic flows.

For simplicity, consider the upstream traffic flow fi and downstream one fj . We

denote di,j as the correlation degree of fj w.r.t. fi, and use it as the weight of

the directed edge ei,j , i.e., ai,j = di,j .

Besides, it is well conceived that the signal control level of the intersection

between adjacent road sections definitely effects the correlation degree of the

successive traffic flows. Correspondingly, the correlation degree is defined for

the signal-control and signal-free intersections as d
sig
i,j and d

n-sig
i,j , respectively.

Signal-free case

When there is no signal-control intervention between traffic flows fi and fj ,

the real-time correlation degree is defined as follows,

d
n-sig
i,j = (1− |∆qi −∆qi→j |

Ci,j
) · δ (4)

where qi and qi→j are the flow rates, ∆qi and ∆qi→j denotes the variations of

the flow rates within the unit time forward from the current moment, and Ci,j

is the maximum admissible increment of traffic volume that allows to transfer

from fi to fj within the unit time. δ stands for the environmental impact factor,

0 < δ < 1.

Signal-controlled case

When fi and fj are connected by a signal-controlled intersection, the real-

time correlation degree is defined for the successive traffic flows that have the

r.o.w. during the whole signal cycle. For simplicity, assume the time of the
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corresponding green phase is [0, Tg], and the average time to empty the waiting

vehicle queue is T , then

d
sig
i,j =


d̃i,j if t ∈ [0, Tg], t ≥ T
t
T d̃i,j if t ∈ [0, Tg], t < T

0 if t /∈ [0, Tg]

(5)

where t is the current time, d̃i,j denotes the correlation degree calculated by

(4), i.e., by considering fi and fj as the free flows without signal-control. This

indicates the fact that the effect of signal control period on the correlation degree

must be taken into consideration for the signal-controlled case.

The correlation degree can be further extended to more general case where

the traffic flows are not adjacent. As a matter of fact, it is natural to recognize

the upstream traffic flow is always distributed through multi-level of sections.

Consider traffic flow fi and fj with the corresponding nodes vi and vj in

digraph D. If vj is reachable from vi, then there exists at least one direct path

from vi to vj . For convenience, denote all possible paths as p(1), · · · , p(n), then

along the path p(k), k ∈ {1, · · · , n}, the correlation degree of fi and fj is defined

as follows,

d
(k)
i,j = di,i+1di+1,i+2 · · · dj−1,j , (6)

where p(k) = (i, i + 1, · · · , j − 1, j). Consequently, the correlation degree of fi

and fj is defined as the maximal correlation degree considering all the possible

paths, i.e.,

di,j = max{d(1)i,j , · · · d
(n)
i,j }. (7)

Where we use the max function instead of the sum function. Because for each

vehicle traveling from the starting point to the end point, it is impossible for

this vehicle to reach the target through multiple paths at the same time on the

same trip.

It is quite evident that due to the digraph-based representation and the def-

inition of correlation degree, the distribution pattern and the influence strength

among traffic flows, either they are adjacent or not, are appropriately charac-

terized.
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5. The Digraph Convolutional Network-based Learning Model

In this section, we elaborate the design and implementation of the Directed

Graph Convolutional Neural Network (DGCN) learning model to tackle the

congestion recognition problem. First, we collect traffic samples from the traffic

network data. Each sample is acquired by generating a local spanning trees

with a specified traffic flow as the root node. The digraph-based representation

of the sample contains the relevant traffic variables of each node, and exhibits

the distribution pattern and the influence of the concerned traffic flow. The

current state w.r.t. this specified traffic flow is also labeled with the sample.

Second, we extract graph features from each sample. In particular, to proceed

with these digraph-structured data, a new kind of diagonalization technique

is proposed w.r.t. the traffic information matrix of each sample, and a new

type of graph Fourier transform is defined accordingly. This distinguishes the

proposed method from the conventional methods which are only applicable for

the undirected graph. And finally, the structure and the implementation of

the DGCN learning model is provided. During the training procedure, the

labeled samples are used as the input, and the output of the model is processed

through a multi-class classification problem, under which the model parameters

are updated. After training, the learning model is capable to tackle the traffic

state classification problem, and thus the congestion recognition is achieved.

5.1. Samples acquisition by local spanning tree generation

Although the whole urban traffic network and the collected traffic data can

be thoroughly represented by a digraph D, considering the endless extension of

the transportation network, it is impractical to adopt the digraph-based data of

the whole network as samples to train the learning model. Also, as previously

mentioned, we focus ourselves on the recognition of congestions that occurred

on the road sections. To this end, we realize that the traffic flow within the

section contains almost all the useful information for congestion recognition,

e.g., the traffic variables and the effect of distribution. So it is possible for us

to acquire samples w.r.t. certain traffic flows in a small traffic area.
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To be specific, for the traffic network represented by digraph D, by selecting

a target node vr as the root, it is possible to generate a spanning tree T that

includes all reachable nodes from vr. In particular, since there may exist more

than one directed path from vr to other nodes, the formation of the spanning

tree is not unique. To better exhibit the effects of traffic flow distribution

w.r.t. the root node, for node vj in T , j 6= r, its parent node is defined as the

predecessor node along the directed path under which vj achieves its correlation

degree w.r.t. vr, see Eq.(7) and the following example for illustration.

More importantly, to confine the size of the sample, a sub-spanning tree Ts
can be further derived under two predefined parameters N and K, where N is

the number of nodes and K is the number of layers in Ts. For convenience, the

child nodes with the same parent node are arranged from left to right according

to the correlation degree w.r.t. the parent node. See the following example.
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Figure 3: A Traffic Control Area

Example 2. Consider a small traffic control area represented by the digraph

in Fig.3(a). To acquire a sample, we first select a target node, namely, v1, and

consider it as the root node. By traversing all nodes in the digraph, we realize all

nodes are reachable from v1, and apparently, there may be more than one direct

path from v1 to other nodes, e.g., for node v4, there exist three directed paths

(v1, v4), (v1, v2, v6, v4) and (v1, v3, v7, v4). In this case, as defined in Eq.(7), the

correlation degree of v4 w.r.t. v1 is 0.32 according to the path (v1, v2, v6, v4), so

that v4 is considered to be the child node of v6 rather than v1 or v7. In turn, a

spanning tree with node v1 as the root can be generated, c.f. Fig.3(b). Finally,
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we empirically determine the parameters N = 6 and K = 3, and it yields a

sub-spanning tree as in Fig.3(c).

Notice that the nodes in the sub-spanning tree are with the highest cor-

relation degree under the constraints of N and K. However, some nodes with

higher correlation degree are discarded, e.g., v10 is not included in Fig.3(c). The

trade-off between the sample size and sample efficiency will be further discussed

based on the experimental results in Section 6. �

5.2. Feature extraction of traffic information matrix

Based on diagraph-based representation, each sample can be denoted by

Ts = {V, E ,A}, where |V| = N . For simplicity, rename all nodes in sub-spanning

tree Ts from v̄1 (the root node) to v̄N according to their appearance order from

layer 1 to layer K. It can be realized that in Ts, the correlation degree of

any pair of nodes satisfies di,j ∈ (0, 1] if there is a directed path from v̄i to

v̄j , otherwise di,j = 0. Then define a new kind of correlation degree matrix

Mc = [mi,j ] ∈ RN×N , where mi,j = di,j . Notice that Mc is in the upper

triangular form where all diagonal elements are 0. Furthermore, define the

degree matrix Dc = diag[di] ∈ RN×N , where di =
∑N
j=1 di,j , and the traffic

information matrix Tc = Dc−Mc. It is worth noting that the traffic information

matrix is in the form of the Laplacian matrix of D.

For the defined traffic information matrix Tc, along with the correlation de-

gree matrix Mc and degree matrix Dc, it is evident Tc is also an upper-triangular

matrix with diagonal elements being di. It is easy to show that eigenvalues of

Tc satisfy λi = di, i = 1, · · · , N , since the characteristic polynomial of Tc is

p(λ) = (λ− d1)(λ− d1) · · · (λ− dN ).

However, since Tc is not a symmetric matrix, it is not possible to use eigen-

value decomposition-based method to extract feature vectors as introduced in

Section 2 w.r.t. traffic information matrix Tc.

Inspired by the recent works on graph convolution w.r.t. digraph-based

data and graph Fourier transform w.r.t. digraph [24]–[26], we implement the
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decomposition w.r.t. traffic information matrix Tc in the following form,

Tc = V DcV
−1 (8)

where the invertible matrix V ∈ RN×N is in upper triangular form, and it can

be numerically solved under the following formula,

vi,j = 1, 1 ≤ j ≤ N, i = 1

vi,j = 0, j < i, 2 ≤ i ≤ N
k∑

j=i+1

ti,jvj,k = (tk,k − ti,i)vi,k, 1 ≤ i < k

(9)

where vi,j and ti,j are elements of V and Tc, respectively.

It is known that the graph feature relies on the vectors of the invertible

matrix V , so V is referred to as the graph feature matrix. The existence of V

guarantees us to define a new kind of graph Fourier transform pair x̂ = V −1x

and x = V x̂, and the graph convolution operation holds.

Example 3. Consider the sample exhibited in Fig.3(c). We rename the

nodes v1, v5, v2, v9, v8, v6 as v̄1, v̄2, · · · , v̄6. Then the correlation degree matrix,

degree matrix and traffic information matrix are given as follows,

Mc =



0 0.9 0.8 0.81 0.72 0.64

0 0 0 0.9 0 0

0 0 0 0 0.9 0.8

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0


,

Dc = diag([3.87, 0.9, 1.7, 0, 0, 0]),

Tc =



3.87 −0.9 −0.8 −0.81 −0.72 −0.64

0 0.9 0 −0.9 0 0

0 0 1.7 0 −0.9 −0.8

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0


.
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According to eq.(9), the invertible matrix V can be numerically solved as

follows,

V =



1 1 1 1 1 1

0 3.3 0 2.2632 0 0

0 0 2.7125 0 1.7917 1.7917

0 0 0 2.2632 0 0

0 0 0 0 3.3843 0

0 0 0 0 0 3.8073


.

It can be verified that V satisfies eq.(8). �

5.3. DGCN model

In this subsection, we elaborate the traffic digraph convolutional neural net-

work (DGCN)-based learning model. The architecture of DGCN learning model

and DGCN layer is exhibited in Fig.4.

GF-input NF-input

DGCN 1st layer

DGCN lth layer

Classifier

V −1 H

Graph Conv.

Feature Mat.

...

DGCN layer

Figure 4: The DGCN Learning Model

As shown in Fig.4, the learning model is built by multiple DGCN layers.

The input of each layer consists of the graph feature matrix, which is defined

in the last section, and the matrix H(l−1) regarding the node feature, which

satisfies

H(l) = σ
(
V −1H(l−1)W (l)

)
, (10)

where l is the layer index, l = 1, · · · , k, N is the number of nodes in the sub-

spanning tree-based sample, V ∈ RN×N , H(0) = X, X is the node feature

matrix of the sample, H(l−1) ∈ RN×fl−1 , fl−1 is the dimension of the node

feature as the number of the input channels, fl is the dimension of the node

feature as the number of the output channels, W l ∈ Rfl−1×fl contains the
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trainable parameters in the lth layer, and σ(·) represents the sigmoid function

for a nonlinear model.

For classification problem, denote the output, i.e., the extracted features,

of the lth layer by F (l) = H(l) ∈ RN×fl . According to softmax function and

cross-entropy loss for multi-class classification problem, in the classifier layer,

Pj =
eaj∑4
k=1 e

ak
, ak = θ>k f

(l), j = 1, · · · , 4,

L = −
4∑
j=1

Sj log(Pj),

(11)

where Pj is the probability that the output belongs to class Sj , Sj denotes the

true class label, Ŝj denotes the estimated class label, f (l) = vec(F (l)) ∈ R`,

` = N × l, θk ∈ R` are model parameters to be trained, k = 1, · · · , 4. and L is

the cross-entropy loss.

The training of DGCN learning model is given in Algorithm 1, and the basic

procedures are summarized as follows. In the beginning, hyperparameters are

randomly initialized. The graph feature matrix and node feature matrix are

used as the input in order to proceed graph signals of different minibatch size

. Then the error estimation is performed between the output of estimated class

label and true label, meanwhile, the hyperparameters of the model are optimized

for each epochs in the gradient descent manner.

The DGCN learning model is capable to autonomously discover and iter-

atively learn a filter with universal significance. In turn, the DGCN learning

model can acquire the graph features related to congestion from different graph

samples represented by different graph structures, i.e., the model can tackle the

different distribution patterns and correlation dependence of the traffic flows.

The model also provides us an alternative convolutional operation for digraph-

based data, by with the local graph features combined with the node information

jointly describe the traffic congestion information.
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Algorithm 1: Training of DGCN Learning Model

Input: Graph Feature GF , Node Feature NF , Traffic State S

Output: Fixed Model Hyperparameters W

1 for each pair (< GFi, NFi >, Si) of input, do

2 for l < k (the maximal layer number), do

3 Find the best hidden layer output H(l) w.r.t. < GFi, NFi >,

4 l = l + 1.

5 end

6 Calculate the overall model output Ŝi = H(k), find the error

ei = Si − Ŝi,

7 if |ei| > emin, then

8 Define the error function E(< GFi, NFi >) = −
∑4
j=1 Sj log(Pj).

9 Adjust the weights by W+
i = Wi −∆, ∆ = η ∂E(<GFi,NFi>)

∂Wi
.

10 if |∆| ≥ δmin, then

11 return step 1,

12 else

13 break

14 end

15 end

16 end

6. Experiments

6.1. Experiment Setting

Dataset: The traffic network under investigation covers the area of Longx-

iangqiao, Hangzhou, China. This area contains 1538 directed road sections

which are the used to construct training data samples in different geographic

locations. Based on the road centerline data, the network diagram is illustrated

in Fig.5(a).

The dataset contains the multi-source traffic data collected by about 9000

taxis in Hangzhou within half month (Sept. 18th – Oct. 2nd, 2017). The GPS
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(a) Road Network & GPS Data (b) Potision of Singal Lamps

(c) Potision of Traffic Dectors (d) Congestion Heatmap

Figure 5: Original Traffic Data

data are uploaded by taxi every 40 seconds on average, and the average daily

records from all taxis are more than 10 millions pieces. As an example, Fig.5(b)

shows all signal lamps in this road network, which can provide signal start time,

signal period and other signal related parameters. Fig.5(c) shows the position

of cameras in the road network, which generate traffic data that is used to assist

in the calculation of traffic parameters. Fig.5(a) & 5(d) illustrates the collected

GPS data and the real-time road congestion status during 8:00 AM to 8:01 AM

on Sept. 18th, 2017.

Data Preprocessing: At first, Map matching method[27] is used to map

the low-sampling raw GPS data to the road segment and generate the driving

trajectory of each taxi. Then carry out data cleaning: removing the trajectory

data beyond the experimental road network. Then the road occupancy rate is

estimated by the proportion of vehicles waiting at the intersection (in this data
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set, vehicles with a resting time of more than 120s are selected). Traffic detectors

collect the flow data directly, and the roads without those static detectors pass

the weighted statistics to estimate the road traffic flow of the vehicles passing

by during the time interval. The average traveling speed of all vehicles passing

through the road within the time period is calculated to obtain the average

speed of road sections. The traffic flow data of one road segment is shown in

Fig.6(a). Then according to the transient traffic patterns defined in subsection

4.1 of the article, we calculate the historical data label, as an example shown

in Fig.6(b). Finally, according to the sample acquisition method introduced in

subsection 5.1, we obtain about 6000,000 samples.

(a) Traffic Characteristic Parameters

(b) Traffic States

Figure 6: Experimental Data

In the experiments, we divide these sample data into training dataset and

test dataset at a ratio of 3: 1. For the training dataset, 25% data are used as

training data, and 75% are used as validation data.

Comparison Methods: To verify the effectiveness of the proposed frame-
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work, and to evaluate the performance of the proposed learning model, three

types of experiments are performed.

First, series of experiments are conducted by using the proposed DGCN

learning model but with different sample parameters, i.e., K, N and LN . This

type of experiments show the effects of sample parameters of the proposed

method.

Second, our proposed method is compared with some classic neural network-

based learning methods. This type of experiments provides a comprehensive

comparison of DGCN with the well-known neural networks such as full-connect

neural network, original CNN, multi-CNN[28], DCRNN[29], FCL-NET[30] and

ST-ResNet[31].

Third, the DGCN model is compared with some state-of-the-art graph con-

volutional network-based models and their variants [32]–[36]. This type of ex-

periments show the advantages of the extension of convolution operation on

digraphs.

Performance Evaluation Indexes: Consider that the congestion recog-

nition is in fact converted into traffic state classification, in this scenario, to

evaluate the performances of different methods with their variants, the macro-

averaging based evaluation indexes “Accuracy”, “Precision”, “Recall” and “F-

Measure” (F1-score) are used for this multi-class classification problem. If the

positive sample is P and the negative sample is N , then these indexes can be

calculated as follows:



Precision =
TP

TP + FP
,

Recall =
TP

TP + FN
,

Accuracy =
TP + TN

P +N
,

F −Measure =
2

(1/Precision) + (1/Recall)
,

(12)

where TP stands that the true value of the positive sample is the same as the

predicted value, TN means that the true value of the positive sample is different
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from the predicted value, FP stands that the true value of the negative sample

is the same as the predicted value, and FN means that the true value of the

negative sample is different from the predicted value.

It can be seen from Eq.(12) that the four indicators have a mutually re-

strictive relationship, especially when the data samples are unbalanced. For

example, most of the time in a road is in smooth state, and congestion gener-

ally only occurs during morning and evening rush hours. When the model is

not trained and may fully predict that the samples are in smooth state, it still

has high precision, but other indicators are low. Therefore, our goal is to bal-

ance various indicators and train a better parameter to ensure maximum model

efficiency.

Fixed Parameters: The DGCN learning model is trained by using Adam

optimizer with a learning rate 0.01 for 1024 epochs. The dropout technique is

applied to all feature vectors with the rate 0.5. The channels for each layers in

DGCN model is set to be 30.

6.2. Experimental Results

We compare the proposed model DGCN with some state-of-the-art meth-

ods. These comparisons belong to three categories of tasks: different hyper-

parameters of proposed methods, classic neural network-based methods and

other graph-based semi-supervised methods, as Tab. 2 shows.

Effects of Different Hyper-parameters

As mentioned in subsection 5.1, the hyper-parameters N and K need to be

manually specified in sample collection procedure. Recall that N limits the total

number of nodes in the sub-spanning tree which in turn determines the size of

the sample, and K specifies the maximum depth of the sub-spanning tree that

partially reflects the influence of the target traffic flow. The changing of N and

K obviously alters the sub-spanning tree generated from the same root node, so

that the resulting samples are different. Besides, different layer numbers LN ,

may also have a huge influence on the experimental results. With the proposed

DGCN learning model, samples with different K, N and LN are used, and the
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Table 2: The Comparison of Experimental Results

Accuracy(%) Precision(%) Recall(%) Fmeasure(%)

DGCN(K=2,N=2,LN=1) 82.42 89.60 76.35 82.48

DGCN(K=2,N=4,LN=1) 82.52 88.62 77.92 82.68

DGCN(K=4,N=4,LN=1) 82.41 89.01 76.98 82.42

DGCN(K=4,N=8,LN=1) 76.19 87.21 68.15 76.51

DGCN(K=2,N=4,LN=2) 82.01 89.97 76.06 82.61

DGCN(K=2,N=4,LN=5) 76.39 89.24 68.29 76.53

FULL CONNECT 69.65 91.05 56.25 71.03

CNN 67.45 67.85 66.95 67.56

multi-CNN [28] 72.48 77.55 72.96 72.64

DCRNN [29] 79.65 86.03 73.98 78.21

FCL-NET [30] 77.05 83.98 74.93 77.02

ST-ResNet [31] 73.55 79.32 74.97 74.76

GCN [32] 73.56 82.65 66.90 73.81

GCNMR [33] 80.05 86.72 74.08 80.01

expanded-GCN [34] 81.98 88.13 76.80 82.00

DMVST [35] 79.21 85.09 74.01 79.01

Graph WaveNet [36] 80.99 87.78 75.05 80.95

DGCN(Dis-Mat) 81.65 90.21 74.10 81.41

experimental results are shown in Fig.7(a)– Fig.7(d).

For the proposed DGCN-based method, it can be recognized that the general

performance is not closely related to the pre-set parameters when they are small.

For instance, with the same number of layers, the Accuracy and the F-measure

of the first three combination of other hyper-parameters, i.e., K = 2, N = 2 or

K = 2, N = 4 or K = 4, N = 4, are nearly the same, and the results of Precision

and Recall are somehow contradictive as is well known in the classification

problems. However, when the values of K and N are chosen to be large, e.g.

K = 4, N = 8, there’s a significant decrease in system performance.

These facts mainly related to the characteristics of the original traffic data

and the correlation degrees which are calculated based on these data. Indeed,

it can be recognized that there are much more ground roads in the urban traffic
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(a) accuracy (b) Precision

(c) Recall (d) F-measure

Figure 7: Performance w.r.t. Sample Parameters

network compared with elevated roads, urban expressway, etc., so the data

collected from the ground roads dominate the dataset. Meanwhile, a big number

of the ground roads are signal-controlled, so the correlation degree between the

adjacent upstream and downstream traffic flows is not high. When the traffic

flows are distant, i.e., when large K is chosen, the correlation degree of the

downstream traffic flow w.r.t. the target one will dramatically decrease. Also,

when largeN is chosen, one may introduce quite a few number of “virtual nodes”

with the correlation degree of 0 in the generation of sub-spanning tree. In these

circumstances, the correlation degree matrix, and thus the traffic information

matrix, can not appropriately reflects the inherent relations among traffic flows,

and the sample quality is degenerated. Particularly, the introduction of “virtual

node” significantly weakens the effectiveness of the proposed method, c.f. the
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case of K = 4, N = 8.

Moreover, it can be intuitively observed that the best performance achieves

for the case K = 2, N = 4, see Fig.7(a) and Fig.7(d) for instance. We see that

when K = 2, N = 2 or K = 4, N = 4, the resulting sub-spanning tree is merely

a chaingraph, which contains less distribution pattern of traffic flows than the

case K = 2, N = 4. From this perspective, it is necessary to balance the size and

the ratio of N and K, so that the number of concerned downstream traffic flows

and the distribution pattern w.r.t. the target traffic flow can be fully recovered

in the sample, and the inherent relation of different traffic flows can be better

characterized.

At the same time, when K and N are the same, it can be observed that

the performance of the neural network does not increase with the deepening of

the model depth, but has a greater decline. This may be because the spectral

domain graph convolutional neural network can effectively filter a large number

of features and simplify the data in the form of self-learning filters. However,

as the number of network layers deepens, that is, superimposing different fil-

ters, some key features will also be affected. Abandon, eventually leading to a

decrease in the accuracy of the experimental results.

Comparison with classic neural network-based methods

We compare our method with three methods which are based on classic

neural networks (neural networks with non-graph structure input data), namely,

the fully-connected neural network, CNN, multi-CNN, DCRNN, FCL-NET and

ST-ResNet. Since the mechanism and network structure of these NN-based

methods are different, it is necessary to meet the uniformity requirement of the

input data as much as possible.

In the experiments, all samples for the proposed DGCN are further pro-

ceeded for other neural networks. For each sample, all nodes in the sub-spanning

tree are sorted in the deceasing order according to their correlation degrees w.r.t.

the root node. Consequently, a new node information sequence can be formu-

lated, where each node contains the relevant traffic variables, such as speed

(s), flow rate (f), occupancy rate (o), etc., and the traffic state defined for the
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sample is inherited as the label for the sequence. To clarify this node informa-

tion sequence from the sub-spanning tree, we denote it by (n1, · · · , nN ), where

ni contains the traffic information (si, fi, oi). The node information sequences

along with its label will serve as the training data for the comparative NN-based

methods.

For the fully-connected neural network, it is convenient to use the node

information sequences with labels as the training data to achieve the classifi-

cation task in a supervised learning manner. In other CNN-based methods, a

1-dimensional convolution kernel of size 1 × a, a < N , is used to perform con-

volution operation w.r.t. the node information sequence, and once again, the

softmax layer is utilized in the network architecture to achieve classification.

For the proposed DGCN-based method and the aforementioned six kinds

of classic neural network-based methods, the comparative results are shown in

Fig.8(a)–Fig.8(d).

It is evident that DGCN-based method outperforms all other six classic

neural network-based methods in almost all the performance indexes except

the Precision, see the red line in all figures. The improvement of DGCN-based

method is mainly attributed to its utilization of the graph feature. Notice that

the samples and the graph convolution operation in DGCN-based method both

preserve the topological information of road network and explore the inherent

spatial distribution pattern of the traffic flows. Other neural network-based

methods, however, highly likely to exclude the spatial information when con-

verting the sub-spanning tree-based sample into the node information sequence,

which makes the relevant neural network-based methods unable to learn the

graph feature of the road network comprehensively.

Comparison with other graph convolutional network-based methods

We compare our method with one original graph convolutional network-

based method and four state-of-the-art graph convolutional network-based meth-

ods, i.e., reg-GCN, the expended-GCN, GCNMR and DMVST c.f. [32]–[34].

At first, the comparison between distance-based input matrix and the input

matrix we defined in subsection 5.2 was given: DGCN and DGCN(Dis-Mat) in
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(a) Aurccacy (b) Precision

(c) Recall (d) F-measure

Figure 8: Different NN-based Methods

Fig. 9. It is clear that the newly defined matrix have a better performance

because the matrix could represent the correlation-based matrices on graph

more accurate, whereas distance-based matrices cannot describe the changes of

dynamic traffic flow in the road network.

Besides, it is clear that the DGCN-based method achieves the best perfor-

mance w.r.t. all evaluation indexes, see the red line in all figures. Compared

with other graph convolutional network-based methods, one distinct feature of

the DGCN-based method is that it is proposed to tackle the digraph-structured

data rather than undirected graph-structured data. In this scenario, the defined

traffic information matrix is not symmetric anymore, and the feature extraction

is different from the existing one. As for the comparison of expanded-GCN,

this model uses the digraph-structured data. However, the performance of it
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(a) Aurccacy (b) Precision

(c) Recall (d) F-measure

Figure 9: Different NN-based Methods

still slightly lower than our method. This mainly because that model does not

consider the relationship of multiple types of road sections under the three-

dimensional road network structure, but only focuses on the relationship be-

tween urban ground roads.

Notice that the utilization of digraph-based representation can better char-

acterize the traffic flow distribution pattern than the undirected graph-based

one, especially for the traffic pattern such as the tidal phenomena.

7. Conclusion

In this paper, we propose a novel machine learning-based framework for

traffic congestion recognition. The framework is established by traffic big data

analysis methods and graph convolutional network techniques, and is particu-
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larly suitable for the exploitation of large volume of vehicular data to assist the

V2X-based traffic services. In this framework, We first establish a novel digraph-

based representation of the hybrid urban traffic network, so that different kinds

of traffic data such as the correlation of related traffic flows and the fundamental

traffic variables can be integrated. Then we provide a Directed Graph Convo-

lutional Neural Network (DGCN)-based learning model to achieve traffic state

classification and congestion recognition, including a spanning tree generation

technique to acquire samples from the original traffic data. In particular, to uti-

lize the digraph-based samples, a new type of graph feature extraction method

is introduced and the graph Fourier transform is defined accordingly. In turn,

the graph features and node information jointly capture the traffic congestion

features. Extensive experiments are conducted, and the comparative results

with other methods demonstrate the advantages of the proposed framework.
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