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Abstract: 

Fire-fighting robot is still one of the fields in robotic 

competitions held these days. This paper is aimed to see 

the implementation of the Markov Decision Planning 

(MDP) problem in a fire-fighting robot's navigation. The 

MDP algorithm evolves planning of the actions the robot 

should take according to the policy. This planning is 

mapped into a grid map. Yet in the implementation, this 

planning is applied in a continuous map. Using a fire­

fighting robot the succession of this planning 

implementation is undertaken. The result shows that the 

implementation of grid mapped in a continuous map 

yields significant impacts that lead the MDP to be able to 

solve the limitation of wall following algorithm. This 

algorithm is also applied in the real autonomous mobile 

robot. 

1. INTRODlJCTION 

Fire-fighting robots are still considered as one of the 
competed fields in robotic competitions. They are developed 
for finding the fires and then fighting them. Fire-fighting 
robot in our nowadays world is an autonomous mobile robot 
that should have its own control mechanism. It is including 
the control upon some certain constraints such as wheel 
slippage and rotation as we mentioned above. With precise 
calculation of the control mechanism robots is desired to 
perfonn any given task smoothly [I] . 

In fact, the desired ideal performances are way too far. 
Robot often experiences several errors during their path to 
complete the task. Robot needs to have the required 
intelligence in order to complete any given tasks. Robot has 
to be able to know where it is or localize where it is before it 
does the navigation process to find the right path. It has to be 
able to alleviate the uncertainty that caused by the 
environment surrounded, avoid any collision, and also 
minimize the internal as well as the external errors that may 
occur [2] [3]. 

Some robots are also failed to survive from experiencing 
slippage while some others are failed to precisely rotate, etc. 
[4]. Yet, autonomous mobile robots are expected to have 
robust navigation system as its main prerequisite to be called 
"autonomous". The ability to navigate its self includes motion 
and path planning as well as obstacle avoidance given the 
built map as its environment. In addition, the inevitable 

uncertainty during robot's maneuver is demanded to be 
minimized. These uncertainties lead to the robot's 
localization problem which is the most common problems in 
robotics. In this work, we program the robot using probability 
approach to deal with the uncertainty explicitly. 

To provide control the robot's movement is modelled by 
means of MOP problem. The MOP solver algorithm is then 
performed to help the robot find the fastest path by mapping 
the actions robot should take to each state. The purpose of this 
experiment is to implement the MOP algorithm with grid map 
into a continuous provided by V -Rep simulator for fire­
fighting robot. 

Some literatures contain various investigations about 
MOP. Similar to our work, the work of [4] also investigates 

the involvement of both discrete and continuous state 
variables and actions in a certain environment. The [4] 
experiment constructed the approximations to the optimal 
policy by importance sampling. Other than that, [5] purposes 
the qualitative and qualitatively enriched MOP algorithm. [5] 
reduced the problem to quadratic programming problem and 
then solves it using some SMT solvers. [6] also applied the 
similar MOP approach to motion planning for a mobile 
service robot. Their approach involves the method to specify 
tasks and synthesize cost-optimal policies using co-safe linear 
temporal logic. 

The rest of the paper is organized as follow. In section 2, 
the basic of MOP is discussed briefly. It is followed by the 
introduction of the other implemented algorithms. In section 
3 the detail of the experiment methodology is explained. In 
section 4 the experiment and result is elucidated and it is 
closured with a precise conclusion in section 5. 

2.BACKGROlJND 

An important task for fighting robot is to find the fire and 
stop the spreading of fire as soon as possible. The task is 
modelled by MOP. The following paragraph shows the brief 
explanation about MOP. 

MDP 

MOP is commonly defined by several set of elements 
(5, A, T, R, y) where 5 is the set of state s, A is the set of 
action a. As the agent performs an action, the probability of 
moving from state 5 to the new state 5

' can be determined 



by a conditional probability function Tss'(s, a,s') = 

P(St+l = s'lSt = s). The last two components, R, y, denote 
reward function, and discount factors, respectively. The 

discount factor value is defined as y E (0,1) to avoid the 
infinite value. 

Table 1. Value Iteration for Arbitrary Case [7] 

I: Algorithm MDP _ value_iterationO: 
2: for i = 1 to N do 
3: V(xa = rmin 
4: endfor 
5: 

6: 

repeat until convergence 

for all x 
7: Vex) = ymax[r(x,u) + fV(x')p(x' lu,x)dx'] 

8: endfor 
9: endrepeat 

10: return V 

u 

MDP assumes that the state of the environment is fully 
known at all times. To fmd the best action (path) that leads 
the agent into the target, the agent computes a mapping from 
states to actions. Every policy for action selection, as 
expressed in Equation (I) is determined by the value function 
that will measure the cumulative discounted future payoff. 
The selected action is based on the optImum value functIOn. 

Equation (2) shows the expected cumulative payoff. 

(1) 

(2) 

Value iteration is one of the MDPs algorithm to find the 
control policies. At the beginning, the value function is set to 

minimum value (rmin) and then calculated recursively for 
increasing horizon. Equation (3) and (4) show the value 
function and the policy at any point in time, respectively. 

V(X) f-ym;x [r(x,u) + J V(X')p(x'lu,X)dX'] (3) 

n(x) f- argm;x [r(x,u) + J V(X')P(X'IU,X)dX'] (4) 

Table II. Discrete value iteration for Finite Case [7] 

I: Algorithm MDP _discrete_ value_iterationO: 
2: for i = 1 to N do 
3: V(xa = rmin 
4: endfor 
5: repeat until convergence 

6: for i = 1 to N do 

7: V(xJ = Y max[r(xi'u) + Lj�l V(Xj)p(Xj lu,xJ] 
u 

8: endfor 
9: endrepeat 

10: return V 

The value iteration can be implemented on two different kind 
of states, I.e. arbitrary and finite states. For arbItrary case, the 
value function and the policy can be calculated using the 
above two equatIOns. Meanwhile, for finite states, the 
mathematic notation "integral" on equation (3) and (4) is 
replaced by "sum" notation. Table I, II, and III depict the 
algorithm for arbitrary, finite states, and the policy, 

respectively. 

Table III. Algorithm Policy [7] 

1: Algorithm Policy(x, V): 
2: return argmax[r(x, u) + Lj�l V(Xj)p(Xj lu,xa] 
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Reward function 

At the beginning, reward function is defined as follows: 

{-0.2 If s is not a fire source 
Rs = 

+ 1 If s is a fire source 
(5) 

The objective of this function is to distinguish the target state 
from another states. 

3. METHODOLOGY 

This experiment involves a map as seen in the Figure I. 
The map is made up of four rooms which each of them has its 
own terminal point or checkpoint. These points are where the 
robot has to start observe the inside of the room whether the 
fire source exists or not, using the vision sensor attached to its 
rigid body. The robot is placed on a given initial position that 
is defined before the run time as well as the position of the 
fire source. MDP is executed before robot taking any action. 
Initially, each cell is set to the minimum reward value, i.e. -
0.2, as shown in Figure 2. 

Figure l. Continuous map on V-Rep simulator. Green areas 
represent the rooms while the rest is corridor. 

The output of MDP is arrows which represent each 
direction as actions the robot would take, as can be seen in 
Figure 3. The action map is drawn on a grid map on planning 
level. The planning is executed on the simulator map by 



converting the discrete grid map into the continuous map on 
V-Rep simulator. The conversion is done manually by setting 
the range of displacement. 

Figure 2. AI-Fath Robot 

In this experiment, the positions of fire source are varied 
into three scenarios. In the first scenario, the fire source is 
placed in room 3 and the robot initial position is defmed on a 
spot near room 3 as shown in the Figure 1. The robot has to 
'build' its own action map according to the value iteration and 
the policy. Moreover, the robot does not observe all of the 
rooms at one time. Firstly, the robot is directed to its nearest 
room, i.e. room 3. It maps the action through MOP 
mechanism then executes it. Once the robot reaches the 
terminal point of the room, robot does actions to observe all 
inside the room to see if there is any fire source. There is only 
one fire source is placed in each scenario, thus, once the robot 
finds the fire source, the simulation is terminated. But if there 
is not any fire source, then the robot starts the MOP over again 
to obtain its expedition to the next rooms. This sequence 
continues until the fire source is found. The same process 
goes for the other scenarios, i.e. scenario 2 and 3 which places 
the fire source in room 2 and I, respectively. 

T bl IV H d a e ar ware S ·fi r ,peCl lca IOn 

Hardware Number Usage 

Atmel AT-MEGA 2560 I Main processor 

Atmel AT-MEGA 8 2 Slave processor 

TGS2600 2 Odor Sensor 

CMPS03 1 Digital Compass 

YSI020U I Wireless UART 

SRF08 2 Ultrasonic Ranger 

Enabled 

Yes 

Yes 

No 

No 

No 

Yes 

Finally, the algorithm is also embedded to the real robot, 
namely AI-Fath robot [9] as can be seen in Figure 4. As shown 
in Table IV, AI-Fath robot uses Atmel AT-MEGA 2560 to 
handle most operation in the system. Furthermore, to control 
motor speed in left and right direction, Atmel AT-MEGA 8 is 
used. The robot gains information from environment using 
several component, for example, odor sensor, digital 

compass, wireless UART, and ultrasonic ranger. The brain 
structure of this robot is depicted in a diagram in Figure 3. 

Main Processor Slave Processors 

AT-MEGA 8 
AT -MEGA 2560 

Figure 3. AI-Fath Brain Structure 

To see how good this planning algorithm performs, the 
robot is also tested using wall-following algorithm. 

4. RESULT AND DISCUSSION 

The output of MDP algorithm is the value function which 
defines the rewards value. Based on this value, the direction 
to the goal can be generated. Figure 4 (a) presents the reward 
value for each states. Meanwhile, Figure (b) shows the 
directions. There are some symbols used to defme the motion 
in this experiment. The detail of the symbol can be explained 
in Table V. For scenario 2 as depicted in Figure 4, the best 
actions consists of "1\, a, >, >, >". As previous mentioned, 
the best action is selected based on the maximum cumulative 
reward value. The total reward of this motion is about 1.370. 

Table V Symbol definition 

Symbol Action 

1\ Move to north direction 

> Move to east direction 

< Move to west direction 

V Move to south direction 

a Move to northeast direction 

b Move to northwest direction 

c Move to southwest direction 

d Move to southeast direction 

According to Figure 5, the experiments that used Wall 
following algorithm consume less time than the MDP one for 
the scenario 1 and 2. This is due to the conversion of the grid 
map to the continuous map took place in the planning 
approach. The conversion causes every action in the 
continuous map restricted by some certain range. Therefore, 
the robot could not move freely as it is when using a non­
planned map, in this case it is wall-following algorithm. Yet, 
in scenario 3, the wall-following robot failed to reach the fire 



source. This is due to the plain wall-following mechanism 
which only evolves the right-wall-following and left-wall­
following. Another words, this approach could only find the 
targets on the path near walls. 
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Figure 4. The reward value (a) and the direction (b) of 
motion in Scenario 2; blue and red point represent the 

starting and the fmal point, respectively 
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Figure 5. Total Elapsed Time to Reach Each Fire Source 
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Figure 6. Total Path Length Taken to Reach Each Fire 
Source 

Furthermore, Figure 6 shows the trajectory distance 
experienced by the robot. In the scenario I, the wall-following 
robot has shorter distance than the planning robot has. 
Moreover, in the scenario 2, the planning robot also 
experienced much longer path than the other robot. This 
phenomenon can be explained by the fact that the fire source 
was placed near the wall which can be easily detected by the 

wall following robot as it passed the trajectory. It can be 
clearly seen in Figure 7 that shows how the implementation 
of MDP involved a shorter trajectory compared with the one 
that wall-following algorithm tool<.. The red line depicted in 
this figure represents the taken path. Surprisingly, in scenario 
3, the wall following could not reach the fire source since it is 
way far from the wall that on its following path. Thus, it 
generated a longer path than the MOP robot. The path IS 

depicted in Figure 8. 
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Figure 7. Fire position placed in room 2 (scenario 2). Yellow 
circled object on the map represents the fire source. (a) Wall 

Following Case; (b) MDP Case 
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Figure 8. Fire position placed in room 1 (scenario 3). Yellow 
circled object on the map represents the fire source. (a) 

Wall-Following Case; (b) MDP Case 

5. CONCLUSION 

This paper described the implementation of Markov 
Decision Process (MDP) for solving a fire fighting robot's 
navigation and also demonstrated how to apply it to planning 
in a real robot, namely AI-Fath. To test the robustness of the 
algorithm, the robot was tested using three scenarios. The 
performance was compared with the wall following algorithm 
mechanism. The result shows that the planning robot has a 
better performance than the non-planning robot only when the 
fire source placed far from the wall on the wall following 
robots trajectory. Nonetheless, for the distance parameter, the 
planning robot has longer distance path since the robot cannot 

move freely due to the range on each step yielded by the grid 
action planning map. 
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