Sentence Semantic Matching Based on 3D CNN for
Human-Robot Language Interaction

WENPENG LU and RUI YU, School of Computer Science and Technology, Qilu University

of Technology (Shandong Academy of Sciences)

SHOUJIN WANG, Department of Computing, Macquarie University, Australia

CAN WANG, School of Information and Communication Technology, Griffith University, Australia
PING JIAN and HEYAN HUANG, School of Computer Science and Technology, Beijing Institute
of Technology, China

The development of cognitive robotics brings an attractive scenario where humans and robots cooperate
to accomplish specific tasks. To facilitate this scenario, cognitive robots are expected to have the ability to
interact with humans with natural language, which depends on natural language understanding (NLU)
technologies. As one core task in NLU, sentence semantic matching (SSM) has widely existed in vari-
ous interaction scenarios. Recently, deep learning—based methods for SSM have become predominant due
to their outstanding performance. However, each sentence consists of a sequence of words, and it is usually
viewed as one-dimensional (1D) text, leading to the existing available neural models being restricted into
1D sequential networks. A few researches attempt to explore the potential of 2D or 3D neural models in
text representation. However, it is hard for their works to capture the complex features in texts, and thus
the achieved performance improvement is quite limited. To tackle this challenge, we devise a novel 3D CNN-
based SSM (3DSSM) method for human-robot language interaction. Specifically, first, a specific architecture
called feature cube network is designed to transform a 1D sentence into a multi-dimensional representation
named as semantic feature cube. Then, a 3D CNN module is employed to learn a semantic representation
for the semantic feature cube by capturing both the local features embedded in word representations and
the sequential information among successive words in a sentence. Given a pair of sentences, their represen-
tations are concatenated together to feed into another 3D CNN to capture the interactive features between
them to generate the final matching representation. Finally, the semantic matching degree is judged with the
sigmoid function by taking the learned matching representation as the input. Extensive experiments on two
real-world datasets demonstrate that 3DSSM is able to achieve comparable or even better performance over
the state-of-the-art competing methods.
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1 INTRODUCTION

In recent years, with the development of cognitive robotics, more and more robots have been
widely applied into human daily activities, which cooperate together with humans to accom-
plish some specific tasks [17, 28]. Nowadays, most robots are controlled with graphical user in-
terfaces, keyboards, mouses, languages and gestures, and so on. Language interaction is the most
attractive human-robot interface because it is intuitive and convenient for humans in real-world
cases [18, 27]. With language interaction, the instructions from humans could be given to robots
directly and the responses from robots could be sent to humans in a more natural and simpler
mode [34]. The implementation of human-robot language interaction heavily depends on the sup-
port of natural language understanding technologies. For an ideal cognitive robot, it should be able
to understand the meaning of human language, perform the correct operations, and response to hu-
mans with reasonable sentences for further interactions. Therefore, how to accurately understand
and identify semantic information embedded in interaction sentences is critical yet challenging in
cognitive robotics [17].

As one of the core technologies in natural language understanding, sentence semantic match-
ing (SSM) plays an important role in human-robot language interaction. SSM aims to model two
sentences and identify the semantic relations between them, which directly affects a series of
downstream tasks related to human-robot interactions [30, 57]. To be specific, for the question an-
swering system in an intelligent customer service robot, SSM is utilized to model user questions,
candidate answers and standard questions, and judge their matching degrees to select proper an-
swers [2, 59]. For the news recommendation in a personalized news website engine, SSM is em-
ployed to encode the titles of the news clicked by users and those of candidate news, and evaluate
their correlations to recommend the suitable news for users [47, 48]. For the natural language in-
ference in an automated reasoning robot, SSM is used to model two sentences and judge whether
the hypothesis sentence could be inferred from the premise one [32]. It is obvious that SSM is
critical and significant for human-robot language interactions because of its indispensable role in
semantic modeling and analysis.

Due to the complexity and diversity of natural language, SSM is still a challenging task. As
shown in Figure 1, even though two sentences are composed of identical words, they have different
or even opposite meanings because of the different sequential orders of words. Speaker A means
that he doesn’t have money to spend. However, Speaker B means that he has money, but doesn’t
want to spend it. Apparently, the sequential order of words in a sentence has great influence on the
semantic representation of a sentence. Hence, both the inherent meanings carried by words and
the semantic information embedded in sequential order should be considered. This brings huge
challenges to SSM task.
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Fig. 1. This is an example of sentences con-  Fig 2. Thisis an example of a sentence that is encoded
sisting of identical words that have differ- by RNN.

ent meanings due to the difference of the
sequential order of words.

Recent years have seen increasing research on learning the representation of texts with neural
networks, which shows the fundamentals for modeling sentence semantics appropriately [13, 31,
41, 49]. Recurrent neural network (RNN) and convolutional neural network (CNN) play
dominant roles in sentence representation, which are widely applied in various SSM models [35, 47,
57]. Due to the powerful ability in capturing long-distance dependency and sequential information,
RNN is popular in text representation learning. A series of variants of RNN have been proposed,
such as long- and short-term memory (LSTM) [12], bidirectional LSTM (BiLSTM) [40], and
gated recurrent unit (GRU) [6]. As shown in Figure 2, when encoding a sentence, RNN calculates
its current state according to the input at the current timestep and the state from the previous
timestep. With the chain-like structure, RNN can naturally remember most of the information
on all timesteps through the whole sentence. Though RNN is good at capturing the sequential
information and long-distance dependency, it is not perfect. The superiority of RNN originates
from its mathematical foundation similar to Markov chain. However, it doesn’t fully mine and
utilize the past state and current input information, which limits the performance. In addition,
RNN is not adept at capturing the local features embedded in texts. It is necessary to explore more
sophisticated neural structures to capture the important sequential information and local features
in texts.

Except for RNN-based models, CNN-based ones present increasingly promising power in rep-
resenting texts [35]. As a text consists of a sequence of words, it is one-dimensional (1D). Thus,
most of the popular CNN models for natural language processing (NLP) tasks are 1D CNN-
based models [7]. As shown in Figure 3, when encoding a sentence, CNN utilizes convolution
kernels to learn and extract the most useful information for sentence representation. In addition,
CNN is able to stack multiple convolution layers to capture deeper features and generate a more
ideal representation. However, 1D CNN works as N-gram models on 1D sequences, which fails
to capture more interaction patterns across different dimensions of texts [36]. Considering the su-
periority of 2D CNN on learning sophisticated features, some work first transforms 1D texts into
2D representations similar to images, and then employs 2D CNN to capture the rich interactions
between different dimensions and granularities [16, 22, 36]. Though 2D CNN could achieve better
performance by modeling more interaction patterns, it is still troubled by the problem of missing
sequential information, and thus has not yet significantly outperformed 1D CNN. Although CNN
could stack multiple convolution layers, it only captures more abstract features, which neglects
the sequential information embedded in texts.

To solve the above issues confusing the existing RNN- and CNN-based models, we seek to take
the advantages of 3D CNN to fully represent both the local features and the sequential information
between successive words in a sentence. Though 3D CNN has been widely applied on learning the
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1D CNN. temporal features in action recognition.

temporal representation in video classification and action recognition [1, 9, 15, 52, 55], rare work
exists on text representation. In order to illustrate the advantages of 3D CNN more clearly, we first
explain it with an example of video-based action recognition. As shown in Figure 4(a), when 2D
CNN is adopted, the still image on each frame in the video is separately encoded by 2D convolution
kernel. 2D CNN can only capture the local features in the image and fails to model the temporal
evolution features between consecutive frames, which inevitably hurts the performance of action
recognition. However, as shown in Figure 4(b), once 3D CNN is employed, it can fully capture both
the local features in each frame and the temporal information between consecutive frames. The
two complementary features are beneficial to video action representation. Inspired by the work
of 3D CNN on video processing, we introduce 3D CNN into text representation and propose a
novel 3D CNN-based sentence semantic matching (3DSSM) method for modeling language
interaction in cognitive robotics. 3DSSM generates multi-dimensional representations for 1D sen-
tences and applies 3D CNN to capture the sophisticated information including local and sequential
order features embedded in sentences. Specifically, 3DSSM first implements a specific neural ar-
chitecture called feature cube network, which is employed to transform the inputted 1D sentence
into multi-dimensional representation named as semantic feature cube. Then, a 3D CNN module
is utilized to handle the semantic feature cube to capture the local features embedded in different
dimensions of words and sequential order information between successive words in the sentence,
and generate a semantic representation. Next, both representations from two sentences are con-
catenated together, which are further encoded by another 3D CNN and max-pooling operations to
capture the more complicated interactive features to generate the final matching representation.
Finally, the semantic matching degree of the pair of sentences is judged with the sigmoid func-
tion by taking the learned matching embedding as the input. The experiments carried out on two
real-world public datasets confirm the effectiveness of the proposed model, whose performance is
superior or comparable to the representative and state-of-the-art methods.
The main contributions of this work can be summarized as follows

e To the best of our knowledge, this work is the first to utilize 3D CNN to model sentence
pairs for semantic matching task in human-robot language interactions. We propose a novel
neural architecture called 3DSSM, which consists of a multi-granularity embedding module,
feature cube network, 3D CNN module, and label prediction module. With 3D CNN, 3DSSM
collectively captures both the local features embedded in words and the sequential order in-
formation between successive words, and learns the interactive features between sentences.
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e We devise a new neural structure to construct semantic feature cube, which transforms
1D sentences into multi-dimensional representations. Semantic feature cube establishes the
foundation for applying 3D CNN to encode 1D sentences, which is critical for simultane-
ously capturing the local features and the sequential information in sentences. As far as we
know, there is rare research work similar to this.

e Extensive experiments are carried out on two real-world public datasets. The experimental
results verify the effectiveness of 3DSSM, which shows comparable or better performance
over the state-of-the-art methods. The source code of our work is publicly available on
GitHub.!

The reminder of the article is structured as follows. Some related work is briefly reviewed in
Section 2. Section 3 demonstrates the problem statement, and explains the architecture of 3DSSM
together with its core modules in detail. Section 4 reports the experiments and results. Finally, the
article is concluded in Section 5.

2 RELATED WORK

In recent years, with the development of 5G/6G networks and cognitive robotics, cognitive robots
have been widely applied in human activities. How to implement satisfied human-robot inter-
actions is crucial for cognitive robotics, which is related with a series of technologies, such as
computer vision [10, 19, 54], image-image matching [8, 26, 38], image—text matching [29, 51, 53],
text—text matching [30, 35], and so on. Although robots have improved the ways in which humans
work and live, the human-robot interactions are traditionally restricted into several common meth-
ods, such as graphical user interfaces, keyboards and languages, and so on [17]. Among the existing
methods, language interaction is the most appealing way, as it is the most natural mode of human
communications in daily activities [18, 34]. The application of human-robot language interaction
requires that the robots have the ability to correctly capture the meanings of human languages,
accurately understand the instructions from humans, and rapidly make the right responses. Some
studies have been done on implementing more intelligent and convenient language interface for
robots.

To realize a scheme for seamless human-device interaction, Eugenio et al. proposed an archi-
tecture involving two distinct entities, i.e., the controller and the set of devices [39], where the
controller utilized NLU technologies to interpret the user intention from natural language expres-
sions, and arranged the devices to make the desired actions. To reason the motions and goals
implied in human instructions, Paxton et al. presented an architecture for converting a natural
language command to a series of intermediate motions for robots to execute [37]. For improving
language understanding for a robot agent, Thomason et al. proposed to utilize human-robot di-
alogs to enhance the ability of understanding human language, where the agent parsed sentences
to analyze the potential semantic meanings [45]. These mentioned works have effectively pro-
moted the development of human-robot interaction; they generally strive for understanding the
intention of human language, which is critical for cognitive robots to interact with humans [18, 34].

SSM task is to judge whether the meanings or intentions of two sentences are consistent. In
this article, we focus on SSM for human-robot language interactions, which is the foundation
for a series of downstream applications, such as intelligent customer service robot [2], automated
reasoning robot [32], and so on. With the prevalence of deep learning, recent years have seen
increasing research on SSM task with RNN-based and CNN-based neural models.

'https://github.com/yurui12138/3DSSM.
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2.1 RNN-Based Models

RNN is popular in the NLP community due to its powerful ability for capturing the sequential
information. Some classical variants are proposed to further strengthen the performance of RNN-
based models, such as LSTM, BiLSTM, and GRU.

Xie and Ma proposed a dual-view variational autoencoder for text matching called DV-VAE,
which utilized a BILSTM as the encoder, a dilated CNN as the decoder, followed by the interaction
matcher based on another BiLSTM [50]. The experimental results on three datasets indicated that
DV-VAE consistently outperformed the competitors. Liu et al. put forward an original semantics-
oriented attention and deep fusion network for sentence matching called OSOA-DFN, where
a BiLSTM was used to encode sentences in input layer, and another BiLSTM was applied to gather
interactive features in deep fusion layer [23]. Lu et al. proposed a deep hierarchical encoding model
for SSM task, which utilized two BiLSTMs to process the sentences twice to construct enhanced
representations [30]. Thorne et al. presented an approach to generate token-level explanations for
natural language inference, which adopted the same LSTM to encode the premise and hypothe-
sis [46].

Though RNN-based models have achieved good performance, they are unable to effectively cap-
ture the local features embedded in sentences. In addition, though RNN is famous for its sequential
encoding ability, it is not perfect because it doesn’t fully mine the past state and current input
information.

2.2 CNN-Based Models

Another group of representative work on SSM task belongs to CNN-based models. According to
the difference of convolution kernels, CNN-based models are categorized into 1D CNN, 2D CNN,
and 3D CNN.

2.2.1 1D CNN-Based Models. As a sentence consists of a sequence of words, it is viewed as a
one-dimensional text. Therefore, the most typical model for SSM task is 1D CNN.

Li et al. proposed a hybrid model combining local and global features with a siamese network
for SSM, which first utilized 1D convolution kernels to extract the most important multi-scale
semantic features, followed by bidirectional GRU to capture global features [20]. Chen et al. pre-
sented the architecture of multi-channel information crossing for text matching, which employed
a multi-channel 1D CNN to capture text features at varied granularities, and imposed an attention
mechanism on feature interactions to achieve better matching performance [3]. Zhang et al. pro-
posed a multi-granularity neural network for answer sentence selection, which utilized 1D CNN
to generate the representations of sentences on N-gram channels, and implemented a weighting
scheme to combine the channels at different granularities [56].

In the above work, the superiority of 1D CNN to capture the local features between words or
N-grams has been explored. However, it fails to capture more interaction patterns embedded in
different dimensions of texts [36].

2.2.2 2D CNN-Based Models. Aiming at bridging the gaps of 1D CNN-based models, some re-
searchers attempt to employ 2D CNN to learn deeper features.

Inspired by the success of 2D CNN on image processing, Pang et al. presented an approach
to model text matching task as the problem of image recognition, which constructed a match-
ing matrix similar to an image and utilized a 2D CNN to capture rich patterns embedded in the
matrix [36]. Song et al. designed a positional convolutional neural network for enhancing text
matching, which first constructed a position-similarity matrix, utilized a 2D CNN to capture the
positional information at the phrase and sentence levels, then aggregated positional information
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from multiple perspectives to generate the final matching representation [42]. Liu et al. proposed
to combine attention-based bidirectional GRU and 2D CNN to encode a document, which first uti-
lized bidirectional GRU to learn the 2D matrix representation of the document, and then applied
2D CNN to capture more interaction features between sentences [22].

Though 2D CNN can effectively capture the deep interaction patterns between different dimen-
sions or granularities, it is restricted by the problem of missing sequential information, failing to
capture the deep features embedded in sequential orders of texts.

2.2.3 3D CNN-Based Models. In order to tackle the problems confusing the above RNN- and
CNN-based models, it is necessary to devise a novel neural architecture to simultaneously capture
the local features and sequential information between successive words in sentences.

There exists some work based on 3D CNN on video representation or action recognition [1, 15].
Alyrac et al. proposed to leverage a 3D CNN architecture to capture both the features in the still
image on each frame and the motion features at multiple temporal scales, which achieved satisfied
performance on video representation [1]. Jiang et al. implemented a dual 3D CNN model for real-
time action recognition, which utilized two 3D CNN modules to learn multi-resolution spatio-
temporal information from a video [15].

Inspired by the above work of 3D CNN on video processing, we propose a novel 3D CNN-based
sentence semantic matching (3DSSM) method for SSM task in this article. We first design a
special neural architecture to transform the original 1D sentences into multi-dimensional repre-
sentations, i.e., semantic feature cubes. Then, two 3D CNN components are employed to encode
the semantic feature cubes and capture their interactive features to generate the final matching
representation, followed by the sigmoid function to judge the matching degree of the pair of
sentences.

3 PROPOSED 3DSSM MODEL
3.1 Problem Statement

Before introducing the detailed implementation of our model, we first formulate the problem.
Given two sentences S¢ = {g{, g5, ..., g5} and sb = {g{’, gé’, ..., g2}, where g¢ and gjl.’ denote the ith
and jth words in the sentences, and n and m indicate the total number of words in the sentences,
respectively, the goal of SSM is to learn a classifier £, which is able to accurately predict whether
the meanings expressed by the sentences S and S” are consistent, i.e., y = £(5¢, S?). Here, y is the
label indicating the matching relation between S¢ and SP.

3.2 Architecture of 3DSSM Model

Our sentence semantic matching model 3DSSM learns to predict the matching scores of sen-
tence pairs by training an end-to-end neural network with 3D convolutional kernels. As shown in
Figure 5, 3DSSM consists of four modules: multi-granularity embedding module, feature cube net-
work, 3D CNN module, and label prediction module, which are marked with D, @, ®), and @),
respectively. The multi-granularity embedding module is responsible for converting sentences at
character and word granularity into their embeddings, respectively. The feature cube network is
designed to transform the embeddings of sentences into multi-dimensional representations called
semantic feature cubes by stacking multiple BILSTM layers and concatenating their outputs to
provide the foundation for the application of 3D CNN. The 3D CNN module first encodes the se-
mantic feature cubes to learn the local features embedded in different dimensions and granularities
of words and the sequential features between successive words in sentences, and then generates
sentence representations. Then, both representations of two sentences are concatenated together
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and further encoded with another 3D CNN, max-pooling and self-attention mechanism [21] to
generate a final matching representation for the pair of sentences. According to the matching ten-
sor outputted by the 3D CNN module, the label prediction module predicts the matching score of
the sentence pair and assigns the corresponding label for it.

3.3 Multi-Granularity Embedding Module

As texts at different granularities contain different information, 3DSSM accepts the input sentences
segmented at character and word level, respectively, so as to capture semantic features as much as
possible. As shown in Figure 5, the multi-granularity embedding module includes two sub-modules,
which aim to convert the sentence into the representation at character and word granularity,
respectively.

The first sub-module is a character embedding sub-module, which is responsible for transform-
ing a sentence into an embedding at character granularity. The original sentence at character level
is denoted as S. = {cy, ¢, . . ., ¢n}, where n is the total number of characters in the sentence. This
sub-module converts S, to an embedding ES = [el, e, ..., el] according to a pre-trained character
embedding matrix M, € RNe*Pe where N, is the size of character vocabulary and D, refers to the
dimension of character embedding.

The second one is a word embedding sub-module, which is dedicated to converting a sentence
into an embedding at word granularity. Similar to the former sub-module, the sentence at word
level is marked as S,, = {wy, W, ..., wn,}, where m is the total number of words in the sentence.
This sub-module transforms S, into an embedding ES, = [el, €2, ..., e™] according to a pre-trained
word embedding matrix M,, € RNw*Pw where N,, is the size of word vocabulary and D,, refers
to the dimension of word embedding.
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Input:
The character embedding of the sentence, E?;
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Output:
The representation of semantic feature cube for the sentence, cube;
: for i =1to depth do
Enext = BiLSTM(EY);
Erext = BiLSTM(ES));
cube' = Concatenate(axis = 2)(Reshape(EL®X), Reshape(ELeX));
ES — Fnext.
C C 3
Egv — Er\;}ext;
: end for
cube = Concatenate(axis = 4)(cube', cube?, . .., cube
. return cube;

depth).
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3.4 Feature Cube Network

In order to utilize 3D CNN to simultaneously capture the sophisticated local and sequential
features embedded in sentences, it is critical to transform the sentences into the representations
which are suitable for 3D CNN to handle. Inspired by the work in video processing [1, 15],
our 3DSSM model designs a novel feature cube network to convert the sentences into multi-
dimensional representations called semantic feature cubes. As shown in Figure 6, with BiLSTM
as the basic component, the semantic cube network first receives the sentence representations at
character and word granularity, then stacks multiple BILSTM components to encode the sentence
layer by layer. For the intermediate representations on each layer, the semantic cube network
reshapes their dimensions and concatenates them together to generate the semantic feature cube
on the corresponding layer. Finally, all cubes are concatenated together to obtain the final semantic
feature cube. The entire procedure of the semantic cube network is described as Algorithm 1.
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As shown in Figure 6, in the first layer of the feature cube network, the character and word
embeddings of a sentence are first encoded by the component BiLSTM;, which captures the de-
pendency features between characters or words to generate the corresponding embeddings. The
embeddings are further reshaped and concatenated together to obtain the first semantic feature
cube. Taking the sentence S as an example, the above operations are described with Equation (1):

ri* = BiLSTM, (Ef, i), Th= Reshape(ri*),
rl = BiLSTM;(ES . i,,), r., = Reshape(rl), (1)

cube! = Concatenate(axis = 2)(r},rl),

where i. and i,, are the positions of the ith character and the ith word, and E and EJ, are the
character and word embeddings of the sentence S, respectively. To facilitate the construction of
the semantic feature cube, for the BILSTM component, its states on all timesteps are reserved. Thus,
the outputs of BILSTMy, i.e., rf and r};, are 3D tensors with the shape of (batch_size, time_steps,
output_dim). In order to simulate the 3D CNN operations in video processing, we reshape the two
3D tensors to 5D tensors, i.e., ri and ria,, whose shape is (batch_size, time_steps, granularity_dim,
output_dim, depth_dim). Here, both granularity_dim and depth_dim are set to 1, i.e., the shape of
5D tensors is (batch_size, time_steps, 1, output_dim, 1). Further, the two 5D tensors ri and rt, are
concatenated together on the granularity_dim dimension to construct the first semantic feature
cube, i.e., cube!, whose shape is (batch_size, time_steps, 2, output_dim, 1).

In the second layer of the feature cube network, the second semantic feature cube is constructed
with a method similar to the first one. To be specific, the outputs of the component BiLSTM; at
different granularities are further encoded by another component BiLSTM,, whose outputs are re-
shaped into 5D tensors (batch_size, time_steps, 1, output_dim, 1). The tensors are concatenated on
the granularity_dim dimension to construct the second semantic feature cube, i.e., cube?, whose
shape is (batch_size, time_steps, 2, output_dim, 1). The detailed operations are described with
Equation (2):

2 = BiLSTM,(r. ,i.), % = Reshape(r?),
r%; = BiLSTMz(r};, i), r%v = Reshape(r%;), (2)
cube’ = Concatenate(axis = 2)(r3, ri,),

where the meanings of the symbols are similar to those in Equation (1).

In the following layers of the feature cube network, the operations are similar to those in the
second layer. For the depthy, layer, it generates the depthy, semantic feature cube, as described in
Equation (3), where the meanings of the symbols are similar to those in Equation (2).

rP B STM,(eP Y i),

rf“”h = Reshape(r?emh*),
rieP™ = BILSTMa(rie? ™™ i), 3)
rffpth = Reshape(rﬁ,epth*),

cube??" = Concatenate(axis = 2)(x??" r2P'hy.

Finally, all semantic feature cubes are concatenated together on the depth_dim dimension to
generate the final semantic feature cube, i.e., cube, whose shape is (batch_size, time_steps, 2,
output_dim, depth). The operations are described with Equation (4):

cube = Concatenate(axis = 4)(cube', cube?, . . ., cubedepth). (4)
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3.5 3D CNN Module

Once the semantic feature cube of each sentence is generated, our 3DSSM model utilizes the 3D
CNN module to learn the sophisticated features and generate the final matching representation for
the pair of sentences. As shown in Figure 5, the 3D CNN module mainly consists of two 3D CNN
sub-modules. The first one encodes the semantic feature cube to generate the representation for
each sentence. Both representations from two sentences are concatenated together to obtain the
initial representation of the sentence pair, which is further encoded by the second 3D CNN sub-
module, max-pooling and self-attention mechanism to generate the final matching representation
of the sentence pair.

The first 3D CNN sub-module learns the semantic feature cube to capture the local features
embedded in different dimensions and granularities of words and the sequential features between
successive words to generate an embedding for the sentence. The detailed operations are described
with Equation (5):

C{j,k = RelLU Z g{xl’yl’zl)CUbei:Hxl—1,j:j+y1—1,k:k+zl—1 + b{ ,
=0

L((my=x1)/sx))+1

o

((mp=y1)/sy;)+1,1 e ((mp=y1) /sy )+1,((My=x1)/ 52, )+1
cf = [Cfa C}2C7 R 9C(fmdle)/521]7
c= [cl,cz,...,cf,...,c"_l,c"],

where f denotes the fi, convolution kernel; cube refers to the semantic feature cube; m;, my, and

my are the length, width, and depth of cube; gf

(x1,y1,21)

the fi, convolution kernel; and c{ ik is the convolution result of the fi, kernel at the region starting

and b{ denote the weight matrix and bias of

at position (i, j, k). sx,, Sy, and s, denote convolution strides on the three dimensions, c’,: denotes
the convolution result of the fi, kernel at the ky, depth,. ¢/ denotes the convolution result of the
fm kernel at all depths, and ¢ denotes the convolution result of all kernels on all depths for cube.

For a pair of sentences (5%, st ), each sentence is encoded with the first 3D CNN sub-module
to generate the corresponding representation, marked as c, and c;, respectively. We concatenate
them together on the depth_dim dimension to generate the initial representation for the pair of
sentences, as shown in Equation (6):

t = Concatenate(axis = 4)(cg, Cp). (6)

Based on the initial representation t, the second 3D CNN sub-module further captures the deeper
interactive features between two sentences to generate the matching representation. The detailed
operations are described in Equation. (7):

Tk

ri=lrp—=1rg—1

i=0 j=0 k=0

q{, o qf,((n—xz)/sxz)ﬂ @)

qf(rh—yz)/syzm,l qf(rh—yz)/syz>+1,<<rl—xz>/sxz>+1
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oo
¢ = laq) ), )

12 -1

q=1[¢"¢....d.....q" . q"],
where f denotes the fi, convolution kernel; rj, rp,, and r; are the length, width, and depth of
t, (00,40 22) and b; refer to the weight matrix and bias of the fi;, convolution kernel; and qlf ik
denotes the convolution result of the fi, kernel at the region starting at position (i, j, k). sx,, Sy,,

and s;, denote convolution strides on the three dimensions; q]]: denotes the convolution result of

the fi, kernel at the kg, depth; qf denotes the convolution result of the fi, kernel at all depths; and
q denotes the convolution result of all kernels at all depths for t.

The matching representation q of the pair of sentences is further processed by the 3D max-
pooling operation to capture the key information, as described in Equation (8):

jjk = MaX MaX MAX qijixs—1,j:j+ys—1kik+zs—1
Pij OSiSWOSjShOSdeq“ TSI B0

P11 s P1((w=2x3)/5x;)+1
- s ; ®)
P((h=y3)/sy)+1.1 "7 P((h=ys)/syy)+1 (w=x3)/5x;)+1
[P1: P2, - - s P(d-23) /5., )5

p

where x3, y3, and z3 denote the length, width, and depth of the pooling window; sy, s, and s, are
the strides on the three dimensions; p; ; r denotes the maximum element in the specific pooling
region of q; px denotes the maximum element at the kg, depth; and p denotes all maximum elements
at all depths for q.

Finally, a self-attention mechanism is employed on the matching representation p to further
capture the important information to generate the final matching representation of the pair of
sentences, as described in Equation (9):

zZ; = Utanh(wapi),

N
a; = exp(zi)] Y exp(z)),
]Z ’ )

N
M= Z a;p;,
im1

where U and W, are the parameter matrices, z; is the projection of p;, a; is the attention weight
of p;, and M is the final matching representation of the pair of sentences.

3.6 Label Prediction Module

After obtaining the final matching representation by the 3D CNN module, our 3DSSM model uti-
lizes a label prediction module to predict the matching score of the pair of sentences. According
to the matching degree, the target label is judged. The detailed operations are described in Equa-
tion (10):

yP"e? = sigmoid(W 4M), (10)

where Wy is the weight matrix of the dense layer, M is the final matching representation outputted
by the 3D CNN module, and y?"¢¢ is the predicted matching score.
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Binary cross-entropy loss is adopted to optimize our model. The loss function is described in
Equation (11):

true)log ypred) + (1 true)log(l _ ypred)]’ (11)

M’;

—

i=

true

where y is the true tag, y?"*? is the predicted score, and N is the batch size.

4 EXPERIMENTS

Extensive experiments on two real-world public datasets are carried out to evaluate the perfor-
mance of our 3DSSM model by comparing it with those representative and state-of-the-art models.
In addition, the importance of each individual component of 3DSSM is investigated by an ablation
study. Finally, we make a detailed hyperparameter analysis for 3DSSM.

4.1 Datasets and Experimental Settings

The experiments are conducted on two real-world datasets, i.e., BQ [4] and LCOMC [25]. BQ is
a Chinese corpus for sentence semantic equivalence identification developed by Chen et al. [4].
BQ consists of 120,000 question sentence pairs, which come from 1-year online logs of bank cus-
tom service. It is divided into three groups: a training set containing 100,000 pairs, a validation
set containing 10,000 pairs, and a test set containing 10,000 pairs. LCQMC is another large-scale
Chinese question matching corpus established by Liu et al. [25], which focuses on semantic inten-
tion matching. The corpus consists of 260,068 question pairs collected from Baidu Knows, which
includes three parts: 238,766 question pairs for training, 8,802 question pairs for validation, and
12,500 question pairs for test. In order to introduce the datasets intuitively, we randomly select
two pairs of sentences from each dataset, as shown in Table 1.

In our experiments, for the multi-granularity embedding module, the dimension D, of character
embedding M. and D,, of word embedding matrix M,, were set to 400. We utilized Word2Vec to
train the character and word embeddings on the dataset, respectively, where window, min_count,
sg, workers, seed, and iter were set to 5, 1, 1, 4, 1,234, and 25, respectively, and the default settings
were adopted for other parameters. In the feature cube network, the output dimension of BiILSTM
was set to 300. The best performance was achieved when the depth of feature cube network was set
to 3 for BQ, and 4 for LCQMC. The dropout strategy was applied [43], where the dropout rate was
set to 0.6 for BQ, and 0.05 for LCQMC. In the 3D CNN module, for the first 3D CNN sub-module
for learning semantic feature cube, the number of filters was set to 16 for BQ and LCQMC, the
convolution kernel size was set to (5, 2, 4) for BQ and (2, 2, 5) for LCQMC, and the convolution stride
was set to (1, 1, 2) for BQ and (1, 1, 1) for LCQMC. For the second 3D CNN sub-module for capturing
interactive features, the number of filters was set to 32 for BQ and LCQMC, the convolution kernel
size was set to (3, 1, 4) for BQ and (5, 1, 2) for LCQMC, and the convolution stride was set to (2,
1, 2) for BQ and (1, 1, 1) for LCQMC. The window size of 3D max-pooling operation was set to
(4, 1, 5) for BQ and (3, 1, 5) for LCQMC, and the stride was set to (1, 1, 3) for BQ and (2, 1, 3) for
LCQMC. ReLU was employed as the activation function in the above-mentioned modules [33].
When fitting the model, we employed the binary cross-entropy loss and chose RMSProp as the
optimizer with an initial learning rate of 0.0015. All experiments were conducted on a workstation
equipped with two Intel Xeon Gold 5118 CPUs, 64 GB memory, and two Nvidia GTX 2080Ti GPU
accelerators.
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Table 1. Examples of BQ and LCQMC

Dataset Sentence Content Matching Tag
HTEBEHRIESH

(En: I need to change my phone number) 1
HATE TS

(En: Change the pre-reserved phone number)

MBI B 2a TA T FL i
(En: When do you call me) 0
HHBERFEEZ A
(En: How long will my audit take)

It E R AR
(En: Why is the South Pole colder than
the North Pole?) !
R AT 4 HAEAR S
(En: Why is the Antarctic colder than
the North Pole)

FRE M ALY
(En: What kind of flowers are suitable for
planting in spring?) 0
FRE A 2367
(En: What kind of vegetables are suitable
for growing in spring?)

Sentence Pairl

BQ

Sentence Pair2

Sentence Pair3

LCOMC

Sentence Pair4

4.2 Baselines

According to the existing work on the two datasets, we categorize the baselines into three groups,
as follows.

e Traditional unsupervised methods

—Random: It randomly judges whether the sentences are semantically matched [4].

—TF-IDF: It determines the semantic matching degree between sentences according to
TF-IDF features [4].

—WMD: It employs an algorithm based on Wasserstein distance to calculate the matching
degree of two sentences [25].

—Civos Cugrams Deat, and Sos: All of them are unsupervised matching methods, which make
the matching judgement according to word overlap, N-gram overlap, edit distance, and
cosine similarity, respectively [25].

e Methods based on basic neural networks

—Text-CNN and CNN: It employs CNN to capture sentence features to generate the
sentence representations, followed by a softmax classifier to compute the matching
degree [4, 25].

—BiLSTM: It is similar to the former Text-CNN and CNN methods; however, it replaces CNN
with the BILSTM component [4, 25].

e Methods based on advanced neural networks

—DIIN: It extracts semantic features from an interaction space to realize the high-level un-

derstanding for sentence pairs, which is a dense interactive inference network [11].
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—DFF: It combines the original embeddings from different encoders to enhance the feature
representation of sentences. Three matching strategies are implemented to generate the
final matching representation [58].

—MSEM: It utilizes a connected graph to describe the relation between sentences, and realizes
a neural architecture of multi-task learning to address both the sentence matching and
classification problems [14].

—GMN: It implements a neural graph matching network, which is fed with all possible seg-
mentation paths to form word lattice graphs, and learns graph-based representations for
sentences [5].

According to the granularity of input sentences, some baselines are further implemented on char-
acter and word granularity, respectively. The variants are marked with different subscripts, such
as DFF. ., and DFF,, 5,4, WMD¢p,, and WMD,, 4.

4.3 Evaluation Metrics

The goal of the SSM task is to predict whether the semantic information of two sentences is
matched, whose outputs are expected to be consistent with the annotated tags in datasets. In order
to compare with the baselines, precision, recall, F;-score, and accuracy are selected as the evalua-
tion metrics. According to the consistency between the true tags and predicted tags, the instances
can be categorized into true-positive instances (TP), false-positive ones (FP), true-negative ones
(TN), and false-negative ones (FN). The four evaluation metrics are defined in Equation (12).

Precision — TP
recision = TP 7 7P’
TP
Recall = ——,
TP+ FN (12)
F 2 X Precision X Recall
pseore = Precision + Recall
TP+ TN
Accuracy = .
TP+ FN + FP + FN

4.4 Performance Evaluation

The experimental results on the datasets are summarized in Table 2 and Table 3. According to the
tables, we have several observations.

First, the methods based on basic neural networks perform significantly better than the tradi-
tional unsupervised methods. For the BQ dataset, all the basic neural models (i.e., Text-CNN and
BiLSTM) outperform all traditional models (i.e., Random and TF-IDF) in terms of precision, recall,
F;-score, and accuracy. A similar observation is found on the LCQMC dataset. The basic neural
models including CNN¢p 4, CNNy,orq, BILSTM p4,, and BiLSTM,, 4,4, outperform the traditional
ones including WMD¢par, WMDy0rd, Cavor Crgram, Dedr, and Scos in terms of precision, Fi-score,
and accuracy. This is probably because the traditional unsupervised methods model sentences ac-
cording to the shallow and surface features of sentences, which fail to utilize the deep and latent
semantic information effectively. However, the methods based on basic neural networks employ
CNN and LSTM to capture more deep semantic features, which are essential for representing the
sentences more accurately.

Second, the methods based on advanced neural networks significantly outperform the meth-
ods based on basic neural models. For the BQ dataset, all advanced neural methods (BiMPM,
DIIN, DFF.p,,, DFF,,0rq, MSEM, and GMN) beat all basic neural methods (Text-CNN and
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Table 2. Experimental Results on BQ Dataset

Methods | Precision Recall Fj-score Accuracy
Random 50.43 50.56 50.49 50.43
TF-IDF 64.68 60.94 62.75 63.83
Text-CNN 67.77 70.64 69.17 68.52
BILSTM 75.04 70.46 72.68 73.51
BiMPM 82.28 81.18 81.73 81.85
DIIN 81.58 81.14 81.36 81.41
DFF par 85.32 76.33 80.52 81.69
DFF,,0rd 84.43 7748  80.70 81.59
MSEM 82.88 84.36 83.62 83.47
GMN 84.82 83.42 84.11 84.24
3DSSM 84.99 83.67 84.25 84.46

Table 3. Experimental Results on LCQMC Dataset

Methods Precision Recall F;-score Accuracy
WMD 1ar 67.0 81.2 73.4 70.6
WMD,, 04 64.4 78.6 70.8 60.0
Cwo 61.1 83.6 70.6 70.7
Chgram 52.3 89.3 66.0 61.2
Dea: 46.5 86.4 60.5 52.3
Scos 60.1 88.7 71.6 70.3
CNN_par 67.1 85.6 75.2 71.8
CNN,,ord 68.4 84.6 75.7 72.8
BiLSTM par 67.4 91.0 77.5 73.5
BiLSTM,0rd 70.6 89.3  78.92 76.1
BiMPM_p 4 77.6 93.9 85.0 83.4
BiMPM,, 04 77.7 93.5 84.9 83.3
DFFpar 7858  93.88  85.51 84.15
DFF,,0rd 77.69  94.08  85.06 83.53
MSEM 78.90 93.73 85.68 84.33
GMN 78.92 94.49 86.0 84.62
3DSSM 81.88 91.66 86.45 85.70

BiLSTM) in all evaluation metrics. A similar tendency is shown on the LCOMC dataset, on which
the advanced neural models (BIMPM_j 4, BIMPM,, 0,4, DFF 14y, DFE,, 0,0, MSEM, and GMN) also
outperform the basic neural models (CNN;p 4, CNN,,orq, BILSTM¢p 47, and BiLSTM,,,,4) in all
evaluation metrics. This is probably because the basic neural methods usually employ some basic
neural components (CNN and LSTM) to encode sentences, which only capture some simple local
or sequential features and cannot effectively exploit more sophisticated information embedded in
sentences.

Third, our approach can consistently outperform all compared baseline methods on two datasets
in terms of F;-score and accuracy. The compared methods based on advanced neural networks have
strived to implement some complicated architectures to capture the deep features in sentences. For
instance, BIMPM utilizes LSTM networks to implement the bilateral multi-perspective matching
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Table 4. Comparison with BERT-Based Models

Task Metrics Model (M = Million)
Accuracy(#LOPs) BERT [24] 86.68(21785M)
Accuracy(#fLOPs) DistilBERT (6 layers)  84.12(10,918M)
Accuracy(#LOPs) DistilBERT (3 layers)  84.07(5,428M)

LCOMC  Accuracy(#FLOPs) DistilBERT (1 layers)  71.34(1,858M)

Accuracy(#LOPs) FastBERT (speed=0.1) 86.59(12,930M)

( )
( )
( )
( )
( )

Accuracy(#LOPs) FastBERT (speed=0.5) 84.05(6,352M)
Accuracy(#fLOPs) FastBERT (speed=0.8) 77.45(3,310M)
Accuracy(#/LOPs)  3DSSM 85.70(21.02M)
BQ Accuracy(#LOPs) BERT [44] 84.8(-)
Accuracy(#LOPs) 3DSSM 84.46(10.81M)

mechanism. DIIN designs an interactive inference network and applies 2D CNN kernels to extract
interactive features. DFF assembles multiple LSTM components to build a feature fusion model.
MSEM constructs a connected graph to describe the relations between sentences and employs
multi-task learning to solve the matching problem. GMN implements a neural graph matching net-
work, which learns graph-based representations for sentences. Although these compared state-of-
the-art methods are powerful on sentence representation, similar to the limitation of the traditional
RNN and CNN networks, they fail to simultaneously learn the local features in different dimen-
sions of words and the sequential information between consecutive words in sentences. However,
our 3DSSM method utilizes 3D CNN to encode sentences, which first transforms sentences into
semantic feature cubes, then applies 3D convolution kernels to capture the local and sequential
features in sentences, and utilizes another 3D CNN module to capture the interactive features be-
tween two sentences. Compared with the baselines, 3DSSM is able to capture and represent the
matching features of two sentences more accurately. Thus, our method can outperform the others.

4.5 Comparison with BERT-Based Models

In order to investigate the effectiveness of our model and BERT-based ones, we adopt two im-
portant metrics to compare them, i.e., accuracy and #FLOPs. #FLOPs represents the number of
floating-point operations, which is a metric to evaluate the computational complexity of a neural
model. The larger #FLOPs means the longer inference time. As shown in Table 4, in terms of accu-
racy, although 3DSSM is inferior to BERT and FastBert (speed = 0.1) on the LCQOMC dataset, it still
beats the other models based on BERT, including DistilBERT and FastBert (speed = 0.5, 0.8). On
the BQ dataset, 3DSSM achieves comparable performance to BERT. In terms of #FLOPs, 3DSSM
demonstrates a significant superiority, whose computational complexity is much lower than that
of BERT-based models. That is, 3DSSM is able to achieve comparable performance in terms of
accuracy with BERT-based models while requiring much less #FLOPs than them.

4.6 Ablation Study

In this subsection, we investigate the importance of each key component of 3DSSM by comparing
the performance of 3DSSM with that of its three variants, which are described as follows:

e 3DSSM~£73D: Recalling that the standard 3DSSM encodes semantic feature cube with the
first 3D CNN sub-module in Equation (5), the variant removes this sub-module.
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Fig. 7. Ablation experimental results on the BQ dataset.
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Fig. 8. Ablation experimental results on the LCQMC dataset.

e 3DSSMM@D: Recalling that the standard 3DSSM encodes the initial representation of a
sentence pair to capture the interactive features and generate a matching representation
with the second 3D CNN sub-module in Equation (7), the variant removes this sub-module.

e 3DSSM~C%Y¢; Recalling that the standard 3DSSM generates semantic feature cubes for sen-
tences with the feature cube network described in Section 3.4, the variant removes this net-
work. Thus, the character and word embeddings are concatenated directly to replace the
original semantic feature cube.

The experimental results are shown in Figure 7 and Figure 8. According to the figures, we have
several observations, as follows.

First, in terms of precision, F;-score, and accuracy, 3DSSM~Em3D btains worse results than
3DSSM on two datasets. This is probably because 3DSSM~E73P removes the first 3D CNN
sub-module for encoding semantic feature cube. This leads to the local features between different
dimensions of words and the sequential information in successive words being not fully captured,
which inevitably affects the quality of sentence representation and the performance of SSM task.

Second, in terms of precision, F;-score, and accuracy, 3DSSM~Ma3D 4chieves worse results than
3DSSM on two datasets. This is probably because 3DSSM~P removes the second 3D CNN
sub-module for capturing the interactive features between two sentences. The missing of inter-
active features leads to the decline of SSM performance. In addition, comparing 3DSSM~£73P and
3DSSM~M3D e find that the performances of the former are usually superior to those of the
latter. This means that the second 3D CNN sub-module described in Equation (7) plays a more
important role than the first sub-module described in Equation (5).

Third, in terms of precision, recall, F;-score, and accuracy, 3DSSM~C#%¢ gbtains the worst re-
sults on two datasets. This is probably because 3DSSM~C%?¢ completely removes the feature cube
network, which seriously destroys the entire architecture of the 3DSSM model, greatly weakens
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Fig. 9. Comparison on encoding dimension of BiLSTM.
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Fig. 10. Comparison on number of convolution kernels of 3D CNN in Equation (5).

its ability for sentence pair modeling, and hurts the performance severely. Feature cube network
is the core of 3DSSM method, which provides the foundation for the following 3D CNN module.
Without the feature cube network, it is impossible for the variant to beat the other baselines.

In summary, each key component in 3DSSM is helpful for SSM task. All of them are crucial for
the outstanding performance of the 3DSSM model.

4.7 Hyperparameter Analysis

In this subsection, we discuss the influences of different hyperparameters on the performance of
the 3DSSM model.

First, for the encoding dimension of BiLSTM in the feature cube network, according to Fig-
ure 9(a) and 9(b), in terms of Fi-score and accuracy, 3DSSM obtains the best performance
on the BQ and LCQMC datasets when the encoding dimension of BiLSTM is set to 300. The
larger dimensions mean the better ability to model sentences. However, too many dimensions
reduce the generalization ability and result in unsatisfactory performance on the test data. Ac-
cording to the experimental results, 300 is the best parameter for the encoding dimension of
BiLSTM.

Second, for the number of convolution kernels in the first 3D CNN sub-module as described
in Equation (5), according to Figure 10(a) and 10(b), in terms of F;-score and accuracy, 3DSSM
achieves the optimal performance on two datasets when the number of convolution kernels is set
to 16. In addition, for the number of convolution kernels in the second 3D CNN sub-module as
described in Equation (7), according to Figure 11(a) and 11(b), in terms of F;-score and accuracy,
3DSSM achieves the best performance on two datasets when the number of convolution kernels
is set to 32. The more convolution kernels there are, the more powerful the CNN-based model will
be. However, the neural network will overfit the training dataset when the number of convolu-
tion kernels is too large, which will damage the performance on the test data. According to the
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Table 5. Comparison of Time Consumption
on Different Depths of Feature Cube Network
Depths BQ LCOMC
1 87 s 227 s
2 172's 434 s
3 253 s 637 s
4 338s 851s
5 421 s 1,046 s
6 504 s 1,241 s
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Fig. 11. Comparison on number of convolution kernels of 3D CNN in Equation (7).
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Fig. 12. Comparison on depth of the feature cube network.

experimental results, for the two 3D CNN sub-modules in the 3DSSM model, the numbers of their
convolution kernels are set to 16 and 32, respectively.

Third, for the depth of the feature cube network, according to Figure 12(a) and 12(b), in terms
of F;-score and accuracy, 3DSSM demonstrates the best performance when the depths are set to
3 and 4 on two datasets, respectively. Considering the differences between the two datasets, it is
natural to encode sentences with feature cube networks of different depths. In order to investigate
the time consumption of 3DSSM models equipped with different feature cube networks, we report
the time consumption on each training epoch, as shown in Table 5. It is obvious that with the
increase of the depths of the feature cube network, the time consumption on each epoch grows
gradually. When the depths are the same, the time consumption on LCQMC is two times longer
than that on BQ. This may be caused by the size of the two datasets, i.e., LCOMC is larger than
BOQ.

Last, for the dimension of character and word embedding fed into 3DSSM, according to
Figure 13(a) and 13(b), in terms of precision, F;-score, and accuracy, 3DSSM obtains the best
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Fig. 13. Comparison on dimension of character and word embedding.

performance on the BQ and LCQMC datasets when the dimension is set to 400. The analysis for
this hyperparameter is similar to that for the encoding dimension of BiLSTM.

5 CONCLUSIONS

Sentence semantic matching is a critical yet challenging task for human-robot language interac-
tion, which requires an accurate representation for the sophisticated features embedded in and
between sentences. Existing work including neural models is troubled by the inability to fully
capture the local and sequential features. This article devises a novel 3D CNN-based sentence
semantic matching method for human-robot language interaction. Our proposed 3DSSM model
receives the character and word embeddings of sentences, and designs a specific feature cube
network to transform the embeddings into semantic feature cubes. Then, a 3D CNN module is im-
plemented to encode the semantic feature cube to capture the deep features in sentences, and learn
the interactive features between sentences. Exhaustive experiments and empirical analysis validate
the outstanding performance of the 3DSSM model. In the future, we will try to further integrate
more information into the feature cube network and verify the ability of 3DSSM on the related
tasks.
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