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An Industrial Network Intrusion Detection
Algorithm Based on Multifeature Data

Clustering Optimization Model
Wei Liang , Kuan-Ching Li , Senior Member, IEEE, Jing Long, Xiaoyan Kui , and Albert Y. Zomaya

Abstract—Industrial networks are complex and diverse.
Among existing intrusion prevention systems available,
several of them have problems such as low detection ac-
curacy rate, high false positive (FP) rate, and low real-
time performance for impersonation attacks. To address
such issues, it is proposed in this article an industrial net-
work intrusion detection algorithm based on multifeature
data clustering optimization model, where the weighted
distances and security coefficients of data are classified
based on the priority threshold of data attribute feature for
each node in the network, given that the data modules in
the industrial network environment are diverse and easy to
diagnose, restore, and rebuild. The proposed algorithm can
effectively improve the detection rate and real-time perfor-
mance of detecting abnormal behavior for the multifeature
data in industrial networks. The novel features are twofold,
to rapidly select a node with high-security coefficient
as the cluster center, and match the multifeature data
around the center into a cluster. Experimental results show
that the proposed algorithm has good superiority in terms
of detection rate and time compared to other algorithms. In
the industrial network, the detection accuracy of abnormal
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data reaches 97.8%, and the FP of detection is decreased
by 8.8%.

Index Terms—Clustering, industrial network, intrusion
detection, multifeature, weighted distance.

I. INTRODUCTION

W ITH the deep integration and fast development of indus-
try informatization, the industrial networks frequently

suffer from illegal intrusion attacks, and the types of these
attacks are becoming increasingly diverse and complex. The
data in industrial networks have the characteristics of diversity,
easy to diagnose, and rebuild. As a consequence, fast detection
and prevention of abnormal behavior caused by the intrusion
in the next generation of industrial networks have attracted
great attentions from the world-wide governments and industrial
companies.

Numerous attack events in the industrial network have been
reported in recent years that caused severe consequences. For
instance, the Stuxnet virus seriously threatened essential com-
puting facilities of various countries in 2010 [1], such as the
hydro-power stations and nuclear power networks. Iran suffered
from the most severe attacks, as its nuclear power equipment
was severely damaged. In due course, over 60% of personal
computers and devices were attacked by the Stuxnet virus. In
2015, HawkEye RAT [2] intruded computer systems of enter-
prises to steal the core system access information. In the same
year, the power system of Ukraine suffered from malicious
attacks [3], which caused several hours of the power outage
in a vast region. The Wanna Cry virus [4] swept all over the
world in 2017, and affected many Chinese industrial companies,
such as PetroChina. In summary, the security risks of the global
industrial network are continuously increasing, and as a matter
of fact, there happened several other attack events in addition to
the abovementioned ones.

The basic structure of intrusion detection is shown in Fig. 1.
Network activities that attempt to damage the integrity, con-
fidentiality, and availability of industrial networks by illegal
intrusion means can be treated as intrusion attacks in industrial
networks. Intrusion detection systems can detect and trace the
intrusion events actively, though impossible for network defense
technologies. Therefore, the use of intrusion detection systems
in industrial networks can remedy the deficiency of traditional
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Fig. 1. Structure of an intrusion detection system in industrial
networks.

network defense strategies, thereby perfecting the entire security
system of industrial networks.

Industrial network detection techniques can be divided into
four categories, namely, rule-based, neural network-based, sup-
port vector machine (SVM)-based, and clustering analysis-
based intrusion detection. Rule-based detection one transforms
the intrusion rules into related structures that performance relies
on the integrity of the rule repository, which in turn depends
on the integrity and real-time performance of audit records.
They have a high accuracy rate and low false positive (FP) in
detection; though, the detection speed is slow. The structure of
artificial neural networks is similar to the synaptic connection
of the human brain, as they are a nonlinear and self-adaptive
information-processing system with many interconnected pro-
cessing units. Neural network models are varied due to the differ-
ences in network topology, neuron characteristic, and learning
rules. SVM-based intrusion detection techniques aim to address
various issues in learning, classification, and prediction, as it
transforms the input space into a high-dimensional space by the
nonlinear mapping, and the optimal separating plane is estab-
lished in the high-dimensional area. Finally, clustering analysis
can discover the global distribution and the inner structure of
each cluster in the clustering-analysis-based intrusion detec-
tion techniques. That is, the structure can recognize whether
an individual belongs to a cluster, as it considers the sample
data without classification indication. This technique aims to
find an inner structure of a cluster that makes the sample in
the same cluster similar, and samples among different clusters
disparate, in which such a structure can be used to match and
recognize the detected data. However, there are still several se-
curity issues in intrusion detection techniques to be addressed, as
follows.

1) The use of the multifeature classification model in in-
dustrial networks does not occupy extra bandwidth and
concealed, since the features of data in industrial networks
are diverse. Any slight abnormal change in the network
may easily lead to considerable security risks.

2) Intrusion attacks in industrial networks are concealed
and include significant intrusion information, thereby
causing substantial damage to industrial networks. It is
challenging to prevent or eliminate the intrusion attacks
with mixed types through the existing firewall, antivirus
software, and network detection in industrial networks.

3) Existing intrusion detection techniques for industrial net-
work belong to an active defense that has low detection
efficiency and high rates of miss and false detection
in a passive environment. As theoretical researches on
the feature of industrial networks and the generality of
intrusion signal are limited, potential security problems,
such as security hole, still exist in industrial networks.

Advanced models in intrusion detection utilize the supervised
learning algorithm. For such, plenty of training data with cate-
gory mark should be provided to realize the correct classifica-
tion of intrusion attacks. If the category mark is mistaken, an
incorrect trained intrusion detection model will be generated.
Clustering is the most common form of unsupervised learning,
as it can analyze the global distribution and inner structure of
each cluster in the data sample. The structure can recognize
whether the sample belongs to a given category. In this case, the
clustering analysis is introduced to intrusion detection and used
for rapid and correct recognition of abnormal network behavior
with the unmarked industrial network connection records.

The remaining of this article is organized as follows.
Section II introduces related works and analyzes the shortcom-
ings of existing algorithms, while definitions are introduced
and the mathematical model is detailed in Section III, as well-
presented the intrusion detection algorithm based on this model.
The experimental results are discussed in Section IV, and finally,
Section V concludes this article.

II. RELATED WORK

Several attack tools can be used for network information
hiding. Terrorist organizations or illegal attackers may employ
them to hide specific secrets in various data carriers, so the
intrusion attacks may arise when the carriers are under operation
in industrial networks. The consequences of these attacks are
unimaginable—paralyze the industrial economy or cause public
panic. Thence, it is still difficult to deal with passive intrusion
attacks with the current technologies. Countries such as Great
Britain, Russia, Germany, and France have attempted to research
concealed intrusion and intrusion detection techniques. Based on
these issues, network security has brought attention, turning into
research hotspot in most developed/developing countries. Nev-
ertheless, the researches on the security mechanism of intrusion
detection systems for industrial networks are still in its infancy,
which is mainly focused on the prevention of active concealed
intrusion attacks.

Many security issues in industrial networks need to be ad-
dressed [5], [6], such as whether node data has maliciously
tampered after a node is successfully connected into an industrial
network, whether the data is integrated, or how to accurately
detect the abnormal behavior of intrusion. A protocol analysis
method based on a decision tree is proposed, where each level
of the protocol is decoded [7]. Intrusion detection is simplified
into monitoring several fields and calling related functions. The
method can accurately capture the intrusion signal with the
protocol feature, so the performance of the intrusion detection
system is greatly improved. In [8], authors proposed a machine
learning-based intrusion detection method where the collected
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data can be divided into training sets and detection sets. Herein, a
secure and reliable model is generated by using the training set,
as the detection set is used for experimental analysis. In [9],
[10], authors used neural network for misuse detection. The
system detects intrusion attacks by searching the key code of
attacks in a network flow. A multilayer perceptron is used to
detect intrusion in the mainframe, including known attacks and
unknown attacks. In [11], a data feature collection method is
used to detect the abnormal parameter value in intrusion, by
preset a secure threshold for each parameter.

Values higher than the threshold are treated as abnormal.
This method can detect the abnormal parameter values in a
single procedure yet may cause a high FP rate of detection.
Gao et al. proposed an SVM-based intrusion detection model
and discussed the process of establishing the model by using
system call execution [12]. Another network intrusion detection
technique based on passive learning was proposed in [13], where
one-class SVM was used to establish the intrusion detection
model. Such a proposed technique has good robustness through
low security is achieved. The clustering method is applied in
data connection [14], by assuming that clusters with fewer
samples are probably abnormal clusters. Unsupervised learning
is considered to learn the normal network behavior. Thereby, a
small number of abnormal data is reserved to avoid the abundant
abnormal data being gathered as a significant cluster in the
training data set. After clustering, clusters exceeding a specific
scale will be regarded as normal behavior. When a connection
record is detected, the similarity between the record and the
normal behavior is used to determine whether it is abnormal.
Unsupervised clustering algorithm is proposed in [15], where
parameters need not be set artificially and are unaffected by
order of data input. The shape of a cluster is arbitrary and
reflects the real data distribution, as the algorithm determines the
constant data cluster by comparing the distance among training
sets without any indication to the class.

A window-based feature extraction technique for intrusion
detection is proposed in [16], with the feed-forward neural
network and back-propagation training algorithms used to
model the standard behavior edge of data feature in the
network. However, it needs to learn the edge of normal behavior
again before the appearance of new behavior, and a significant
amount of time is consumed in the training stage. Several
intrusion detection algorithms based on machine learning are
proposed for industrial networks [17]–[19], in which techniques
in machine learning are utilized to model the spatial, temporal
correlativity of network data attribute. Such approaches are
capable of improving the detection quality and decreasing the
FP rate. However, the network attacks become complex due to
the diversity and complexity of industrial network environment.
In consequence, it is a big challenge to address the security and
defense issues in industrial networks.

III. INTRUSION DETECTION ALGORITHM BASED ON

MULTIFEATURE DATA CLUSTERING OPTIMIZATION MODEL

A. Definition of Multifeature Data Clustering

The definition of clustering given by Merriam–Webster is a
multifeature classification technology based on statistics [20].

Fig. 2. Chart of data preprocessing.

The multiple features are compared quantitatively to determine
the individuals within a category; that is, it is an unsupervised
learning method. Multifeature clustering requires a rule set to
divide data into several categories, where the data within a
category are similar, and those among categories are disparate.

Definition 1: Let R be a cluster. A data set X =
{X1, X2, . . . , Xn} is assumed, and the cluster R of X is to
divide X into K sets, U1, U2, . . . , UK .

1) Ui �= φ, i = 1, 2, . . . ,K;
2) U1 ∪ U2 ∪ . . . ∪ UK = X;
3) Ui ∩ Uj = φ, i �= j, i, j = 1, 2, . . . ,K.

Multifeature cluster R involves three steps. 1) Data pre-
processing: the attributes of data objects are usually different,
thereby leading to a significant deviation in the iteration of the
algorithm. The preprocessing procedure can effectively extract
the features and standardize the data value, 2) Multifeature
clustering: the data is allocated to several clusters due to specific
rules. This procedure may involve the selection of the first cluster
center and the number of multifeature clusters, and 3) Analysis
of clustering result: the similarity is used to evaluate and analyze
the clustering results.

1) Data Preprocessing: The multifeature data sets should be
normalized in the range from 0 to 1 to improve the detection
accuracy and detection efficiency. As shown in Fig. 2, the
testing data set is denoted by X . Max(X) and Min(X) are the
maximum and minimum feature value of X . Any x ∈ X can be
normalized to a new feature value x′ by using (1)

x′ =
x−Min(X)

Max(X)−Min(X)
. (1)

2) Distance Measure of Multiple Features: The distance
metric function is commonly used to measure the similarity
of multifeature data. The shorter the distance, the higher the
similarity.

Let Xi={xi1, xi2, . . . , xiM} and Xj = {xj1, xj2, . . . , xjM}
be two data objects in X that include M attribute features.
The Mahalanobis distance is introduced in this article, and the
correlation between data is used in the distance calculation
through the covariance matrix, as in (2)

d (Xi, Xj) =

√
(Xi −Xj)

T S−1 (Xi −Xj) (2)

where S denotes the covariance matrix. When it is a unit matrix,
the distance metric is similar to the Mahalanobis distance. The
distance metric function can be used to evaluate the similarity
of multifeature data clustering. As each metric is suitable for
specific application scene, the clustering algorithm will generate
different results in various cases. So thus, the closeness of data
objects in multifeature data set X can be evaluated by similarity,
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namely the n× n symmetry similarity matrix, as in 3
⎛
⎜⎜⎜⎜⎝

0 d (X1, X2) . . . d (X1, Xn)

d (X2, X1) 0 . . . d (X2, Xn)
...

...
. . .

...

d (Xn, X1) d (Xn, X2) . . . 0

⎞
⎟⎟⎟⎟⎠

. (3)

3) Evaluation Function of the Multifeature Clustering Effect:
There are two ending conditions of the iteration for the multifea-
ture clustering algorithm, namely, reaching the preset iteration
times or achieving the best clustering effect. The optimal criteria
of clustering are calculated by the evaluation function that will
compute the results after each iteration. If it reaches the ending
conditions, and the iteration is terminated and will continue until
the result is optimally suitable, if otherwise. A general method
to evaluate the clustering effect is the squared error criterion.

Definition 2: σ is the sum of square error, as (4)

σ =
K∑
j=1

∑
Xi∈Uj

‖Xi − uj‖2 (4)

where uj is the clustering center of the jth cluster Uj . The
smaller value of σ denotes a better clustering result; hence, if σ
is the optimal, the clustering is finished.

B. Mathematical Model

Let the data set be X = {X1, X2, . . . , Xn}. Each data ob-
ject Xi = {xi1, xi2, . . . , xiM}(1 ≤ i ≤ n) is a M -dimensional
vector with M attribute features. The kth attribute feature is
denoted by Fk = {x1 k, x2 k, . . . , xnk}. ωk(1 ≤ k ≤ M) is the
weight of the kth attribute feature.

Definition 3: For a complete graph G, each node is a point
Xi(1 ≤ i ≤ n) inX . The weighted value of the edge eij between
node Xi and Xj can be calculated as (5)

Weij = d (Xi, Xj) =
M∑
k=1

√
ωk (xik − xjk)

2. (5)

Definition 4: Let N(Xi) = {X(1)
i , X

(2)
i , . . . , X

(L)
i } be the

collection of L points with the closest distance to Xi. The
security coefficient s(Xi, L) can be calculated by (6)

s (Xi, L) =
1

∑L
j=1 d

(
Xi, X

(j)
i

) , 1 ≤ i ≤ n. (6)

Let the weighted value of node Xi be WXi
= s(Xi, L).

K cluster centers u1, u2, . . . , uK(ui ∈ X, i = 1, 2, . . . ,K) can
be selected. Next, each data object Xi in X will be added to
the cluster Ui that has the closest distance to the cluster center
ui,

∑ni

i=1 Xi/ni is calculated. Herein, ni is the number of data
objects in the ith cluster. Based on the principle of average value
and σ optimization, the cluster centers u1, u2, . . . , uK can be
adjusted. Lastly, K clusters U1, U2, . . . , UK will be generated
until the cluster center is not changed. With the centroid, radius
and the average security coefficient of each cluster, the detection
rule r = {r1, r2, r3} is generated.

To improve the detection efficiency, reducing the FP rate
and enhancing the stability of clustering, three aspects in the
selection of ωk, L and the cluster center u1, u2, . . . , uK are
considered.

1) Selection of ωk: In the selection process of ωk, the princi-
ple of selecting attribution feature preferentially in the clustering
procedure should be first considered. The testing data may have
redundant or unrelated attributes that lessen the classification
accuracy, increase the computation overhead and time. In this
point, the evaluation method is given to measure the importance
of attribute features. That is, the importance is transformed into
a weight of ωk, so thus those crucial attributes can be gathered
in a collection to simplify the attribute features.

Definition 5: Let the kth attribute feature be Fk, and p(xik)
the probability of Fk equal to xik. The information entropy is
calculated by (7)

H (Fk) =
∑

xik∈Fk

p (xik) log
1

p (xik)
. (7)

Definition 6: When the value of attribute feature Fk is given,
the conditional entropy of Fk can be denoted by (8)

H (Fk′ |Fk) = −
∑
x∈Fk

p(x)
∑
y∈Fk′

p(y|x) log p(y|x). (8)

Definition 7: Based on the information entropy and condi-
tional entropy, mutual information can be represented by (9)

I (Fk, Fk′) = H (Fk′)−H (Fk′ |Fk) . (9)

Definition 8: The correlation degree ofFk can be represented
by the average mutual information for Fk and other possible
attribute features Fk′(1 ≤ k′ ≤ M), as calculated by (10)

R (Fk) =
1
M

M∑
k′=1

I (Fk, Fk′) . (10)

The conditional correlation degree of Fk′ with the condition
of Fk can be represented by (11)

R (Fk′ |Fk) = R (Fk)
H (Fk′ |Fk)

H (Fk′)
. (11)

Definition 9: The redundancy degree Red(Fk, Fk′) is
calculated by (12)

Red (Fk, Fk′) = R (Fk′)−R (Fk′ |Fk) . (12)

On the above basis, the importance of attribute feature is
defined as (13)

Im (Fk) = R (Fk)−max {Red (Fk, Fk′)} . (13)

Theorem 1: The weight ωk(1 ≤ k ≤ M) is selected by (14)

ωk =
Im (Fk)∑M
k=1 Im (Fk)

. (14)

It satisfies 0 ≤ ωk ≤ 1 and
∑M

k=1 ωk = 1.
Proof: ∵ Im(Fk) ≥ 0,∴ 0 ≤ ωk = Im(Fk)∑M

k=1 Im(Fk)
≤ 1
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If I =
∑M

k=1 Im(Fk), then we have (15)

M∑
k=1

ωk =
Im (F1)

I
+

Im (F2)

I
+ · · ·+ Im (FM )

I

=

∑M
k=1 Im (Fk)

I

=
I

I
= 1. (15)

�
2) Selection of L: In existing algorithms, L is usually set as

an empirical value. It quickly leads to low detection efficiency
and artificial errors, making the result uncertain. It is presented
in this section a method to select L value for best detection
accuracy and efficiency.

Theorem 2: The security coefficient s(Xi, l) of industrial
nodeXi is a monotone decreasing sequence. The sum of s(Xi, l)
for all data objects when l is equal to different values can be
calculated by (16)

S(l) =
n∑

i=1

s(Xi, l), 1 ≤ l ≤ n− 1. (16)

Therefore, S(l) is also a monotone decreasing sequence of l.
Proof: Given s(Xi, l)=

1
∑l

j=1 d(Xi,X
(j)
i )

and d(Xi, X
(j)
i )≥ 0

in (9), we can deduce as
∑l

j=1 d(Xi, X
(j)
i ) is also a mono-

tone decreasing sequence of l. Hence, we have s(Xi, 1) ≥
s(Xi, 2) ≥ · · · ≥ s(Xi, n− 1) ≥ 0, i = 1, 2, . . . , n, where
s(Xi, l), i = 1, 2, . . . , n is a monotone decreasing sequence
of l.

As S(1) ≥ S(2) ≥ · · · ≥ S(n− 1) is established, so thus the
proposition of theorem 2 is proven. The increase of l will cause
the decrease of S(l). The relative change value of S(l) can be
calculated by (17) �

Δl = S(l − 1)− S(l), 2 ≤ l ≤ n− 1 (17)

where Δl ≥ 0. If the value of l makes the relative change be the
maximum, then it is denoted by L.

3) Selection of Cluster Centers: As shown in Fig. 3, different
cluster centers generate different clustering results. In order to
improve the stability and accuracy of abnormal data detection,
it is crucial to select a finer initial collection of cluster centers
that will provide a method to select the initial cluster centers
with evenly distributed characteristics. The security threshold
value δ is the critical value of the security coefficient. When
s(Xi, l) ≥ δ is satisfied, the data object Xi has high security
coefficient, and the collection of high-security coefficient points
can be denoted by U .

1) The node with the highest security coefficient is selected
from X with (10), denoted by u1;

2) A node with the highest security coefficient that has the
longest distance to u1 is selected from U , denoted by u2;

3) The distances between each node uj to the cluster centers
u1, u2, . . . , ui are d(uj , u1), d(uj , u2), . . . , d(uj , ui), j �= 1,

Fig. 3. Cluster centers selection in the multifeature data set.

Fig. 4. Chart of multifeature data detection.

2, . . . , i. The node that satisfies the condition in (18) is denoted
by ui+1

max {min {d(uj , u1), d (uj , u2) , . . . , d (uj , ui)}} . (18)

4) The step (3) is repeated until all evenly distributed clus-
ter centers u1, u2, . . . , uK with high-security coefficients are
generated.

C. Proposed Intrusion Detection Technique

The proposed algorithm mainly focuses on the extraction and
preprocessing of useful data attribute features from the intrusion
data. The results are analyzed based on previous experience
and actual situation. The clustering analysis algorithm used in
industrial network intrusion detection is to use a specific arti-
ficial intelligence algorithm for data clustering analysis. Based
on the distribution of data objects in each cluster, the cluster
can be marked as normal or abnormal. After that, the cluster
center, radius, and the average security coefficient can be used
to generate the detection rules. The chart of multifeature data
detection is shown in Fig. 4.
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Fig. 5. Selection of cluster center for the multifeature data set.

Algorithm 1: Selection Algorithm of Cluster Centers.
Input:

Data set X = {X1, X2, . . . , Xn};
Security threshold δ;
Number of clusters K;

Output:
Initial set of cluster centers, u1, u2, . . . , uK ;

1: Calculating the value of security coefficient s(Xi, L)
for each Xi with (6);

2: if s(Xi, L) ≥ δ then
3: Adding Xi into U ;
4: end if
5: Selecting u1 with the highest security coefficient

from U ;
6: Selecting u2 with the longest distance to u1 from U ;
7: Calculating d(uj , u1), d(uj , u2), . . . , d(uj , ui),

j �= 1, 2, . . . , i;
8: ui+1 = max{min{d(uj , u1), d(uj , u2), . . . , d(uj ,

ui)}};
9: Repeating 7 and 8 to generate initial set of cluster

centers u1, u2, . . . , uK ;
10: return u1, u2, . . . , uK .

The kernel of the proposed algorithm is illustrated as follows.
Let the data set be X = {X1, X2, . . . , Xn}, and each data ob-
ject Xi = {xi1, xi2, . . . , xiM}(1 ≤ i ≤ n) is a M -dimensional
vector with M attribute features. With considerations to the
principle of important attribute feature Fk and weight value
ωk, 1 ≤ k ≤ M , the weighted distance and security coefficient
of each data object can be calculated. Next, the cluster centers
with even distribution are selected. After that, each data object
Xi in X will be added to the cluster Ui, which has the closet
distance to the cluster center Ui. With the principle of average
value and σ optimization, the cluster centers u1, u2, . . . , uK can
be adjusted. Lastly, K clusters U1, U2, . . . , UK are generated as
far as the cluster center is not changed.

To improve the stability and accuracy of the clustering result, it
is critical to select a sound cluster center. The selection algorithm
of the cluster centers is shown in Algorithm 1.

The selection procedure of cluster centers is depicted in Fig. 5.
In the training procedure, the system flow generated by normal
behavior can be modeled. In the detection stage, the real data
feature in the current industrial network can be compared to the

Fig. 6. Weighted clustering model for multifeature data.

Algorithm 2: Weighted Clustering Algorithm for
Multifeature Data.

Input:
Data set X = {X1, X2, . . . , Xn};
Security threshold δ;
Number of clusters K;

Output:
Clustering result, U1, U2, . . . , UK ;

1: Normalize data set with (1);
2: Calculate attribute feature weighted value ωk

with (14);
3: for 1 ≤ i, j ≤ n do
4: Calculate d(Xi, Xj) with (5);
5: end for
6: Calculate s(Xi, L) with (6), S(l) with (15);
7: if Δi = S(i− 2)− S(i− 1) is the maximum then
8: L = l;
9: end if

10: Repeat 6 and call algorithm 1 to retrieve
u1, u2, . . . , uK ;

11: Add Xi into cluster Ui;
12: Calculate 1

ni

∑ni

i=1(Xi);
13: Optimize cluster centers u1, u2, . . . , uK ;
14: if Cluster centers are not changed then
15: return U1, U2, . . . , UK ;
16: end if

model and generate the degree of deviation. If the degree of devi-
ation exceeds the preset threshold, the current network behavior
is marked as intrusion activity. The proposed selection algo-
rithm of cluster center can effectively detect the new unknown
attacks despite a high FP rate. Noting that the network intrusion
node is different from the normal nodes mathematically and
statistically.

Fig. 6 shows the weighted clustering model for multifeature
data. The factors such as detection model and the security
threshold are critical to the detection of the abnormal behav-
ior in an industrial network. One important characteristic the
proposed algorithm should have is to label as normal and ab-
normal behavior. Unfortunately, it will waste plenty of time to
recognize the classification label of massive data. From this,
the proposed model can effectively label the normal and ab-
normal data from the unmarked data that address the issues of
low efficiency and accuracy. The pseudocode is described in
Algorithm 2.
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TABLE I
PARAMETERS IN EXPERIMENTAL ENVIRONMENT

IV. EXPERIMENTS AND ANALYSIS

In this section, evaluations and analysis on the performance of
the proposed algorithm are conducted, mainly involving metrics
such as security, detection time, and detection accuracy.

A. Experimental Environment

The datasets NSL-KDD and KDDCU’99 are used in ex-
periments by taking into consideration the clustering analysis
for different data features [21]–[24]. The original record and
label of parameter value are included in the dataset, to reflect
whether the record is normal or abnormal. The difference in
intrusion attacks, parameters, and data type in the data sets
provide evidence to evaluate the reliability of intrusion detection.
The parameters of the experiments are found in Table I. The
experimental environment includes two parts: communication
simulation in an industrial network and abnormal network flow
detection. The former is implemented on a host machine with
Windows OS, while the latter is realized on a virtual machine
with Ubuntu OS. Both are connected via the serial port of the
virtual machine.

B. Security

The security of intrusion detection algorithm [25]–[27] can
be evaluated by using the true positive rate (TP) and FP rate,
where the TP is the ratio of accurately recognized abnormal
data objects and the total abnormal data objects, and defined as
follows (19). Further, FP is the ratio of the number of normal
data objects marked as abnormal and the total normal objects,
as follows (20)

TP =
A2

A1 +A2
(19)

FP =
N2

N1 +N2
(20)

where A1 is the number of undetected abnormal data, A2 the
number of detected abnormal data,N1 the number of recognized
normal data, and N2 the number of normal data marked as
abnormal.

Based on the classification in different dimensions of data
features, this experiment selects five samples from each cluster
to construct the training set and utilizes them for classification

Fig. 7. Evaluation of FP under different thresholds.

Fig. 8. Impact of security coefficient on the detection rate.

evaluation, which results are shown in Fig. 7. As an experi-
mental setting, the number of features changes from 0 to 100
and the increment of each step 20, the proposed algorithm is
compared to algorithms depicted in [28] and [29] with different
security thresholds. From comparison performed, the proposed
algorithm has the lowest FP rate. Yet, for the same data set, the
proposed algorithm decreases the FP rate by 8.8% when com-
pared to the algorithm in [28], demonstrating that the proposed
algorithm has better security than other comparative algorithms.

In the dataset for experimentation, unbalanced data with the
significant difference is selected for evaluation. Fig. 8 shows
the effect of parameter on classification accuracy before and
after multiple features are selected and noted that the change
in the parameter value leads to a minimal change in the TP. As
a consequence, the proposed algorithm is not sensitive to the
parameter, given that parameter optimization is relative to the
clustering of data features.

C. Detection Time

In an industrial network environment, the detection time is
typically used to evaluate the real-time performance of intrusion
detection algorithms. This experiment is conducted utilizing
NSL-KDD data set, and six different attack methods are used to
assess the detection time.

As shown in Table II, six attack methods are used to evaluate
the real-time performance. The testing data is selected from
NSL-KDD with several different features, and the algorithms
in [28] and [29] are used for comparison, with the results
of detection time listed in Table II. From the comparison,
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TABLE II
EVALUATION RESULTS OF TEST TIME WITH MULTICLASS NSL-KDD DATASET (UNIT:MS)

Fig. 9. Evaluation of detection accuracy with different security
threshold values.

the proposed algorithm has lower average detection time than
algorithms in [28] and [29]. This is due to the multifeature
data clustering model can detect the abnormal behavior of high-
disguised class accurately and rapidly. Besides, observation of
the training data set in real-time indicates that the number of
training records for the feature data is too small. Therefore,
the proposed model achieves good performance in detection
time.

D. Detection Accuracy

Original data samples in industrial networks are usually
high-dimensional, and to effectively apply a multifeature data
clustering method to extract the abnormal data in the indus-
trial network, high-dimensional data should be transformed into
low-dimensional data for detection. This approach can reduce
the storage of intrusion detection system yet decrease the com-
putation complexity of model learning and weaken the noise,
thereby clarifying the potential structure of data. As observed,
the accuracy rate of detecting abnormal behavior in industrial
networks is improved. Detection accuracy of each data in the
training data set is an important metric to evaluate the perfor-
mance of the proposed algorithm.

The data in the training data set is marked as normal or
abnormal. In addition, the detection accuracy for the normal and

abnormal data set is compared by using the securely weighted
threshold, as shown in Fig. 9. The evaluation results of detection
accuracy when the threshold is 0.2, 0.4, 0.6, and 0.8 are shown
in Fig. 9(a)–(d), respectively. We observe that, with the increase
of the feature value, the proposed algorithm achieves better
detection accuracy than those of the comparative algorithms
in [28] and [29] when the threshold is 0.6. For the data set
NSL-KDD, the detection can reach to 97.8%. Consequently,
the proposed algorithm can address the issues of low detection
accuracy by using an empirical value.

V. CONCLUSION

With the rapid advancement of industrial network technol-
ogy, intrusion attacks may be overlapped and disguised. As
known, many intrusion detection algorithms have issues of low
accuracy and high FP in detection. To address these issues,
this article proposed an industrial network intrusion detection
algorithm based on multifeature data clustering optimization
model. Such an algorithm established a data clustering optimiza-
tion model for the intrusion attacks in industrial networks, fol-
lowed to the presentation of a cluster center selection algorithm
for multifeature data and the intrusion detection algorithm. In
the proposed algorithm, despite the trace procedure increases
the training center of the model, the detection accuracy for the
attacks with high overlapping and disguise degree dramatically
improved. Experimental results showed that the proposed al-
gorithm achieved higher detection accuracy and lower FP than
other existing intrusion detection algorithms.

Several research institutes and organizations focus on the
detection of abnormal behavior in the industrial network to resist
attacks such as virus and Trojan, as well as to the evaluation
and prediction of potential intrusion attacks in advance. The
real-time and accurate detection of prospective network intru-
sion attacks is critical to ensure the security of future industrial
networks. As intrusion detection systems are under operation,
information such as system flow, behavior feature of each node,
and data set of historical nodes can be used to determine whether
nodes are illegal or systems under threatening and such issues
are focused as future directions of this research.
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