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Hydroelectric Generating Unit Fault Diagnosis
Using 1-D Convolutional Neural Network and
Gated Recurrent Unit in Small Hydro

Guo-Ping Liao™, Wei Gao™, Geng-Jie Yang, and Mou-Fa Guo

Abstract— Machine learning algorithm based on hand-crafted
features from the raw vibration signal has shown promising
results in the hydroelectric generating unit (HGU) fault diagnosis
in recent years. Such methodologies, nevertheless, can lead to
important information loss in representing the vibration signal,
which intrinsically relies on engineering experience of diagnostic
experts and prior knowledge about feature extraction techniques.
Therefore, in this paper, an effective and stable HGU fault
diagnosis system using one-dimensional convolutional neural
network (1-D CNN) and gated recurrent unit (GRU) based on
the sequence data structure is proposed. First, the raw vibration
data is reconstructed by data segmentation, which can improve
training efficiency. Second, the reconstruction data under the
influence of different running conditions and various fault factors
can be effectively and adaptively learned by 1-D CNN-GRU
and then determine information fault categories via network
inference. Finally, four machine learning methods are applied
to diagnosis the reconstruction data based on the experimental
dataset. The performance of the proposed method is verified by
comparing with the results of other machine learning techniques.
Furthermore, the fault diagnostic model, which is trained by the
practical vibration signal, has successfully applied in engineering
practice.

Index Terms— Hydroelectric generating unit (HGU), fault
diagnosis, 1-dimension convolutional neural network (1-D CNN),
gated recurrent unit (GRU).

I. INTRODUCTION

S WE know, the generating capacity of small hydro far

less than hydroelectricity. However, a recent study shows
that there are at least 82,890 small hydros around the world,
which is 10 times more than hydroelectricity [1]. For example,
according to statistics by the ministry of water resources of
China, China had 47,498 small hydro installations at the end
of 2017, producing about 247 TWh annually [2]. Therefore,
the small hydro is a non-negligible part of the power system.
Hydroelectric generating unit is one of the most impor-
tant devices in the hydropower plant, which greatly affects
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hydropower station and power system overall performance [3].
In addition, small hydro may be built in remote areas and
faced with the unattended operation, which brings difficulties
for maintenance and puts higher requirements for the safety of
the hydroelectric generating unit (HGU). Therefore, a reliable,
precise, and intelligent identification model for HGU faults is
practical and significant.

A. Previous Work

1) HGU Diagnosis: At present, the method fault diagnosis
of HGU can be divided into three categories, including
model-based, knowledge-based and vibration-signal-based.
Saeed er al. [4] developed the integration of numerical model-
ing of Francis turbine by finite element analysis, and then
diagnosing the HGU fault based on the proposed model.
Simeon et al. [5] designed a Web-based HGU fault diag-
nosis knowledge base system using a hybrid IF-THEN rule
presentation method, which can help plant maintainers and
operators for solving HGU fault. However, model-based or
knowledge-based fault diagnosis methods cannot directly diag-
nose the cause of the failure, and these methods depend
on expert experience. Other researchers adopt the vibration-
signal-based method to diagnose HGU faults because the
vibration signal is easy to obtain and contains a wealth
working status information. For example, Zhu et al. [6]
utilized kernel independent component analysis (KICA) and
principal component analysis (PCA) for HGU fault detection.
Lu et al. [7] adopted empirical mode decomposition (EMD)
to decompose the vibration signal, and then the modified
back-propagation neural network (BPNN) is used to HGU fault
diagnosis. In [8], an artificial-neural-network was proposed,
which immensely improved the accuracy of fault diagno-
sis for HGU. Yan et al. [9] proposed an improved hybrid
backtracking search algorithm based on T-S fuzzy model to
implement HGU fault diagnosis. A status monitoring and
fault diagnostics system for HGU was built in [10], where a
support vector machine (SVM) was used for fault diagnostics.
Although the above methods are effectively verified in fault
diagnosis of HGU scenarios, these works also indicate that
it is difficult to analyze the vibration information of HGU
owing to their nonlinearity, nonstationary and high-noise-
component peculiarities. Based on the research status of HGU
fault diagnosis in recent years, it can be observed that signal
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decomposition, feature extraction, and pattern recognition
are three main steps in fault diagnosis based on vibration
signal. In particular, the quality of the extracted features
is crucial to diagnosis accuracy. Therefore, many forms of
time-frequency analysis methods are gradually proposed. For
example, wavelet transform (WT) [11], PCA [12], EMD [13]
and its improved approaches [14], [15], etc. However, there are
exists various disadvantage. The scalable analysis window in
WT results unsatisfied in time-frequency representation con-
centration [16], PCA based on second-order statistics and lin-
earity assumption unsuitable to deal non-linear vibration signal
directly [17], and the issue of mode mixing and end effect
exists in EMD [13]. Furthermore, traditional intelligent fault
diagnosis methods design and perform feature extraction and
classification separately, which will affect the final diagnosis
performance [18]. Furthermore, unsupervised learning meth-
ods are also used in HGU fault diagnosis. Ahmed et al. [19]
proposed a minimum spanning tree (MST)-based hydropower
turbines anomaly detection method, which helps distinguish
the anomalous data from the regular dataset. In [19], although
the fault detection ability of this method was remarkable,
it didn’t mention how to classify different fault types. In the
application scenarios of this study, the vibration signal of the
hydroelectric generating unit has large noise, nonlinearity, and
nonstationary. The noise component includes ambient noise
and abnormal sound that is emitted when the HGU faults
happen. Moreover, the frequency of these abnormal sounds is
difficultly determined. Therefore, traditional intelligent diag-
nosis methods may neglect these fault features. Furthermore,
incorrectly collected vibration signal or dispersion in the
dataset might cause over-fitting in existing intelligent methods
for HGU. Therefore, it is necessary to build deep architectures,
which combines automatic and effective feature extraction and
intelligent diagnosis.

2) Deep-Learning-Based Approaches: Deep learning is
an algorithm based on learning data representations in
machine learning, which can attempt to extract high-level
representations of raw data via multiple stacked layers of
nonlinear information processing units in a hierarchical archi-
tecture [20]. Therefore, deep learning approaches can over-
come the disadvantage of the traditional intelligent methods.
Many researchers adopted deep learning for fault identification
in rotating machinery scenarios. For examples, Pan et al. [21]
proposed a model combing the convolutional neural net-
work (CNN) and long-short-term memory recurrent neural
network to input the raw vibration signal for fault diagnosis.
Liu et al. [22] developed a novel method for fault diag-
nosis of bearing using GRU non-linear predictive denoising
autoencoders, which provided a new way to process multi-
dimension vibration signal. In [23], a novel method, which is
utilized to automatically feature learning and fault diagnosis
in the rolling bearing, is based on improved convolutional
deep belief network with compressed sensing. As studied by
Ince et al. [24] and Li et al. [25], 1-D CNN or GRU is a
novelty deep learning method to address the complex charac-
teristics of vibration signal in real-world industrial application
and improved the performance of fault diagnosis considerably.
The above research works are effectively verified in their
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Fig. 1. Flow chart of proposed HGU fault diagnosis.

respective application scenarios. Unfortunately, in recent years,
the deep learning which does not require any feature extraction
has not been used in HGU fault diagnosis. Therefore, this
study attempts to solve the problem of fault diagnosis for
hydro units by using the existing deep learning method.

B. Contribution

Based on the above analysis, this study aims to build a novel
method for HGU fault diagnosis system using 1-D CNN-GRU,
which can achieve an elegant fault diagnosis performance. The
flow chart of the proposed algorithm is depicted in Fig. 1.
In the real industrial environment, it is difficult to collect a
large number of various fault samples for training. Therefore,
fault samples are collected through the numerical simulation
model. Moreover, four standard machine learning classifiers,
namely 1-D CNN, GRU, BPNN, SVM, are constructed to
compare the results by using measured and simulation vibra-
tion signal, respectively. The primary contributions of this
study can be summarized as follows:

1) In order to improve the ability of adaptively extracting
features of the proposed method and the efficiency of its
training process, the vibration signals are reconstructed
in chronological. By comparing with the raw data, it can
be observed the time steps of the reconstruction data
decreased and its features with respect to each time
step increased. As a result, it will take full advantage
of the sequential property of the raw vibration signal in
automatic extraction feature stage.

2) The reconstruction data includes various important
vibration information. Thus, in order to enhance the
capacity for capturing complementary and rich fea-
tures directly from the raw vibration signals, 1-D CNN
combined GRU is adopted. The reason is that 1-D
CNN-GRU can combine the speed and lightness of
convnets with the order-sensitivity of GRU.

3) A novel approach for HGU fault diagnosis using 1-D
CNN and GRU can prominently improve the accuracy of
the binary classification and multiclass faults diagnosis
of HGU based on the experimental results in our study.
Specifically, the diagnostic system built in this study is
successfully applied in engineering practice, which has
shown promising robustness and outstanding diagnosis
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Fig. 2. Online vibration signal acquisition system for HGU.

performance. As far as I know, this is the pioneering
work applied for HGU fault diagnosis, which can imple-
ment automatically features extraction from vibration
signal and fault diagnosis, simultaneously.

C. Work Organization

The remainder of this paper is organized as follows:
In Section II, introduces the case rig briefly. Then, the main
frequency of common faults, data description, the data
segmentation method, and fault diagnosis framework are
described in Section III. Section IV presents different experi-
mental results, and practical application of the binary diag-
nostic model. Finally, Section V summarizes the proposed
method.

II. CASE RIG

In this study, the small HGU operating in real-environment
is used as case object, which includes a turbine with the
type HLD54-WJ-71 and a hydroelectric generator with the
type SFW1250-6/1180. Then, the vibration signal of HGU
under different loads is collected by online acquisition system
consisting of vibration signal acquisition terminal, data server,
fault analysis module, and web browser. Among them, vibra-
tion signal acquisition terminal includes an acceleration sensor
with the type LCO166C, AC-DC converter, AD sampling unit,
vibration signal acquisition circuit, communication module,
and CPU. This case rig is shown in Fig. 2. Moreover, the
type of acceleration sensor LCO166C is integrated electron-
ics piezoelectric (IEPE). The model of the sensor is shown
in Fig. 3(a). It can be observed from Fig. 3 (a) that IEPE makes
integrating the sensitive electronics as close as possible to the
transducer to ensure better noise immunity. In other words,
it is suitable that the IEPE sensor is used to collect data in
a real operating environment of small hydro. The measuring
range, sensitivity, resolution of the sensor are +5 g (where
g = 9.8ms™?), 1000mVg~!, 0.00002g, respectively. The
sampling frequency and sampling period of online acquisition
system are 3000Hz, and 0.4s, respectively.

The general process of collecting vibration signals by this
online acquisition system is as follows: when the HGU runs,
the vibration value of HGU is converted to the vibration
acceleration value by piezoelectric accelerometer, and then
the vibration signal acquisition circuit converts these varying
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Fig. 3. (a) Model of IEPE sensor. (b) Offline vibration signal acquisition
device for HGU.

acceleration value into voltage signals, which represent the
vibration information of HGU in the sampling period. Then,
the vibration signal acquisition terminal periodically connects
to the socket port of data server through the communication
module, thereby transmitting and storing the data packets to
the data server. Finally, these vibration signal waveforms and
their corresponding diagnostic information will be displayed
on the web server. In Fig. 2, the yellow dotted lines represent
the acquisition flow of vibration signals.

In this study, the principles of sensor selection are as
follows: Firstly, ensure that the converted electrical signal
is not saturated and not too small. Secondly, the price of
the sensor cannot be too expensive given the demand for
large-scale applications. Finally, the acceleration sensor can
be easily amounted on the water guide bearing shell, which
belongs to micro-vibration. Before selecting the installation
position of the sensor, the vibration signals of HGU from
multiple stations collected through the offline vibration signal
acquisition device were stored in a PC as shown in Fig. 3 (b).
Then, these vibration signals were analyzed by signal process-
ing methods. The analysis results indicated that the vibra-
tion signals located at the horizontal position of the water
guide bearing have the strongest vibration intensity and the
most obvious vibration frequency characteristics. Therefore,
the ideal installation position of the acceleration sensor is
finally determined when the analysis result and the key role
of bearing in HGU are comprehensively considered. The final
installation site is shown in Fig. 2.

III. METHODOLOGY

A. Faults Frequency in HGU

HGU belongs to a kind of rotating machinery, which mostly
has a vibration phenomenon [26]. When faults occur in HGU,
the fault features are mainly expressed in the vibration signal.
The excitation sources of vibration signal mainly include the
factors of hydraulic, mechanical, and electrical. According
to [27], the main frequency of typical fault in HGU is counted
in Table I.

It is clearly shown from Table I that all the malfunctions,
except polar frequency vibration and Karman vortices, are
related to rotation frequency fy. Among them, the main
frequency of HGU faults is low frequency, which includes
misalignments, unbalance, bend of rotor, unequal gap of water
seal, rotor winding inter turn loosening, and eccentric draft
tube surges.
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TABLE I
MAINLY INTERMEDIATE FREQUENCY OF TYPICAL FAULT IN HGU
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TABLE 11
SUMMARY OF MEASURED VIBRATION SIGNAL

Health Condition Description of States Category Label  Sample Number
Healthy Normal case Class 1 540
Faulty Excessive bush gap Class 2 540

2) Simulation Fault Vibration Signal: In order to verify

Excitation Main Frequenc;
Sources Type of Fault (H; 4
Eccentric draft tube surges f=1/6~1/2) fo
Hydraulic Karman vortices f=Cwlo
factors Unequal gap of water seal f=sfo
Hydraulic disequilibrium f=Zofo
Unbalance
. Bend of rotor f=sf
Mechanical Rotor winding inter turn loosening
factors Bearing or shaft misalignments f=2f
Thrust bearing unevenness f=mfy
Electrical Polar frequency vibration f=50n n=1,2,3,...)
factors Rotation frequency vibration f=ko (k=1,2,3,..)

where fo=nn/60, ny is the rated speed of the hydro unit, C is the
coefficient associated with the Reynolds number, generally is
equal to 0.2, w is the blade exit edge velocity, ¢ is the tip edge
thickness, Zy is the number of runner blades, and m is the
number of thrust bearing.

Healthy case

100} |
0
-100)

Faulty case

(mm/s?)

Acceleration
Acceleration
(mny/s?)

S0 005 00 005 02 0325 03 03504 VG005 0T 0I5 02 023 03 035 0.4
1(s) 1(s)

Fig. 4. Different type of the vibration signal.

B. Data Description

1) Measured Vibration Signal: The measured vibration sig-
nal, which is used to verify the effectiveness of the proposed
method in binary classification, is collected from Xianghu
hydropower station, Fujian, China. On March 19, 2018,
the one of HGU in Xianghu Hydropower Station had shut
down to maintenance due to excessive bearing temperature.
By calculating the strength of the main shaft and the force
of bearing, it was concluded that the fault was caused by
the excessive clearance of bearing bush. The maintenance of
HGU had completed on March 26. In addition, the develop-
ment of these faults is a gradual process [28]. Through the
waveform analysis, combining with engineering experience of
diagnostic experts and prior knowledge, the vibration signals
of March 13 to 19 and March 26 to 30 were picked as the
faulty and healthy data, respectively. In fact, the measured
signal contains the case of the hydropower unit running
at different loads which include light-load, half-load, rated-
load, and heavy-load, efc. These vibration signals and their
waveforms are shown in Table II and Fig. 4, respectively.

Although the case object is the big unit, the sensor is fixed at
water guide bearing shell as shown in Fig. 2. Moreover, in this
paper, it can be observed from Fig. 4 that the acceleration value
of the measured vibration signal ranges from —0.3g to 0.5g
(where g = 9.8ms~?). Therefore, the 5g measuring range of
sensor is sufficient to meet the requirements of this research.

the multi-faults classification performance of the proposed
methods, a large number of HGU fault samples are required.
However, in real hydropower unit operating environments,
it is difficult to acquire a large number of fault samples for
classifier training [29]. Therefore, in this paper, the numerical
simulation model is used to simulate the various faults of HGU
at guide bearing. As stated in [30], Equation (1) is used to
simulate the vibration signal of HGU at guide bearing.

6
s(t) = Aisin2zfit (1)

i=1

where i is the number of mainly intermediate-frequency,
A; is the corresponding amplitude under different main
frequency that varies within a certain range, f; is the
mainly intermediate-frequency of mechanical and hydraulic
excitation.

Furthermore, in [31], by comparing the change of the
spectrogram before and after the rotor winding inter-turn
loosening, it can be observed that the rotation frequency is
significantly increased and the remaining multiples rotation
frequency is almost unchanged. Based above analysis, the prin-
ciple of Equation (2) is that the sine wave signal, which
contains a mainly intermediate-frequency of specific fault,
is superimposed on the healthy vibration signal. In addition,
the various fault mainly intermediate frequencies are obtained
by substituting the rated parameters of the HGU (the rated
speed ny = 1000r/min, the number of runner blades Zy = 15,
and the number of thrust bearing m = 4) into Table 1. The
numerical simulation model is expressed as.

j4n—1
si(t) =s0+ z A sin2x fit
i=j

)

where so is the measured vibration signal in healthy state,
n is the number of fault critical frequencies with respect
to a specific fault, A; is the corresponding amplitude under
different faults that varies within a certain range, f; is the
corresponding frequency under different faults, j is the number
of fault category.

Five different fault samples (i.e., eccentric draft tube surges,
thrust bearing unevenness, hydraulic disequilibrium, unbal-
ance, and mixed fault) were collected in Fig. 5. It is clearly
seen that a variety of fault information reflected in Table I
is included within the frequency range of 500Hz. Therefore,
the sampling frequency of 3000Hz is sufficient to meet the
requirements of the research according to Nyquist-Shannon
sampling theorem [32].
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Fig. 6. (a) 3-D tensor for vibration datasets. (b) Data reconstruction progress.

C. Data Segmentation

The vibration signals are a kind of time series data, which
should be stored in a 3-dimension (3-D) tensor with an explicit
time axis. Besides, each vibration signal can be encoded as a
sequence of a 2-dimension (2-D) tensor. The 3-D tensor of the
vibration signal datasets is shown in Fig. 6 (a), where different
colors represent different categories of samples.

As already stated in Section II, the vibration signals are
collected from the water guide bearing. In this paper, consider-
ing that the hydroelectric generator grid connected frequency
is 50 Hz and the sampling period is set to 0.4s. Moreover,
the proposed method can extract features more effectively
by input the samples of complete periodicity. Therefore,
the sampling number is 1200, which suggest that the time
step of each data is 1200 and each time step contains only
one feature value. Once these data trained by proposed method
could reduce the network ability of adaptive feature extraction
and increase its training time. Therefore, the raw vibration data
should be reconstructed to reduce time steps and increase the
features of each time step. The specific process is as follows:

The sampling frequency is 3000 Hz and the rated rotating
speed of HGU is 1000r/min, which means about 180 data
points will be collected for one revolution (one revolution is
3/50 s). Therefore, the vibration signal with a length of 1200 is
divided into 20 segments (i.e., 20 time steps) in sequence and
60 points per segment (i.e., 1/3 revolution). This segmentation
process is shown in Fig. 6(b).

The data segmentation method is used to reconstruct the
raw vibration data, which laid the foundation for the neural
network to run faster, better extract features and higher fault
identification accuracy.

D. 1-D CNN-GRU Architecture

The overall structure of 1-D CNN-GRU consists of three
parts: the input layer, the hidden layer, and the output layer.

Simulation fault vibration signal and its spectrogram.

In addition, the hidden layer contains the convolution layer, the
pooling layer, the GRU layer, and the fully-connected layer.
Therefore, 1-D CNN-GRU-based architecture contains 6 layers
as shown in Fig. 7.

CNN is a multi-layered neural network, where each layer
contains multiple feature planes consisting of multiple inde-
pendent neurons [33]. 1-D CNN is often used in time-sequence
models [24], which convolutional output are one-dimensional.
Fig. 8 shows that the basic difference of 1-D CNN and
2-D CNN is the sliding direction of filters. As stated in
section III-C, the time-axis is important for the vibration
signal, which is stored in a 3-D tensor. In addition, the filters
of 1-D CNN are slides along time-axis and the input shape
of 1-D CNN is 3-D tensor. Therefore, 1-D CNN is adopted in
this study.

In this study, rectified linear unit (ReLU) [34] is selected
as activation function in 1-D CNN. He et al. [35] confirmed
that he_normal which is the implementation of weight initial-
ization based on Gaussian distribution would make the data
input to the ReLU having good constant variance. Therefore,
the he_normal initializer is chosen to initialize weight in
convolution layer, which will draw samples from a truncated
normal distribution centered on 0 with Standard deviation
formula as follow.

std = \/2/fan 3)

where fan is the number of input units in the weight tensor.

Suppose the input sequence matrix is D, and the i-th output
sequence matrix is S;, then Sy = D.

When i = 1, the current layer is convolution layer. The
convolutional layer parameters consist of a set of learnable
filters, which is small spatially (¢ x d, where c is the size of
the kernel and d is the dimension of input data). The output
feature matrix S; can be express as:

Si = f(Siz1 @ w; + by) 4)

where w is the weight matrix and b is the bias. In this study,
the nonlinear activation function uses ReLU. The zero padding
is adopted in convolution layers so that the size of S| unified
into m xn(m is the time steps of input data and n is the
number of filters).

When i = 2, the current layer is pooling layer, and its role
is to reduce the time steps of the sequence features while
maintaining the scale invariance of features. In this study,
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the Max pooling method is used in the pooling layer, whose
output is the maximum of the previous feature matrix. The
output feature matrix S; is defined as follows:

Si =Y (Si—1) @)

where Y is the pooling function. The size of S is m/z x n,
where z is the pooling layer scale value of the current layer.

When i = 3, the current layer is GRU layer. The architecture
of standard RNN is shown in Fig. 9 (a).

GRU is a popular RNN architecture designed for store the
previous state information better than traditional RNN, which
can address the problem of gradient vanishing and gradient
explosion in traditional RNN training process [36]. The main
difference between the GRU and standard RNN is that the
hidden units’ structure of the standard RNN was replaced by
GRU cells. The architecture of GRU hidden unit is shown
in Fig. 9(b).

The first step is to get states of the reset gate and the update
gate by the last transmitted 4;_; and the current input x;,
whose output could be expressed as:

2t = 0 (Wexy + Uzhi—1 + by) (6)
rr =0 (Wyx; +Uphi—1 + by) (7

Framework of 1-D CNN-GRU.

where o is a sigmoid function, W and U are weight matrix,
and b is the bias.

The second step is to determine what new information is
stored in the current node /; through the reset gate, which
could be calculated as:

hy = tanh(Wyyx, + Up(ry 0 hi1) + by) 8)

Finally, the update gate is used to perform both forgetting
and remembering steps, and its output could be calculated as:

hy =z oh_1+(1—z)o0h ©9)

where z;0 h,_; indicates selective “forgetting” of the original
hidden state, (1-z;)o ﬁ, represents selective “memory” of
current node information.

When i = 4, the current layer is the fully-connected layer,
and the softmax function is selected as the activation function.
In other words, the fully-connected layer performs the final
classification. In this layer, the probability of currently each
sample corresponds to each category is calculated. Then, a new
feature expression (ypreqicr) form is obtained, which could be
calculated as:

ypredict(i) = f(L =1;]83; (W, b))

where f is the softmax activation function, S3 is the features
obtained from GRU, [; is the calculation result of the input
data of the i-th class.

The cross-entropy is usually the best choice when dealing
with models of output probabilities. In addition, L2 regular-
ization can be viewed as an effective way of compromising
between finding small weights and minimizing the cost func-
tion [37]. Therefore, the cross-entropy and L2 regularization
are adopted to prevent overfitting. The training goal of the
model is to minimize the loss function calculation, which
could be calculated as:

n o c n
Loss(W,b) == D" 3" (+0) #1080} gies (D) +5 D W
i=1 t=1 i=l

(1)

where y(’)(i) is an indicator variable (0 or 1), if the ¢-th
category is the same as the category of the i-th sample,
it is 1, otherwise, it is 0; ygr)edict(i) is the probability of
the i-th sample corresponds to ¢-th category; n is the number
of samples; ¢ is the number of class; 4 is the coefficient of
L2 regularization.

(10)
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The Adam optimizer which can adaptively adjust learning
rates for different parameters [38], is used to the process of
minimizing the loss function. The backpropagation algorithm
is used to find the gradient of the loss function with respect
to the parameter (W, b), and the value of the parameter (W, b)
is updated according to the optimal gradient complete the
training process.

In particular, the working condition of HGU is varied
hugely. The measured vibration signal exists large ambient
noise and strong dispersibility. In other words, this mea-
sured data might potentially cause neural network over-
fitting. Some necessary measures must be adopted to address
this problem. Batch normalization, which is demonstrated
as an effective method to avoid overfitting of the network,
can dramatically accelerate the training of networks [39].
Dropout can prevent neuron units from co-adapting too much,
and then significantly reduces overfitting [40]. Moreover,
the L2 regularization method is added to the cost function.
Through the regularization methods of processing, the pro-
posed method can avoid overfitting and internal covariate
shift.

The principle of 1-D CNN-GRU is as follows: Firstly,
1-D CNN is used to adaptive extraction feature from measured
vibration signal. Secondly, GRU can automatically learn the
relation between different time steps in the rich features of 1-D
CNN output. Finally, the softmax is used to classification for
GRU output. Therefore, the proposed method can simultane-
ously realize vibration signal automatically features extraction
and fault diagnosis.

E. General Procedure of Diagnosis Process

The flow chart of our diagnosis process is shown
in Fig. 10 and the general steps are summarized as follow:

Step 1: Collect the vibration signals of HGU. In this study,
the vibration signal is collected from two ways, one is to
obtain various types of fault signals through numerical model
simulation, and the other is to collect the measured vibration
signals at the water guide bearing by the online acquisition
system. The operating conditions of the measured signals
include light-load, half-load, rated-load, and heavy-load, etc.

Step 2: The samples of known types are labeled and
a database containing various types of faults for HGU is
established.

Step 3: Reconstruct the vibration signal into a matrix by
data segmentation and normalization.

Step 4: Split dataset into training, validation, and test set.

Step 5: A network combining 1-D CNN and GRU algorithm
is trained. Methods such as batch normalization, L2 regulariza-
tion, and dropout are adopted to optimize network parameters
in order to avoid over-fitting and internal covariate shift.
Ultimately, the trained network parameters are used to build
the fault diagnosis model of HGU.

Step 6: The predicted labels are obtained, after test sam-
ples are input into the fault diagnosis model. For the test
set of known labels, the performance of the diagnostic
model can be evaluated based on the predicted labels and
true labels.
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Fig. 10. Flow chart of diagnosis process.

IV. EXPERIMENTS VERIFICATION

In this study, all the experiments were performed on Ubuntu
system platform, and executed on a computer with two
NVIDIA GTX-1080Ti. Certainly, the model is trained offline
on the above stated platform, and then this model is used for
online fault diagnosis on a general computer.

A. Performance Metrics

1) Binary Classification: The measured vibration signals,
which are described detailedly in section III-B, are used to
validate the binary classification performance of the proposed
method. The training set, the validation set, and the test set are
randomly selected from 540 measured signals, and the ratio
is 8:1:1. Then, the training, validation, and test set are recon-
structed by data segmentation method in section III-C. Before
training, each data is normalized between —1 and 1. The
network parameters of the model are continuously adjusted
to meet high test accuracy and training speed, as shown in
Section VI-B experimentl. The trained network parameters
are listed in Table III.

It can be shown from Fig. 11, the fast convergence speed and
no overfitting phenomenon during the training and validation
process, indicating that the regularization method adopted in
this study is effective. The blue and the orange curve express
the training accuracy and validation accuracy in Fig. 11 (a),
respectively. In Fig. 11 (b), the blue and the orange curve
express the training loss and the validation loss, respectively.

The binary-class confusion matrix records the testing clas-
sification results in a detailed manner as shown in Fig. 12.
The value of the intersection of the last row and the last
column of the confusion matrix represents the classification
accuracy. The element value of the confusion matrix represents
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TABLE III
PARAMETERS USED IN BINARY CLASSIFICATION EXPERIMENT

Description Value
Numbers of filters in convolution layer 128
Size of kernel in convolution layer 8
Strides in maxpooling layer 2
Pool size in maxpooling layer 2
Numbers of neurons in GRU layer 128
Numbers of neurons in Dense layer 2
Learning rate of Adam 0.0001
Dropout 0.2
Batch size 32
Maximum epochs 60
1.0 -
RAS e A il

Accuracy
Loss

0.0
] 10 20 30 40 0 60 0 10 20 30 40 50 60
Epoch Epoch

(@) (b)

Fig. 11. Curve of training and validation progress.
Confusion Matrix
2 Classl | 54 0 |100%
3
=
% Class2 0 54 | 100%
2
e
& 100% | 100% | 100%
Classl Class2
True Label
Fig. 12. Diagnosis results for binary-category.

the number of matches or mismatches sample between the true
label and the predicted label. In addition, the last row and the
last column of the confusion matrix represent the precision
and the recall of each label, respectively. In this figure, it
can be observed that the precision is 100% and also recall
is 100%, which occurs in each class. Furthermore, for all test
samples, the overall classification accuracy of the confusion
matrix is 100%, which suggests that the proposed method has
a promising performance for measured data classification.

2) Multiclass Classification: Section III-B introduces the
simulation process of five common fault vibration signal in
detail. Then, these fault signals are reconstructed into new
structured data by data segmentation. In particular, 800 healthy
measured data were randomly extracted from database. With
these data, samples of five fault types were simulated, with
800 data for each type, for establishing fault dataset. The
multiclass dataset includes healthy and faulty dataset listed
in Table IV.

Samples from each type of signal were randomly selected
to constitute the training set, validation set, and test set, with a
ratio of 8:1:1. Before training, each data is normalized between
—1 and 1. The parameters used in multiclass classification
experiment are listed in Table V.
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TABLE IV
SUMMARY OF SIMULATED VIBRATION SIGNAL
Health L Category Sample
Condition Description of States Label Number
Healthy Normal case Class 1 800
Eccentric draft tube surges Class 2 800
Unbalance Class 3 800
Faulty Guide and Runner blades fracture Class 4 800
Thrust bearing unevenness Class 5 800
Mixed fault Class 6 800
TABLE V

PARAMETERS USED IN MULTICLASS CLASSIFICATION EXPERIMENT

Description Value
Numbers of filters in convolution layer 128
Size of kernel in convolution layer 8
Strides in maxpooling layer 2
Pool size in maxpooling layer 2
Numbers of neurons in GRU layer 256
Numbers of neurons in Dense layer 6
Learning rate of Adam 0.0001
Dropout 0.2
Batch size 64
Maximum epochs 200

Confusion Matrix

Classlf 80 | 0 0 0 0 0 [100%)

Class2| 0 80 0 0 0 0 [100%)

Class3| 0 0 80 0 0 0 [100%

Class4| 0 0 0 80 0 0 [100%

Classs| 0 0 0 0 [ 80 | 0 [100%)

Predicted Label

Classf 0 | 0 | 0| 0 [ 0 | 80 [100%]

100 %{100 %100 %{100%|100%{100 %100 %b|

Class1 Class2 Class3 Class4 Class5 Class6
True Label

Fig. 13. Diagnosis results for multiclass classification.

As can be seen from Fig. 13, the confusion matrix of the
multiclass classification records the classification results under
all conditions in detail. It can be observed that the overall
classification accuracy of multiclass classification is 100%
indicating that the proposed method has superior performance
for the multiclass classification.

The running time of different training and test dataset for the
fault diagnosis algorithm based on deep learning framework
Keras, is recorded in Table VI. In this table, the training time
of all epoch and the test time of one sample are calculated,
respectively. Particularly, all diagnosis models are trained
offline and then used for testing vibration signals. Therefore,
our proposed 1-D CNN-GRU approach is suitable for real-time
diagnosis.

B. Discussion

1) Experiment 1: Parameters of Network: Experiment 1 is
used to determine the parameters of binary classification.
Table VII shows the parameters of the proposed model used for
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TABLE VI
CoST TIME FOR 1-D CNN-GRU FOR DIFFERENT DATASET
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TABLE VIII

BATCH S1ZE AND EPOCH LISTED WITH THE TRAINING TIME
AND ACCURACY STATISTICS OF MODEL PERFORMANCE

Datasets Training Time (s) Test Time (s) .
Measured datasets 61.0623 0.0524 Model Batch size Epoch Training Accuracy
Simulation datasets 84.7805 0.0436 number P Time (s) (%)
M28 16 50 100.9821 94.44
M29 16 60 121.6023 97.22
TABLE VII M30 16 70 142.0226 98.15
PARAMETERS LISTED WITH THE TRAINING TIME AND ACCURACY M3l 32 >0 53.3853 9537
STATISTICS OF MODEL PERFORMANCE. THE ACRONYMS OF EACH M32 32 60 64.0623 100
M33 32 70 74.7394 100
PARAMETERS: NUMBERS OF FILTERS IN CONVOLUTION M34 4 50 30.2337 2081
LAYER = NFC, S1ZE OF KERNEL IN CONVOLUTION M35 64 60 35.9012 90.74
LAYER = SFC, NUMBERS OF NEURONS M36 64 70 42.0023 90.74
IN GRU LAYER = NNG
Model Training Accuracy
number NFC SKC NNG time(s) (%) 10
M1 64 4 64 58.6302 93.52
M2 64 4 128 59.6611 94.44 o
M3 64 4 256 60.1613 92.59 Q‘”‘
M4 64 8 64 57.6803 94.44 § 0.7
M5 64 8 128 58.7929 96.29 2 06
M6 64 8 256 59.8027 95.37 ‘ - —
M7 64 16 64 55.9902 93.52 05 5 o % % C = M—‘:‘S#“L—‘a—éjo—
M8 64 16 128 57.0542 95.37 Epoch
M9 64 16 256 58.9934 94.44
M10 128 4 64 64.5481 95.37 Fig. 14. Curve of training progress for different dataset.
Ml11 128 4 128 65.1233 97.22
Mi12 128 4 256 66.9821 96.29
M13 128 8 64 63.2348 99.07 TABLE IX
M14 128 ] 128 64.0623 100
MI5 128 3 256 65.7821 98 14 CoST TIME OF ONE EPOCH FOR DIFFERENT DATA
M16 128 16 64 62.3589 97.22
M17 128 16 128 63.2363 98.14 Data Raw data Reconstruction data
MI8 128 16 256 64.4920 96.29 Time (s) 19.8674 1.0177
M19 256 4 64 74.1293 92.59
M20 256 4 128 76.8312 93.52
M21 256 4 256 78.0495 90.74
M22 256 8 64 72.8941 93.52 confirm the advantages of the data segmentation, which will
Mii ;gg g égg ;‘5‘;;2} 3451431471 reconstruct the measured data (size of 1 x 1200) into new
M25 256 16 64 712451 93.52 input data (size of 20 x 60). Then, these datasets are input
M26 256 16 128 72.8971 94.44 1-D CNN-GRU for training, respectively. The accuracy curves
M27 256 16 256 74.0912 94.44 with both measured data and reconstruction data are shown

classifying the measured vibration signal. In this experiment,
the batch size and epoch are set to 32 and 60, respectively.

It can be observed from Table VII that the classification
accuracy of M14 is better than other models. Moreover,
the training speed of M14 can reach a higher level. Then,
the numbers of filters in convolution layer, the size of kernel
in convolution layer, and the numbers of neurons in GRU layer
are set to 128, 8, and 128, respectively.

Table VIII shows that the batch size and epoch of the
proposed method used for classifying the measured vibration
signal. In this experiment, the NFC, SKC, and NNG are set
128, 8, and 128, respectively.

As can be seen from Table VIII, the performance of
M32 is superior to other models. Based on the above results,
the parameters used in the binary classification are determined.
Similarly, the parameters of multiclass classification can also
be determined by this method.

2) Experiment 2: Effects of Data Segmentation: The net-
work parameters of the proposed model of Table III is used
in this experiment. The measured vibration signal is used to

in Fig. 14. Under the same conditions, it can be observed
that the iteration speed of the measured data is slower than
reconstructed data in the training process. Furthermore, 90%
accuracy is achieved with only 11 epoch using reconstructed
data in the training process. Table IX shows that the time of
training one epoch with raw data is nearly 20 times longer than
reconstruction data. Therefore, the data segmentation method,
which is used to reconstruct vibration data, can improve the
convergence speed of the proposed method, its ability for
adaptively extracting features, and its higher fault identification
accuracy.

3) Experiment 3: Effectiveness Evaluation: In experiment 3,
in order to evaluate the effectiveness of the proposed method,
five classification methods including the proposed method,
1-D CNN, GRU, BPNN, and SVM, were used to diagnose two
types of datasets (measured and simulation vibration signal).
The input of the proposed method, 1-D CNN, and GRU are
the raw vibration data. SVM and BPNN have two inputs.
One is the raw data. The other is the frequency domain (FD)
features extracted from each sample using variational mode
decomposition (VMD) [41]. In the evaluation index of the fault
classification method, the classification accuracy, precision,
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and recall rates are considered as the key index. Furthermore,
F-measure is another widely used criterion, which contains
both the precision rate and recall rate [42]. Therefore, accuracy
and F-measure are applied to demonstrate the effectiveness of
the proposed method, as shown in Fig. 15.

Based on these results, it can be concluded that:

1) It is shown that the accuracies of deep learning methods
are significantly higher than the traditional methods
in raw vibration signal. This can be explained that
deep learning method can adaptively learn the valuable
information from the raw vibration signal. The results
also indicate that the accuracy of BPNN and SVM
increase greatly after feature extraction, but their results
still lower than the proposed method.

2) Compared with 1-D CNN or GRU, the proposed method
has higher accuracy and F-measure score. This result
indicates that the proposed method can improve the
fault diagnosis performance by combining the speed and
lightness of convnets with the order-sensitivity of GRU.

3) The accuracy and F-measure score of the proposed
method are superior to the other methods in both the
binary and multiclass classification. The results can be
proved the effectiveness of the proposed method.

4) Experiment 4: Stability Evaluation: In experiment 4,
the K-fold cross-validation [43] is applied to verify the stabil-
ity of the proposed method. In this study, the K value is set to
10, which is a typical 10-fold cross-validation. Ten trials were
conducted to compare the diagnosis performance in different
datasets using different classification methods. The accuracy
of each trail is shown in Fig. 16 and the average accuracy and
standard deviation are listed in Table X. Then, the average
accuracy and standard deviation are applied to demonstrate
the stability of the proposed method.

It can be observed from Table X that the average accuracy
and the standard deviation of the proposed method are higher
and smaller than other methods in the case of most trails,
respectively. Therefore, these results indicate that the stability
of the proposed method is superior to the other methods.
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TABLE X

AVERAGE ACCURACY AND STANDARD DEVIATION VALUES OF VARIOUS
MACHINE LEARNING WITH DIFFERENT DATASET FOR 10 TRIALS

Average  Standard Average Standard
Methods accuracy Deviation  accuracy Deviation
(Measured) (Measured) (simulation) (simulation)

The proposed method 98.70% 0.996 99.21% 0.647
1-D CNN 90.38% 1.919 95.71% 1.404
GRU 94.08% 1.873 94.40% 1.529
BPNN with raw data 63.33% 3.230 64.04% 2.481
BPNN with FD features  89.72% 2.068 91.83% 1.592
SVM with raw data 65.18% 2.664 66.28% 2.299
SVM with FD features  92.22% 1.525 94.49% 1.152

From the results mentioned above, it can be demonstrated
that the proposed method is more effective and robust for the
binary and multi-diagnosis of HGU than other methods.

C. Engineering Practice

At present, the online acquisition system has been installed
in four small hydros. The fault diagnosis process in the real
industrial environment as follows: First, a vibration signal is
randomly selected as test data from data server per hour.
Then, this test data will be adopted to the fault diagnosis
system consisting of normalized, data segmentation and 1-D
CNN-GRU model. Finally, the diagnosis result is recorded on
the web browser. Furthermore, if the diagnosis result is judged
to abnormal and then this result can be reported to the center
console. The diagnostic process based on practical vibration
data is shown in Fig. 17.

At present, the proposed method has achieved good results
in four small hydro operation monitoring. On September 28,
2018, the fault diagnosis system detected a failure of one
of the units in the Xianghu hydropower station. Then
multiclass classification algorithm is applied to diagnose the
fault type as thrust bearing unevenness. After the on-site
evaluation, the fault did occur, but the fault type was that
the excessive clearance of bearing bush. That is to say,
the binary classification algorithm identified correctly, but the
multi-classification algorithm has a misjudgment. The reason
is that this is a new type of fault for the sample library, and
the fault characteristics of it are similar to the thrust bearing
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Fig. 17.

unevenness. After updating the fault samples and retraining
the model, the new model also shows strong identification
accuracy for the new fault.

The significance of this study is that accurate diagnosis can
be informed to operators and maintenance personnel, which is
very helpful for unattended hydropower systems. In practical
applications, as the number of fault samples increases, the fault
database will be gradually improved. When a new fault occurs,
the diagnostic model will be retrained, the cycle will be
repeated, and the diagnostic model is continuously improved.
Ultimately, the accuracy of the classification will gradually
increase.

V. CONCLUSION

In this paper, a novel HGU fault diagnosis system based on
1-D CNN-GRU is proposed. Firstly, the measured vibration
signal under different operational conditions is collected by
the online acquisition system, and then the numerical simula-
tion model is used to construct various fault data. Secondly,
the raw vibration signal is reconstructed by using the data
segmentation method. Finally, the network of 1-D CNN-GRU
is used to improve the performance of fault diagnosis.

The experiment results confirm that the proposed method is
more effective and robust than the other machine methods in
HGU fault diagnosis. Furthermore, the binary fault diagnosis
model has successfully applied in real industrial environment.
Based on above analysis, the proposed method can be applied
on any real systems as a fault diagnosis system based on
sequence data. Absolutely, the proposed method has capability
to apply on hydroelectricity. The reason is as follows: 1. Since
the physical structure of hydroelectricity is similar to that of
small hydro, its vibration frequency distribution is also reg-
ular; 2. The proposed method can simultaneously implement
automatically feature extraction from vibration signal and fault
diagnosis, which does not need to rely on rich engineering

Fault diagnostic system based on measured vibration data.

experience of diagnostic experts and prior knowledge. How-
ever, if our work is applied to hydroelectricity, the sensor
parameters of the online acquisition system need to be re-
selected. Moreover, the vibration signals of hydroelectricity
need to be collected to retrain the network model. The authors

would research this topic in the further.
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