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Abstract—Recently, Information and Communication Technologies have introduced new practices in human resource management functions such as e-recruitment. Job seekers submit their Curriculum Vitae (CV) via the Web, or send them directly to a company. The area of e-recruitment is facing a growing number of these documents which are in different formats, and contain a large amount of information. Then, it has become imperative to use automated techniques to identify, extract, and exploit information from CVs to find the most appropriate one for a given post.

Our work focuses on CVs analysis. We present a system for analyzing and structuring CVs which are in French language. For his end, we made an extension of General Architecture of Text Engineering (GATE) by formulating necessary rules that generate new annotations. The goal is to normalize the CV content according to the structure adopted by Europass CV. This action is guided by the HR-XML standard. An empirical study is conducted to validate the proposed process and we show that there is an improvement in the extraction phase.
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I. INTRODUCTION

Computer Economics [14] estimates the total number of Internet users globally to be approximately 1.25 billion. This number represents a worldwide Internet penetration level of roughly 17% (based on a global population estimate of 6.57 billion according to the U.S. Census Bureau as of February, 2007). The revolution brought by ICTs has led to an acceleration and enlargement of information flows, circulating in companies. This information, which most of the time is text documents, has to be manipulated, classified, retrieved, etc. The growth of job market has also proven that traditional methods of recruitment are becoming inefficient [14]. The internet technology has radically changed the process of human resources management and has become an effective communication mean [11].

The idea behind e-recruitment is simple. Potential candidates postulate their CVs in a database on the Web where organizations can then search through thousands of CVs of persons looking for job that matches with their qualifications [12] [5]. So, CV analysis is an essential function in the technology of e-recruitment because the recruiter has to find the most appropriate candidate. However, there are different problems impeding the e-recruitment process at several levels. It’s difficult to manage the large number of CVs that come in various forms via the web. Those troubles may lead to exclude interesting candidates, due to the multiplicity of broadcast media (email, CV databases…).

Structuring, extraction and integration of CVs information are important activities in the recruitment process. Indeed, the information retrieval in CVs, depends on content modeling, which aims to assign a semantic to improve the quality of retrieval results. Text mining is a new and exciting research area that tries to solve the information overload problem by using techniques such as machine learning, Natural Language Processing (NLP), Information Retrieval (IR), and knowledge management [10].

In this paper, we propose an approach based on NLP techniques to automate the process of e-recruitment. The main idea is to model the semantic content of unstructured CVs which are in different formats (PDF, doc, RTF, eml, etc.) following the structure of the Europass CV (http://europass.cedefop.europa.eu/) and using the GATE API (http://gate.ac.uk/).

The paper is organized into five sections. Section 2 presents some related works. Section 3 gives an overview of GATE API and discusses our approach. Section 4 gives the validation results and the final section presents a conclusion.

II. RELATED WORKS

The CV is a semi structured document. We can identify the profile and skills of the candidate, by filling usually five parts (personal information, training, experiences, skills and other information). However, this document has often been developed over time, and some parts have been changed removed or added [4]. In addition CVs come to organizations in different formats (pdf, doc, rtf, ps, eml…) and the content is highly symbolic due to the use of acronyms. However, its semantic content is very dense, such as the description of
different experiences, and level skills. The study of the more
relevant document the CV to use it automatically has been a
subject of many researches.

A project based on BONOM system [7], was developed
to look for an adequate profile in a set of CVs. Agents are
organized in field hierarchy according to the domain. Requests
of user agents are conveyed through this hierarchy to
specialized agent’s sites. The system contains two phases:
information extraction, and indexation.

Berio [3] was interested on applying knowledge
techniques to competence extraction, and management. He
used ontology techniques, e-learning system and CRAI model
(Competency Resource Aspect Individual) to provide a
representation of competencies required and acquired.

[9] outlines a HR-XML based prototype dedicated to the
job search function. The system selects important information
such as pay-check, topic, abilities, etc.

Moreover, another approach in e-recruitment domain [2]
used Finite State Transducer formalism to extract key
information from CV. This work proposed a model for the
representation of the CV’s content, and used Finite State
Transducer formalism for this representation. So, the parser
browses the CV in the XML format and identifies the different
tags which should be in relation with empleyor requirements to
construct the transducer, ensuring an easy and efficient CV
retrieval.

Upon reading all the works cited above, we find that they
focus on the axis of indexing and semantic annotation of
documents after an information extraction.

In the context of semantic annotation, the main idea is to
allow the person to annotate its document following a logic
based on competencies such as CommonCV project [13] and
the approach done by Berio [3]. The major lack in this work is
the incompleteness of the given descriptions and the level of
detail. On the other hand, criteria such as personal information:
ages, sex, residence ... as well as diplomas and professional
experience are required by some recruiters were not
considered. In the context of semantic indexing, this technique
does not enrich the documents with their semantic content; it
just combines the concepts of used ontologies [7]. We also note
that the techniques of Natural Language Processing still
difficult to control. In the context of information extraction, the
use of finite state transducer is a good technique to extract
important CV content which facilitates the retrieval phase [2]
however the author has just used an XML corpus which
follows the Europass structure and ignored all other format of
CVs.

In this context, we develop a prototype of an application to
treat carefully the CVs in order to facilitate the e-recruitment
process. The application can handle different formats of
unstructured CVs by transforming them to structured XML
documents following a standard structure.

III. THE APPROACH

The CV structuring consists in identifying key information
in this document. Thus, linguistic analysis is necessary to
extract all objects such as name, sex, birth date, diploma, etc.
In our work, we use GATE API and we extended it by new
JAPE rules to extract information from CVs. Then we structure
the extracted information according to the Europass CV
following HR-XML standard.

The Europass CV is a formulary set up at European level
that permits a chronological, systematic and dynamic
presentation of individual’s education, his qualifications and
competencies.

HR-XML (Human Resource XML is a standard to
describe vocabulary, specifically dedicated to the management
in the company (www.hr-xml.org). It opens the way to
publication of structured data. It is a set of XML specifications
aimed at facilitating the exchange and automated processing of
information related to human resources management.

A. GATE overview

Our system uses GATE API [6]. It is developed by the
University of Sheffield. GATE is a framework and graphical
development environment, which enables users to develop and
deploy language engineering components and resources in a
robust fashion. GATE contains different modules to process
text documents. GATE supports a variety of formats (doc, pdf,
xml, html, rtf, email…) and multilingual data processing using
Unicode as its default text encoding.

To analyze CVs document we use the information
extraction tool ANNIE plugin (A Nearly-New IE system)
(Figure 1). ANNIE consists of pipelined components including
Tokeniser, Gazetteer (system of lexicons), Pos Tagger,
Sentence Splitter, Named Entity Transducer, and
OrthoMatcher.
**B. System architecture**

The present system uses the following components: Tokeniser, Gazetteer, Sentence Splitter and Named Entity Transducer. The entity recognition is the most important task, that's why, we extended GATE with additional extraction rules and additional Gazetteer lists to identify relevant entities in CVs such as name, nationality, address, experience, training, etc. In this task we used a learning corpus containing 50 CVs in French language and which are in different domains such as computer science, biology, medicine, linguistics, etc. This corpus helps us to write JAPE rules. We identify factors that allow us to locate pertinent information. We try to find a model in our records, trying for example to see that the information we want is always surrounded by the same words, or abutting a word of a specific grammatical category. The steps of our framework are as follows (Figure 2):

In a first step, the ANNIE component begins by identifying sentences in the processed CVs using Sentence Splitter component. The sentences are identified using annotations generated from the Sentence Splitter. For each sentence, a data structure is prepared (Tokeniser). The Tokeniser splits the text into very simple tokens such as numbers, punctuation and symbols in texts (punctuation, numbers, symbols and different types). Tokenisers apply basic rules to input text in an attempt to identify these textual objects.

-Gazetteer: it is the component that creates annotation to provide information about entities such as persons, organizations, job titles, etc using lookup lists with one entry per line.

-Pos Tagger: GATE uses the Brill-style POS tagger, this component produces a tag to each word or symbol.

-Sentence Splitter: it is a module which identifies and annotates the beginning and end boundaries of each sentence. This module is required for the tagger.

-Named Entity Transducer: the NE transducer applies JAPE rules to the produced annotations to generate new annotations (Alani et al., 2003).

-OrthoMatcher: The OrthoMatcher is the module which performs coreference, or entity tracking, by recognizing relations between entities. In addition, it assigns annotations to previously unclassified names, based on relations with existing entities.
words of different types. The aim is to limit the work of the Tokeniser to maximize efficiency, and enable greater flexibility by placing the burden on the grammar rules, which are more adaptable. For example, we distinguish between words in uppercase and lowercase, and between certain types of punctuation. The named entities in the sentence are identified using annotations person, place, organization… that are already generated from the Named Entity Transducer sub component. The Named Entity Transducer operates with texts and produces information about the latter. It is based on reference annotation model. The reference model stores annotations in annotation graphs and this information is not embedded in the original text but instead the generated annotations refer to fragments of the text by reference. A GATE annotation consists of ID which is unique in the document, type which denotes the type of the annotation, start and end node, and a set of features which provides additional information. In the end of this first step, we generate an XML file containing all annotations. Then, during the second step we clean GATE output by removing unnecessary tags such as <sentence>, <token>... Finally during the final step, we check the integrity of extracted information to a specific grammar: the HR-XML schema related to the Europass CV.

The named entity recognition is the most important task in the information extraction process. GATE is a rich API with Jape rules and Gazetteer lists. However, these default rules and lists are insufficient to extract all the key information from CV. For this reason, we added to GATE extraction rules and lists to allow the identification of other types of entities. The GATE extension concerns mainly:

**JAPE rules:** Gender rules, name rule, phone rule, address rule, nationality rule, training rule, experience rule, organization rule, skills rule.

**Gazetteer lists:** nationality list, job list, organization list.

All new rules are integrated in GATE and tested in our CV corpus. Figure 3 is an example of JAPE rule to extract phone number. For this type information, it identifies elements of the form number.number.number or number or +number or (+number) number. Figure 4 is the JAPE rule to extract candidate gender which identifies elements of the form token that can be “homme” or “male” or “masculin” or “femme” or “féminelle” or “féminin”. Figure 5 shows the JAPE rule to detect candidate name. The candidate's name is placed at the beginning of the CV and it contains less or equal than three words which have uppercase letters. Usually the letters of the last name is all capitals. We formulate this rule with the help of these remarks.

---

**Figure 3. Phone JAPE rule.**

```plaintext
Rule:Phone1
Priority: 50
((Token.kind == number,Token.length >= 8)
 | ((Token.string=="("))?
 [Token.kind == number,Token.length <= 3]
 [Token.string=="]")?
 [Token.kind == number,Token.length <= 3]
 [Token.string==",")?
 [Token.kind == number,Token.length <= 3]
 [Token.string==",")?
 [Token.kind == number,Token.length <= 3]
 [Token.string==",")?
 [Token.kind == number,Token.length <= 3]
 [Token.string==",")?
 [Token.kind == number,Token.length <= 3]
 | )
 | phone -->
 | phone.Phone= {kind = "phone", rule = "Phone1"}
```

**Figure 4. Gender JAPE rule.**

```plaintext
Phase: Genre
Input: Token
Options: control = appel
Rule:Genre1
Priority: 50
| ( (Token.string =="homme")|
| (Token.string == "male")|
| (Token.string == "masculin")|
| (Token.string == "femme")|
| (Token.string == "female")|
| (Token.string == "féminin")|
| (Token.string == "feminin")|
| (Token.string == "Homme")|
| (Token.string == "Male")|
| (Token.string == "Masculin")|
| (Token.string == "F emme")|
| (Token.string == "Female")|
| (Token.string == "F éminin")|
| genre -->
| genre.Genre= {kind = "genre", rule = "Genre1"}
```

---
IV. TEST AND VALIDATION

We have formed our CV corpus from a Tunisian recruitment firm (www.emploi.nat.tn) which is different from the learning corpus. It contains 150 CVs in different domains (biology, computer science, medicine, linguistic...). Then, we have tested our system on this corpus. The following example (Figure 6) shows the whole process. For a sample of CVs we applied GATE which generates an XML file containing all tags. We clean the file by removing unnecessary tags like <sentence>, <token> ... Finally, we structure the cleaned file according to the structure adopted by the Europass CV.

The table below (Table I) represents the response time for 1, 10, 50 and total CV corpus during GATE processing and validation processing. Indeed, we wanted to evaluate the influence of response time compared to the size of the corpus thus we conclude that the response time is not too influenced by the corpus. For example a corpus of 10 CVs does not take 10*23s (23s is the response time for one CV).
The system performance is determinate from the CV set using the AnnotationDiff tool [8] which compares the manual results with the system’s results. Figure 7 shows a part of the AnnotationDiff viewer. The key document “hamrouni.xml” represents the hand annotated document and the response document “hamrouni.pdf” is the GATE document. So the Annotation Diff Tool will compare these two documents annotation by annotation for example in the figure the comparison concerns “experience” annotation. After that, the left information represent experience annotations extracted by the system and the other information are experience annotations from the document that we annotated manually. We have 5 partially correct annotations so the performance metrics Recall, Precision and F-measure are (0, 0, 0) when we consider that the partially correct are false and (1, 1, 1) when we accorded to partially correct answers.

The corpus is evaluated according to precision, recall and F-measure with a half weight accorded to partially correct answers. The first table (Table II) shows the performance metrics for personal information part and the second table (Table III) shows it for experience, training and skills parts.

We calculate the performance metrics for each CV and the results given in tables are the averages of all measures for all CV database.

**TABLE I. RESPONSE TIME**

<table>
<thead>
<tr>
<th>CV number</th>
<th>Response time GATE</th>
<th>Response time Cleaning and validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 CV</td>
<td>23 s</td>
<td>15 s</td>
</tr>
<tr>
<td>10CV</td>
<td>1min 26s</td>
<td>1min 31s</td>
</tr>
<tr>
<td>50CV</td>
<td>2min 45s</td>
<td>1min 58s</td>
</tr>
<tr>
<td>Total corpus (150CV)</td>
<td>5min 9s</td>
<td>3min 14s</td>
</tr>
</tbody>
</table>

The results of our evaluation phase are satisfactory. The recall varies between 0.74 and 1, the precision between 0.74 and 1 and the F-measure between 0.79 and 0.97. So, we notice that the JAPE rules and Gazetteer lists are powerful. In addition, according to the table above we deduct that that competencies information and personal information have the best performance metrics because these information are easier to extract better than experience information or training information which are more ambiguous.

**TABLE II. PERFORMANCE METRICS FOR PERSONAL INFORMATION ANNOTATIONS**

<table>
<thead>
<tr>
<th>Name</th>
<th>Gender</th>
<th>Email</th>
<th>Phone</th>
<th>Nationality</th>
<th>Address</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recall</td>
<td>0.74</td>
<td>0.94</td>
<td>0.96</td>
<td>0.97</td>
<td>1</td>
<td>0.86</td>
</tr>
<tr>
<td>Precision</td>
<td>1</td>
<td>0.83</td>
<td>0.91</td>
<td>0.97</td>
<td>0.94</td>
<td>0.81</td>
</tr>
<tr>
<td>F-measure</td>
<td>0.65</td>
<td>0.68</td>
<td>0.88</td>
<td>0.97</td>
<td>0.91</td>
<td>0.83</td>
</tr>
</tbody>
</table>

**TABLE III. PERFORMANCE METRICS FOR EXPERIENCE, TRAINING, AND SKILLS ANNOTATIONS**

<table>
<thead>
<tr>
<th>Training</th>
<th>Institute</th>
<th>Experience</th>
<th>Language</th>
<th>Prog.lang</th>
<th>OS</th>
<th>Tool</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recall</td>
<td>0.63</td>
<td>0.65</td>
<td>0.81</td>
<td>0.88</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>Precision</td>
<td>0.67</td>
<td>0.74</td>
<td>0.85</td>
<td>0.82</td>
<td>0.89</td>
<td>0.99</td>
</tr>
<tr>
<td>F-measure</td>
<td>0.64</td>
<td>0.79</td>
<td>0.92</td>
<td>0.84</td>
<td>0.89</td>
<td>0.97</td>
</tr>
</tbody>
</table>

The goal with a semantic Web is to facilitate the realization of systems able to process knowledge, using processes similar to human reasoning, thereby obtaining more meaningful results and facilitating automated information and research by computers.

Our framework represents an automatic tool of CV analysis. It is an example of text mining in Human Resource Management area. It extracts heterogeneous information, organizes, and stores it as corpus XML following Europass CV structure.

In a future work we propose to improve the approach by CV classification according to employer’s requirements. We have also proposed to analyze job offers and add a module which will be able to automatically match job offers to CVs.
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