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Abstract

In this paper, we show that higher-order optimality conditions can be obtain for arbitrary nonsmooth function. We introduce a new higher-order directional derivative and higher-order subdifferential of Hadamard type of a given proper extended real function. This derivative is consistent with the classical higher-order Fréchet directional derivative in the sense that both derivatives of the same order coincide if the last one exists. We obtain necessary and sufficient conditions of order \( n \) (\( n \) is a positive integer) for a local minimum and isolated local minimum of order \( n \) in terms of these derivatives and subdifferentials. We do not require any restrictions on the function in our results. A special class \( \mathcal{F}_n \) of functions is defined and optimality conditions for isolated local minimum of order \( n \) for a function \( f \in \mathcal{F}_n \) are derived. The derivative of order \( n \) does not appear in these characterizations. We prove necessary and sufficient criteria such that every stationary point of order \( n \) is a global minimizer. We compare our results with some previous ones.
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1 Introduction

One of the main tasks of nondifferentiable optimization is to extend some optimality conditions to more general classes of nondifferentiable functions. There are necessary and sufficient conditions in unconstrained optimization in terms of various generalized derivatives. The most of them are of first- and second-order. The higher-order conditions are rather limited. Such results were obtained in \([1, 9, 10, 13, 18, 19, 20, 21, 22, 23]\). Even the conditions of first-
and second-order are satisfied for restricted classes of functions when we apply the known directional derivatives: locally Lipschitz, continuously differentiable, lower semicontinuous, the class \( C^{1,1} \), and so on functions. Consider, for example, the lower Dini directional derivative, which is one of the most simple and popular ones. The higher-order necessary conditions hold for an arbitrary nondifferentiable function, but the sufficient ones do not. Recently, Bednárík and Pastor [3] introduced a new class of \( \ell \)-stable functions and generalized some second-order sufficient criteria applying these objects. The class of \( \ell \)-stable functions includes the functions with locally Lipschitz gradient.

These facts motivate us to search for a new directional derivative such that higher-order optimality conditions in terms of it are satisfied for an arbitrary function. In our opinion, the following question is important for nondifferentiable optimization: Are there any directional derivatives such that both the necessary conditions for a local minimum and the sufficient ones are satisfied for any function, not necessarily differentiable. In particular, these derivatives should extend the classical Fréchet derivatives.

In this paper, we introduce a new generalized directional derivative of order \( n \) (\( n \) is a positive integer) such that the necessary conditions for optimality and the sufficient ones hold for arbitrary not necessarily differentiable function. We obtain necessary conditions for a local minimum, sufficient ones for a strict local minimum, and complete characterizations of isolated local minimizers of order \( n \) (\( n \) is a positive integer) in terms of this derivative. We derive our criteria for arbitrary proper extended real functions. The convergence in the definition of the derivatives is of Hadamard type. We introduce a subdifferential of order \( n \) and apply it in the optimality criteria. We additionally prove conditions of order \( n \), which are both necessary and sufficient for a given point to be a global minimizer. They concern a new class of invex functions of order \( n \). We introduce another new class of functions that we denote by \( F_n \), where \( n \) is a positive integer such that \( n \geq 2 \). We obtain necessary and sufficient conditions for a point \( \bar{x} \) to be an isolated minimizer of order \( n \) of a function \( f \in F_n \), which are quite different from the case of an arbitrary function. The derivative and the subdifferential of order \( n \) of the given function do not appear in our criteria for an isolated local minimizer of order \( n \). At last, we compare our optimality conditions with some known results. We show that some of the theorems by Huang and Ng [14] and Chaney [6], which concern the second-order derivative of Chaney follow from our optimality conditions. The main result of Ben-Tal and Zowe [4] also is a consequence of our results. Higher-order necessary and higher-order sufficient conditions for an isolated minimum were obtained by Studniarski [21]. In his paper, Studniarski applied some derivatives of Hadamard type, which were introduced by him. Other higher-order derivatives of Hadamard type are studied in [1, 9, 10]. In contrast of our derivatives, the derivatives in [1, 9, 21] are not consistent with the classical Fréchet derivatives. Some of their conditions for optimality do not concern arbitrary functions like our ones.
2 Higher-order directional derivatives and subdifferentials of Hadamard type

In this paper, we suppose that $\mathbb{E}$ is a real finite-dimensional Euclidean space. Denote by $\mathbb{R}$ the set of reals and $\mathbb{R} = \mathbb{R} \cup \{-\infty\} \cup \{+\infty\}$. Let $X$ and $Y$ be two linear spaces and $L(X,Y)$ be the space of all continuous linear operators from $X$ to $Y$. Then denote by $L^1(\mathbb{E})$ the space $L(\mathbb{E},\mathbb{R})$, by $L^2(\mathbb{E})$ the space $L(\mathbb{E},L^1(\mathbb{E}))$ and so on. If $n$ is an arbitrary positive integer such that $n > 1$, let $L^n(\mathbb{E})$ be the linear space $L(\mathbb{E},L^{n-1}(\mathbb{E}))$. Consider a proper extended real function $f : \mathbb{E} \to \mathbb{R} \cup \{+\infty\}$, that is a function, which never takes the value $-\infty$. The domain of a proper extended real function is the set:

$$\text{dom } f := \{ x \in \mathbb{E} | f(x) < +\infty \}.$$  

**Definition 2.1.** The lower Hadamard directional derivative of a function $f : \mathbb{E} \to \mathbb{R} \cup \{+\infty\}$ at a point $x \in \text{dom } f$ in direction $u \in \mathbb{E}$ is defined as follows:

$$f^{(1)}_-(x;u) = \liminf_{t \downarrow 0, u' \rightarrow u} t^{-1}[f(x + tu') - f(x)].$$

Here $t$ tends to 0 with positive values, and $u' \rightarrow u$ implies that the norm $\|u' - u\|$ approaches 0.

**Definition 2.2.** Recall that the lower Hadamard subdifferential of a function $f : \mathbb{E} \to \mathbb{R} \cup \{+\infty\}$ at some point $x \in \text{dom } f$ is defined by the following relation:

$$\partial_-(1)^{-} f(x) = \{ x^* \in L^1(\mathbb{E}) | x^*(u) \leq f^{(1)}_-(x;u) \text{ for all directions } u \in \mathbb{E} \}. $$

We introduce the following definitions:

**Definition 2.3.** Let $f : \mathbb{E} \to \mathbb{R} \cup \{+\infty\}$ be an arbitrary proper extended real function. Suppose that $x^*_1$ is a fixed element from the lower Hadamard subdifferential $\partial^{(1)}_-(f(x))$ at the point $x \in \text{dom } f$. Then the lower second-order derivative of Hadamard type of $f$ at $x \in \text{dom } f$ in direction $u \in \mathbb{E}$ is defined as follows:

$$f^{(2)}_-(x; x^*_1; u) = \liminf_{t \downarrow 0, u' \rightarrow u} 2t^{-2}[f(x + tu') - f(x) - tx^*_1(u')].$$

**Definition 2.4.** Let $f : \mathbb{E} \to \mathbb{R} \cup \{+\infty\}$ be an arbitrary proper extended real function. Suppose that $x \in \text{dom } f$, $x^*_1 \in \partial^{(1)}_-(f(x))$. The lower second-order Hadamard subdifferential of the function $f : \mathbb{E} \to \mathbb{R} \cup \{+\infty\}$ at the point $x \in \text{dom } f$ is defined by the following relation:

$$\partial^{(2)}_-(f(x; x^*_1) = \{ x^* \in L^2(\mathbb{E}) | x^*(u)(u) \leq f^{(2)}_-(x; x^*_1; u) \text{ for all directions } u \in \mathbb{E} \}. $$
Definition 2.5. Let $f : \mathbb{E} \to \mathbb{R} \cup \{+\infty\}$ be an arbitrary proper extended real function, and $n$ be any positive integer. Suppose that the lower Hadamard subdifferential
\[
\partial_-^{(i)} f(x; x_1^*, x_2^*, \ldots, x_{i-1}^*), \quad i = 1, 2, \ldots, n - 1
\]
of order $i$ at the point $x \in \text{dom } f$ is nonempty and $x_i^*$ is a fixed point from it. Then the lower derivative of Hadamard type of order $n$ of $f$ at $x \in \text{dom } f$ in direction $u \in \mathbb{E}$ is defined as follows:
\[
f_-^{(n)}(x; x_1^*, x_2^*, \ldots, x_{n-1}^*; u) = \liminf_{t \downarrow 0, u' \to u} \Delta_n,
\]
where
\[
\Delta_n = n! t^n [f(x + tu') - f(x) - \sum_{i=1}^{n-1} \frac{n-i}{i!} x_i^*(u')(u') \ldots (u')].
\]
This derivative is well defined as element of $\mathbb{R}$, because only the term $f(x + tu')$ can be infinite in the expression for $\Delta_n$.

Definition 2.6. Suppose that $f : \mathbb{E} \to \mathbb{R} \cup \{+\infty\}$ is an arbitrary proper extended function, and $n$ is any positive integer. Let $x_i^*$ be a fixed point from the lower Hadamard subdifferential $\partial_-^{(i)} f(x; x_1^*, x_2^*, \ldots, x_{i-1}^*)$, $i = 1, 2, \ldots, n - 1$ of order $i$ at the point $x \in \text{dom } f$. Then the lower subdifferential of Hadamard type of order $n$ of $f$ at $x \in \text{dom } f$ is defined as follows:
\[
\partial_-^{(n)} f(x; x_1^*, x_2^*, \ldots, x_{n-1}^*) = \{ x^* \in L^n(\mathbb{E}) \mid x^* (u)(u) \ldots (u) \}
\]
\[
\leq f_-^{(n)}(x; x_1^*, x_2^*, \ldots, x_{n-1}^*; u), \ \forall u \in \mathbb{E}.\]

The essence of the next result is that the derivatives, defined in Definition 2.5, generalize the usual classical ones in contrast of the derivative in \cite{21} and a lot of other derivatives.

Proposition 2.7. Let the function $f : \mathbb{E} \to \mathbb{R} \cup \{+\infty\}$ have Fréchet derivatives
\[
\nabla f(y), \nabla^2 f(y), \ldots, \nabla^{n-1} f(y)
\]
at each point $y \in \mathbb{E}$ from some neighborhood of the point $x \in \mathbb{E}$, and let there exists the $n$-th order Fréchet derivative $\nabla^n f(x)$. Then the lower derivatives of order $m$ exist for every integer $m$ such that $1 \leq m \leq n$ and we have the following relations:
\[
f_-^{(1)}(x; u) = \nabla f(x)(u); \quad \partial_-^{(1)} f(x) = \{ \nabla f(x) \};
\]
\[
f_-^{(m)}(x; \nabla f(x), \nabla^2 f(x), \ldots, \nabla^{m-1} f(x); u) = \nabla^m f(x)(u)(u) \ldots (u), \quad m = 2, 3, \ldots, n;
\]
\[
\nabla^m f(x) \in \partial_-^{(m)} f(x; \nabla f(x), \nabla^2 f(x), \ldots, \nabla^{m-1} f(x)), \quad m = 2, 3, \ldots, n. \quad (2.1)
\]
Proof. The first-order relations are well known, because they concern the Hadamard directional derivative.

We prove by induction the relations of order \( m > 1 \). Suppose that they are satisfied for every positive integer \( k < m \). It follows from here that

\[
\left. f_m(x; \nabla f(x), \nabla^2 f(x), \ldots, \nabla^{m-1} f(x); u) \right.
\]

is well defined. By Taylor’s expansion formula with a reminder in the form of Peano we have

\[
\begin{align*}
 f(x + tu') &= f(x) + \sum_{i=1}^{m} \frac{1}{i!} \nabla^i f(x)(tu')(tu') \ldots (tu') + o(t^m),
\end{align*}
\]

where \( o(h) \) is a function such that \( \lim_{h \to 0} o(h)/h = 0 \). Then we conclude from Definition 2.5 that

\[
\begin{align*}
 f_m(x; \nabla f(x), \nabla^2 f(x), \ldots, \nabla^{m-1} f(x); u) &= \lim_{t \to 0, u' \to u} \left[ \nabla^m f(x)(u')(u') \ldots (u') + o(t^m)/t^m \right] = \nabla^m f(x)(u)(u) \ldots (u).
\end{align*}
\]

By Definition 2.6 we obtain that Inclusions (2.1) are satisfied.

\( \square \)

3 Conditions for a local minimum

Theorem 3.1. Let \( \bar{x} \in \text{dom} f \) be a local minimizer of the proper extended real function \( f : \mathbb{E} \to \mathbb{R} \cup \{+\infty\} \). Then

\[
0 \in \partial_1^{-}(\bar{x}), \quad 0 \in \partial_n^{-}(\bar{x}; 0, 0, \ldots, 0) \quad \text{for all} \quad n = 2, 3, 4, \ldots
\]

(3.1)

Proof. Since \( \bar{x} \) is a local minimizer, then there exists a neighbourhood \( N \ni \bar{x} \) with \( f(x) \geq f(\bar{x}) \) for all \( x \in N \). Let \( u \in \mathbb{E} \) be an arbitrary chosen direction. Then \( f(\bar{x} + tu') \geq f(\bar{x}) \) for all sufficiently small positive numbers \( t \) and for all directions \( u' \), which are sufficiently close to \( u \). It follows from Definition 2.1 that \( f_1^{-}(\bar{x}; u) \geq 0 \). Therefore \( 0 \in \partial_1^{-}(\bar{x}) \), because \( u \in \mathbb{E} \) is an arbitrary direction.

By the definition of the second-order lower derivative, using that \( 0 \in \partial_1^{-}(\bar{x}) \) we obtain that \( f_2^{-}(\bar{x}; u; 0) \) is well defined and

\[
\begin{align*}
 f_2^{-}(\bar{x}; 0; u) &= \lim_{t \to 0, u' \to u} \frac{2}{t^2}[f(\bar{x} + tu') - f(\bar{x})] \geq 0
\end{align*}
\]
for all directions $u \in E$. Therefore $0 \in \partial^{(2)}_+ f(\bar{x}; 0)$.

Let $n$ be an arbitrary positive integer and

$$0 \in \partial^{(i)}_{\pm} f(\bar{x}; 0, 0, \ldots, 0), \quad i = 1, 2, \ldots, n - 1$$

Hence $f^{(n)}_-(\bar{x}; 0, 0, \ldots, 0; u)$ has sense and

$$f^{(n)}_-(\bar{x}; 0, 0, \ldots, 0; u) = \liminf_{t \downarrow 0, u' \to u, n! t^{-n}} [f(\bar{x} + tu') - f(\bar{x})] \geq 0, \quad \forall u \in E.$$ 

It follows from the definition of the lower subdifferential of order $n$ that $0 \in \partial^{(n)}_{\pm} f(\bar{x}; 0, 0, \ldots, 0)$.

**Remark 3.2.** Condition \((3.1)\) is equivalent to the following one:

$$f^{(n)}_-(\bar{x}; 0, 0, \ldots, 0; u) \geq 0, \quad \forall u \in E, \quad \forall n.$$ \(\square\)

**Corollary 3.3.** If $\bar{x}$ is a local minimizer, then for every positive integer $n$ there exist $x^*_1, x^*_2, \ldots, x^*_{n-1}$, which do not depend on $u$ such that

$$x^*_i \in \partial^{(i)}_{\pm} f(\bar{x}), \quad x^*_i \in \partial^{(i)}_{\pm} f(\bar{x}; x^*_1, x^*_2, \ldots, x^*_{i-1}), \quad i = 2, 3, \ldots, n$$

and

$$f^{(1)}_-(\bar{x}; u) \geq 0, \quad f^{(i)}_-(\bar{x}; x^*_1, x^*_2, \ldots, x^*_{i-1}; u) \geq 0, \quad i = 2, 3, \ldots, n.$$

**Proof.** We choose $x^*_1 = 0, x^*_2 = 0, \ldots, x^*_{n-1} = 0$. \(\square\)

The following example shows that Condition \((3.2)\) is not sufficient for $\bar{x}$ to be a local minimizer:

**Example 3.4.** Consider the function of one variable $f : \mathbb{R} \to \mathbb{R}$ defined by:

$$f(x) = \begin{cases} -\exp\left(-1/x^2\right), & \text{if } x \neq 0, \\ 0, & \text{if } x = 0. \end{cases}$$
Let us take \( \bar{x} = 0 \). Then we have
\[
f_{-}^{(n)}(\bar{x}; 0, 0, \ldots, 0; u) = 0 \quad \text{for all } u \in \mathbb{R}, \text{ for all positive integers } n,
\]
\[
\partial_{-}^{(n)} f(\bar{x}; 0, 0, \ldots, 0) = \{0\} \text{ if } n \text{ is odd, } \partial_{-}^{(n)} f(\bar{x}; 0, 0, \ldots, 0) = (-\infty, 0] \text{ if } n \text{ is even.}
\]
Hence Condition (3.2) is satisfied, but \( \bar{x} \) is not a local minimizer. Really, it is a global maximizer.

On the other hand the following sufficient conditions hold:

**Theorem 3.5.** Let be given a proper extended real function \( f : \mathbb{E} \to \mathbb{R} \cup \{+\infty\} \) and a point \( \bar{x} \in \text{dom } f \). Suppose that for every direction \( u \in \mathbb{E} \), \( u \neq 0 \) we have \( f_{-}^{(1)}(\bar{x}; u) > 0 \), or there exists a positive integer \( n = n(u) \), \( n \geq 2 \), which depend on \( u \), and such that the following conditions hold:
\[
0 \in \partial_{-}^{(1)} f(\bar{x}), \quad 0 \in \partial_{-}^{(i)} f(\bar{x}; 0, 0, \ldots, 0) \quad \text{for all } i = 1, 2, \ldots, n - 1
\]
and
\[
f_{-}^{(n(u))}(\bar{x}; 0, 0, \ldots, 0; u) > 0.
\]

Then \( \bar{x} \) is a strict local minimizer.

**Proof.** Let \( u \neq 0 \) be an arbitrary direction. It follows from (3.5) and (3.6) that there exists \( \alpha > 0 \) with
\[
\liminf_{t \downarrow 0; u' \to u} n! t^{-n} [f(\bar{x} + tu') - f(\bar{x})] > 2\alpha > 0.
\]
Therefore, there exist \( \delta > 0 \) and \( \varepsilon > 0 \) such that
\[
f(\bar{x} + tu') \geq f(\bar{x}) + \alpha t^n/n! > f(\bar{x})
\]
for every \( t \in (0, \delta) \) and arbitrary \( u' \) with \( \|u' - u\| < \varepsilon \).

Without loss of generality we may suppose that \( u \) belongs to the unit sphere \( S := \{u \in \mathbb{E} | \|u\| = 1\} \). Since \( u \) is arbitrary chosen, then we can cover \( S \) by neighbourhoods \( N(u; \varepsilon) := \{u' \in S | \|u' - u\| < \varepsilon\} \) such that (3.7) is satisfied. Taking into account that the unit sphere is compact, then we can choose a finite number of neighbourhoods \( N(u_1; \varepsilon_1), N(u_2; \varepsilon_2), \ldots N(u_s; \varepsilon_s) \) that cover \( S \). Let the respective values of \( \delta \) are \( \delta_1, \delta_2, \ldots \delta_s \) and \( \bar{\delta} = \min\{\delta_i | 1 \leq i \leq s\} \). Then we have
\[
f(\bar{x} + tu') > f(\bar{x}), \quad \forall u' \in S, \forall t \in (0, \bar{\delta}).
\]
Hence, \( f(x) > f(\bar{x}) \) for all \( x \in \mathbb{E} \) such that \( \|x - \bar{x}\| < \bar{\delta} \), which implies that \( \bar{x} \) is a strict local minimizer. \( \square \)
4 Isolated minimizers and optimality conditions

The following definition was introduced by Studniarski [21] as a generalization of the respective notion of order 1 and 2 in [2].

**Definition 4.1.** Let $n$ be a positive integer. A point $\bar{x} \in \text{dom } f$ is called an isolated local minimizer of order $n$ for the function $f : \mathbb{E} \to \mathbb{R} \cup \{+\infty\}$ if there exist a neighbourhood $N$ of $\bar{x}$ and a constant $C > 0$ with

$$f(x) \geq f(\bar{x}) + C\|x - \bar{x}\|^n, \quad \forall x \in N. \quad (4.1)$$

**Theorem 4.2.** Let be given a proper extended real function $f : \mathbb{E} \to \mathbb{R} \cup \{+\infty\}$ and $\bar{x} \in \text{dom } f$. Then $\bar{x}$ is an isolated local minimizer of order $n$, where $n$ is a positive integer such that $n \geq 2$, if and only if (3.5) is satisfied and

$$f^{(n)}(\bar{x}; 0, 0, \ldots, 0; u) > 0, \quad \forall u \in \mathbb{E} \setminus \{0\}. \quad (4.2)$$

**Proof.** Let $\bar{x}$ be an isolated local minimizer of order $n$. We prove that Conditions (3.5) and (4.2) hold. Suppose that $u \in \mathbb{E}$ is arbitrary chosen. It follows from Inequality (4.1) that there exist numbers $\delta > 0$, $\varepsilon > 0$ and $C > 0$ with

$$f(\bar{x} + tu') \geq f(\bar{x}) + Ct^n\|u'\|^n \quad (4.3)$$

for all $t \in (0, \delta)$ and every $u'$ such that $\|u' - u\| < \varepsilon$. Therefore

$$f^{(1)}(\bar{x}; u) = \liminf_{t \downarrow 0, u' \to u} t^{-1}[f(\bar{x} + tu') - f(\bar{x})] \geq \liminf_{t \downarrow 0, u' \to u} Ct^{n-1}\|u'\|^n = 0 \quad (4.4)$$

if $m > 1$, and $0 \in f^{(1)}(\bar{x})$ if $m = 1$. Therefore $0 \in \partial^{(1)} f(\bar{x})$.

Suppose that $m$ is an arbitrary positive integer such that $1 \leq m < n$ and we have

$$0 \in \partial^{(i)} f(\bar{x}; 0, 0, \ldots, 0) \quad \text{(i-1)-times} \quad \text{for all } i < m.$$  

It follows from (4.3) that

$$f^{(m)}(\bar{x}; 0, 0, \ldots, 0; u) = \liminf_{t \downarrow 0, u' \to u} m! t^{-m}[f(\bar{x} + tu') - f(\bar{x})] \geq \liminf_{t \downarrow 0, u' \to u} Ct^{n-m}\|u'\|^n \geq 0, \quad \forall u \in \mathbb{E}.$$
and \( 0 \in \partial^{(m)} f(\bar{x}; 0, 0, \ldots, 0) \). Then it follows from (4.3) that
\[
f^{(n)}_{(\bar{x}; 0, 0, \ldots, 0; u)} \geq \liminf_{t \downarrow 0, u' \to u} C\|u'\|^n > 0, \quad \forall u \in \mathbb{E} \setminus \{0\}.
\]

Conversely, suppose that Conditions (3.5) and (4.2) hold. We prove that \( \bar{x} \) is an isolated local minimizer of order \( n \). Assume the contrary that \( \bar{x} \) is not an isolated minimizer of order \( n \). Therefore, for every sequence \( \{\varepsilon_k\}_{k=1}^{\infty} \) of positive numbers converging to zero, there exists a sequence \( \{x_k\} \) with \( x_k \in \text{dom} f \) such that
\[
\|x_k - \bar{x}\| \leq \varepsilon_k, \quad f(x_k) < f(\bar{x}) + \varepsilon_k\|x_k - \bar{x}\|^n, \quad (4.5)
\]
It follows from (4.5) that \( x_k \to \bar{x} \). Denote \( t_k = \|x_k - \bar{x}\|, \ d_k = (x_k - \bar{x})/t_k \). Passing to a subsequence, we may suppose that \( d_k \to d \) where \( \|d\| = 1 \). It follows from here that
\[
f_{(\bar{x}; d)}^{(1)} \leq \liminf_{k \to \infty} t_k^{-1}[f(x_k) - f(\bar{x})] \leq \liminf_{k \to \infty} \varepsilon_k t_k^{n-1} = 0.
\]
It follows from \( 0 \in \partial f(\bar{x}) \) that \( f_{(\bar{x}; d)}^{(1)} = 0 \).

Let \( m \) be any integer with \( 1 < m \leq n \) such that \( f_{(\bar{x}; 0, 0, \ldots, 0; d)}^{(i)} = 0 \) for \( i < m \).

Therefore
\[
f_{(\bar{x}; 0, 0, \ldots, 0; d)}^{(m)} = \liminf_{t \downarrow 0, d' \to d, \ t \to \infty} m! t^{-m}[f(\bar{x} + td') - f(\bar{x})] \leq \liminf_{k \to \infty} m! \varepsilon_k t_k^{n-m} = 0, \quad (4.6)
\]
because \( n - m \geq 0 \) and \( \varepsilon_k \to 0 \). Then it follows from (3.5) that
\[
f_{(\bar{x}; 0, 0, \ldots, 0; d)}^{(m)} = 0 \quad \text{if} \quad m < n.
\]
We conclude from the case \( m = n \) that Inequality (4.6) contradicts Condition (4.2). \( \square \)

**Example 4.3.** Consider the function \( f : \mathbb{R}^2 \to \mathbb{R} \) defined by
\[
f(x_1, x_2) = \begin{cases} \exp(-1/(x_1^2 + x_2^2)), & \text{if} \ (x_1, x_2) \neq (0, 0), \\ 0, & \text{if} \ (x_1, x_2) = (0, 0). \end{cases}
\]
The point \( \bar{x} = (0, 0) \) is a strict global minimizer, but there is no a positive integer \( n \) such that \( \bar{x} \) is an isolated minimizer of order \( n \).
5 Global optimality conditions with a higher-order invex function

Example 3.4 shows that the necessary conditions for a local minimum are not sufficient for a global one. Then the following question arises: Which is the largest class of functions such that the necessary optimality conditions from Theorem 3.1 become sufficient for a global minimum. Recently, Ivanov [17] introduced a new class of Fréchet differentiable functions called second-order invex ones in terms of the usual second-order directional derivative. They extend the so-called invex ones and obey the following property: A Fréchet differentiable function is second-order invex if and only if each second-order stationary point is a global minimizer. We extend the notions invexity and second-order invexity to nondifferentiable functions in terms of the lower Hadamard directional derivatives of order $n$. Some more developments to inequality constrained problems in terms of the usual second-order directional derivative are recently obtained by Ivanov [16].

First, we recall the definition of an invex function [12] in terms of the lower Hadamard derivative.

**Definition 5.1.** A proper extended real function $f : E \to \mathbb{R} \cup \{+\infty\}$ is called invex in terms of the lower Hadamard directional derivative iff there exists a map $\eta_1 : E \times E \to E$ such that the following inequality holds for all $x \in E, y \in E$:

$$f(y) - f(x) \geq f_\eta^{(1)}(x; \eta_1(x, y)).$$

(5.1)

We introduce the following two definitions:

**Definition 5.2.** We call a proper extended function $f : E \to \mathbb{R} \cup \{+\infty\}$ invex of order $n$ in terms of the lower Hadamard derivatives iff for every $\bar{x} \in \text{dom } f, x \in E$ such that there exist at least one $(i - 1)$-ple $(x_1^*, x_2^*, \ldots, x_{i-1}^*)$ with

$$x_i^* \in \partial_\eta^{(i)} f(\bar{x}), \quad x_i^* \in \partial_\eta^{(i)} f(x; x_1^*, x_2^*, \ldots, x_{i-1}^*), \quad i = 2, 3, \ldots, n$$

(5.2)

there are $\eta_1, \eta_2, \ldots, \eta_n$, which depend on $\bar{x}$ and $x$ such that the following inequality holds

$$f(x) - f(\bar{x}) \geq f_\eta^{(1)}(\bar{x}; \eta_1(\bar{x}, x)) + \sum_{i=2}^{n} f_\eta^{(i)}(\bar{x}; x_1^*, x_2^*, \ldots, x_{i-1}^*; \eta_i(\bar{x}, x))$$

(5.3)

for all $x_i^*, i = 1, 2, \ldots, n$ satisfying Conditions (5.2).

If there exist $\eta_1(\bar{x}, x), \eta_2(\bar{x}, x), \eta_3(\bar{x}, x), \ldots$ such that (5.2) and (5.3) are satisfied with $n = +\infty$, then we call $f$ invex in generalized sense (or invex of order $+\infty$).
**Definition 5.3.** Let $f : \mathbb{E} \to \mathbb{R} \cup \{+\infty\}$ be a given proper extended real function and $n$ be a positive integer. We call a stationary point of order $n$ every point $\bar{x} \in \text{dom } f$ which satisfies the necessary optimality conditions (3.3) and (3.4).

The notion of a 1-stationary point coincides with the notion of a stationary point. If (3.3) and (3.4) are satisfied for every $n = 1, 2, 3, \ldots$, then we call $\bar{x}$ stationary point in generalized sense (or order $+\infty$).

**Theorem 5.4.** Let $n$ be a positive integer or $+\infty$ and $f : \mathbb{E} \to \mathbb{R} \cup \{+\infty\}$ a proper extended function. Then $f$ is invex of order $n$ if and only if each stationary point $\bar{x} \in \text{dom } f$ of order $n$ (for $n < +\infty$ or $n = +\infty$) is a global minimizer of $f$.

**Proof.** We prove the case $n < +\infty$. The other case is similar. Suppose that $f$ is invex of order $n$. If the function has no stationary points, then obviously every stationary point is a global minimizer. Suppose that the function has at least one stationary point, that is a point satisfying the necessary optimality conditions (3.3) and (3.4). Suppose that $\bar{x} \in \text{dom } f$ is a given stationary point of order $n$. We prove that it is a global minimizer of $f$. Suppose that $x$ is an arbitrary point from $\mathbb{E}$. It follows from invexity of order $n$ that there exist $\eta_i(\bar{x}, x)$, $i = 1, 2, \ldots, n$ such that

$$f(x) - f(\bar{x}) \geq f(\bar{x}; \eta(\bar{x}, x)) + \sum_{i=2}^{n} f^i(\bar{x}; x_1, x_2, \ldots, x_{i-1}; \eta(\bar{x}, x))$$

(5.4)

for all $x_i$, $i = 1, 2, \ldots, n - 1$. Since $\bar{x}$ is a stationary point of order $n$, then there exist $x_1^*, x_2^*, \ldots, x_{n-1}^*$ with

$$f^i(\bar{x}; u \geq 0, f^i(\bar{x}; x_1^*, x_2^*, \ldots, x_{i-1}^*; u \geq 0 \text{ for all } i = 2, 3, \ldots, n, \forall u \in \mathbb{E}.$$  

Hence

$$f^i(\bar{x}; \eta_1(\bar{x}, x)) \geq 0,$$  

$$f^i(\bar{x}; x_1^*, x_2^*, \ldots, x_{i-1}^*; \eta(\bar{x}, x)) \geq 0 \text{ for all } i = 2, 3, \ldots, n.$$  

It follows from (5.4) that $f(x) \geq f(\bar{x})$. Therefore $\bar{x}$ is a global minimizer.

Conversely, suppose that every stationary point of order $n$ is a global minimizer. We prove that $f$ is invex of order $n$. Assume the contrary. Hence, there exists a pair $(\bar{x}, x) \in \text{dom } f \times \mathbb{E}$ such that for every $\eta_i \in \mathbb{E}$, $i = 1, 2, \ldots, n$ there are $x_1^*, x_2^*, \ldots, x_{n-1}^*$ satisfying Conditions (5.2) and

$$f(x) - f(\bar{x}) < f^i(\bar{x}; \eta_1) + \sum_{i=2}^{n} f^i(\bar{x}; x_1^*, x_2^*, \ldots, x_{i-1}^*; \eta_i).$$

(5.5)
First, we prove that \( f(x) < f(\bar{x}) \). Let us choose in (5.5) \( \eta_i = 0, \ i = 1, 2, \ldots, n \). We have

\[
\lim_{t \downarrow 0} f_+(\bar{x}; 0) \leq \liminf_{t \downarrow 0} \ t^{-1} (f(\bar{x} + t.0) - f(\bar{x})) = 0.
\]

Let \( i \) be an arbitrary integer such that \( 1 < i \leq n \). Then

\[
f_+(\bar{x}; x_1^*, x_2^*, \ldots, x_{i-1}^*; 0) \leq \liminf_{t \downarrow 0, u' \to 0} \ \frac{1}{t^i} \left[ f(\bar{x} + t.u') - f(\bar{x}) - \sum_{k=1}^{i-1} \frac{t^k}{k!} x_k^* (u')(u') \ldots (u') \right]_{k\times}
\]

\[
\leq \liminf_{t \downarrow 0} \ \frac{1}{t^i} \left[ f(\bar{x} + t.0) - f(\bar{x}) - \sum_{k=1}^{i-1} \frac{t^k}{k!} x_k^* (0)(0) \ldots (0) \right] = 0, \quad i = 2, 3, \ldots, n.
\]

It follows from (5.5) that \( f(x) < f(\bar{x}) \).

Second, we prove that

\[
f_+(\bar{x}; u) \geq 0, \ \forall u \in \mathbb{R}. \tag{5.6}
\]

Suppose the contrary that there exists at least one point \( v \in \mathbb{E} \) with \( f_+(\bar{x}; v) < 0 \). The lower Hadamard directional derivative is positively homogeneous with respect to the direction, that is

\[
f_+(\bar{x}; tv) = \tau f_+(\bar{x}; u), \quad \forall \bar{x} \in \text{dom} \ f, \ \forall u \in \mathbb{E}, \ \forall \tau \in (0, +\infty).
\]

Then inequality (5.5) is satisfied when \( \eta_i = tv, t > 0, \eta_i = 0, i \neq 1, \) that is

\[
f(x) - f(\bar{x}) < tf_+(\bar{x}; v), \quad \forall t > 0,
\]

which is impossible, because \( f(x) - f(\bar{x}) \) is finite and \( f_+(\bar{x}; v) < 0 \). Therefore, \( f_+(\bar{x}; u) \geq 0, \) \( \forall u \in \mathbb{E} \).

Third, we prove that for all \( u \in \mathbb{E} \) there are \( x_1^*, x_2^*, \ldots, x_{n-1}^* \) with

\[
f_+(\bar{x}; x_1^*, x_2^*, \ldots, x_{n-1}^*; u) \geq 0 \quad \text{for} \ i = 2, 3, \ldots, n. \tag{5.7}
\]

Suppose the contrary that there exists \( v \in \mathbb{E} \) with \( f_+(\bar{x}; x_1^*, x_2^*, \ldots, x_{n-1}^*; v) < 0 \) for all \( x_1^*, x_2^*, \ldots, x_{n-1}^* \) satisfying Conditions (5.2). The lower Hadamard directional derivative of order \( i \) is positively homogeneous of degree \( i \) with respect to the direction, that is

\[
f_+(\bar{x}; x_1^*, x_2^*, \ldots, x_{n-1}^*; tv) = t^i f_+(\bar{x}; x_1^*, x_2^*, \ldots, x_{n-1}^*; v), \quad \forall t > 0.
\]

Then it follows from (5.5) with \( \eta_i = tv, t > 0, \eta_k = 0 \) when \( k \neq i \) that

\[
f(x) - f(\bar{x}) < t^i f_+(\bar{x}; x_1^*, x_2^*, \ldots, x_{i-1}^*; v), \quad \forall t > 0,
\]
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which is impossible when $t$ is sufficiently large positive number.

The following is the last part of the proof. It follows from (5.6) and (5.7) that $\bar{x}$ is a stationary point of order $n$. According to the hypothesis $\bar{x}$ is a global minimizer, which contradicts the inequality $f(x) < f(\bar{x})$.

In the next claim we show that the class of invex functions of order $(n + 1)$ contains all invex functions of order $n$ in terms of the lower Hadamard directional derivative.

**Proposition 5.5.** Let $f : \mathbb{E} \to \mathbb{R} \cup \{+\infty\}$ be an invex function of order $n$. Then $f$ is invex of order $(n + 1)$. Every invex function of order $n$ is invex of order $+\infty$.

**Proof.** It follows from Equation (5.3) that $f$ is invex of order $(n + 1)$ keeping the same maps $\eta_1, \eta_2, \ldots, \eta_n$ and taking $\eta_{n+1} = 0$, because $f^{(n+1)}_-(\bar{x}; x_1^*, x_2^*, \ldots, x_n^*; 0) \leq 0$ for all elements of the respective subdifferentials $x_1^*, x_2^*, \ldots, x_n^*$.

The converse claim is not satisfied. There are a lot of second-order invex functions, which are not invex. The following example is extremely simple.

**Example 5.6.** Consider the function $f : \mathbb{R}^2 \to \mathbb{R}$ defined by

$$f(x_1, x_2) = -x_1^2 - x_2^2.$$ We have $f^{(1)}(x; u) = -2x_1u_1 - 2x_2u_2$ where $u = (u_1, u_2)$ is a direction. Its only stationary point is $\bar{x} = (0, 0)$. This point is not a global minimizer. Therefore, the function is not invex. We have $\partial^1 f(\bar{x}) \equiv \{(0, 0)\}$ and $f^{(2)}_-(\bar{x}; 0; u) = -2u_1^2 - 2u_2^2$. It follows from here that $f$ has no second-order stationary points. Hence, every second-order stationary point is a global minimizer, and the function is second-order invex.

**Example 5.7.** Consider the function $f_n : \mathbb{R} \to \mathbb{R}$, where $n \geq 2$ is a positive integer:

$$f_n(x) = \begin{cases} 
  x^n, & x \geq 0, \\
  (-1)^{n-1} x^n, & x < 0.
\end{cases}$$ If $n$ is an odd number, then $f_n = x^n$. For $n$ even $f_n$ is a function from the class $C^{n-1}$ but not from the class $C^n$. It has no stationary points of order $n$. Therefore, every stationary point of order $n$ is a global minimizer. According to Theorem 5.4, it is invex of order $n$. On the other hand, the point $x = 0$ is stationary of order $(n - 1)$. Taking into account that $x = 0$ is not a global minimizer, we conclude from the same theorem that the function is not invex of order $(n - 1)$.  
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6 Second-order conditions for a special class of functions in terms of the lower Dini derivatives

In this section, we derive optimality conditions for an isolated minimum of order two for a special class of functions.

Strongly pseudoconvex functions were introduced by Diewert, Avriel and Zang [8]. Their definition assumes additionally strict pseudoconvexity. It was proved by Hadjisavvas and Schaible [11] that in the differentiable case, strict pseudoconvexity of the function is superfluous; in other words each function, which satisfies the next definition is strictly pseudoconvex.

**Definition 6.1** ([11]). Let $S$ be an open convex subset of $\mathbb{E}$. A Fréchet differentiable function $f : S \to \mathbb{R}$ is said to be strongly pseudoconvex iff, for all $x \in S$, $u \in \mathbb{E}$ such that $\|u\| = 1$ and $\nabla f(x)(u) = 0$, there exist positive numbers $\delta$ and $\alpha$ with $x + \delta u \in S$ and

$$f(x + tu) \geq f(x) + \alpha t^2, \quad 0 \leq t < \delta.$$  

Recall the definition of a strongly pseudoconvex function in terms of lower Dini directional derivative, which were introduced by Biancki [5].

**Definition 6.2.** The lower Dini directional derivative of a function $f : \mathbb{E} \to \mathbb{R} \cup \{+\infty\}$ at the point $x \in \text{dom } f$ in direction $u \in \mathbb{E}$ is defined as follows:

$$f^\ell(x; u) = \liminf_{t \downarrow 0} t^{-1}[f(x + tu) - f(x)].$$

We adopt the next two definitions to proper extended real functions:

**Definition 6.3** ([5]). A proper extended function $f : \mathbb{E} \to \mathbb{R} \cup \{+\infty\}$ is said to be strongly pseudoconvex iff,

(i) $f$ is strictly pseudoconvex, that is for all $x \in \text{dom } f$, $u \in \mathbb{E}$ such that $\|u\| = 1$ the condition

$$f^\ell(x; u) \geq 0 \quad \text{implies} \quad f(x + tu) > f(x), \quad \forall \, t > 0;$$

(ii) if $f^\ell(x; u) = 0$, then there exist positive numbers $\delta$ and $\alpha$ with

$$f(x + tu) \geq f(x) + \alpha t^2, \quad \forall \, t \in [0, \delta).$$

It was shown by example in [5] that Condition (i) cannot be omitted in Definition 6.3, that is Condition (ii) does not imply Condition (i).

The following notion extends the Lipschitz continuity of the gradient, which were applied in the sufficient conditions due to Ben-Tal and Zowe [4]:
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**Definition 6.4** ([3]). A proper extended function \( f : E \to \mathbb{R} \cup \{+\infty\} \) is called \( \ell \)-stable at the point \( x \in \text{dom} \ f \) iff there exist a neighbourhood \( U \) of \( x \) and a constant \( K > 0 \) such that
\[
|f^\ell(y;u) - f^\ell(x;u)| \leq K \|y - x\| \|u\|, \quad \forall y \in U \cap \text{dom} \ f, \forall u \in \mathbb{E}.
\]

**Proposition 6.5** ([3]). Let the proper extended function \( f : E \to \mathbb{R} \cup \{+\infty\} \) be continuous near \( x \in \text{dom} \ f \) and \( \ell \)-stable at \( x \). Then \( f \) is strictly differentiable at \( x \), hence Fréchet differentiable at \( x \).

The following mean-value theorem is due to Diewert [7].

**Lemma 6.6.** Let \( \varphi : [a, b] \to \mathbb{R} \cup \{+\infty\} \) be a lower semicontinuous function of one real variable with \( a \in \text{dom} \ \varphi \). Then there exists \( \xi, a < \xi \leq b \), such that
\[
\varphi(a) - \varphi(b) \leq \varphi^\ell(\xi; a - b).
\]

In the next theorem, we derive necessary and sufficient conditions for an isolated local minimum of second-order of a function, which satisfies Condition (ii) from Definition 6.3 at the same given point \( \bar{x} \):

**Theorem 6.7.** Let the proper extended function \( f : E \to \mathbb{R} \cup \{+\infty\} \) be continuous near \( \bar{x} \in \text{dom} \ f \) and \( \ell \)-stable at \( \bar{x} \). Suppose that \( f \) satisfies Condition (ii) from Definition 6.3 only at the point \( \bar{x} \). Then \( \bar{x} \) is an isolated local minimizer of second-order if and only if \( \nabla f(\bar{x}) = 0 \).

**Proof.** Let \( \bar{x} \) be an isolated local minimizer of second-order. We conclude from Proposition 6.5 that \( \nabla f(\bar{x}) \) exists. Then it is obvious that \( \nabla f(\bar{x}) = 0 \).

We prove the converse claim. Suppose that \( \nabla f(\bar{x}) = 0 \), but \( \bar{x} \) is not an isolated local minimizer of second-order. Therefore, for every sequence \( \{\varepsilon_k\}_{k=1}^\infty \) of positive numbers converging to zero, there exists a sequence \( \{x_k\} \), \( x_k \in \text{dom} \ f \) such that
\[
\|x_k - \bar{x}\| \leq \varepsilon_k, \quad f(x_k) < f(\bar{x}) + \varepsilon_k \|x_k - \bar{x}\|^2. \tag{6.1}
\]

It follows from here that \( x_k \to \bar{x} \). Denote \( t_k = \|x_k - \bar{x}\|, \quad d_k = (x_k - \bar{x})/t_k \). Passing to a subsequence, we may suppose that the sequence \( \{d_k\}_{k=1}^\infty \) is convergent and \( d_k \to d \), where \( \|d\| = 1 \). Therefore
\[
\liminf_{k \to \infty} t_k^{-2}[f(x_k + tkd_k) - f(\bar{x})] = \liminf_{k \to \infty} t_k^{-2}[f(x_k) - f(\bar{x})] \leq \lim_{k \to \infty} \varepsilon_k = 0. \tag{6.2}
\]

We have
\[
f(\bar{x} + tkd) - f(\bar{x}) = [f(\bar{x} + tkd) - f(\bar{x} + tkd_k)] + [f(\bar{x} + tkd_k) - f(\bar{x})],
\]
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since \( f(x_k) \) is finite by (6.1). It follows from Diewert’s mean-value theorem that there exists \( \theta_k \in [0, 1) \) with
\[
f(\bar{x} + t_k d) - f(\bar{x} + t_k d_k) \leq D_k f(y_k; t_k(d - d_k)) = t_k f^{\ell}(y_k; d - d_k)
\]
where \( y_k = \bar{x} + t_k d_k + t_k \theta_k (d - d_k) \). Since \( \nabla f(\bar{x}) = 0 \) and \( f \) is \( \ell \)-stable at \( \bar{x} \), then there exists \( K > 0 \) such that
\[
|f^{\ell}(y_k; d - d_k)| \leq K \|y_k - \bar{x}\| \|d - d_k\|
\]
for all sufficiently large integers \( k \). Taking into account that \( d_k \to d \) when \( k \to \infty \), we conclude that
\[
\liminf_{k \to \infty} t_k^{-2} [f(\bar{x} + t_k d) - f(\bar{x})] \leq 0.
\]
On the other hand, according to the hypothesis \( f \) satisfies Condition (ii) from Definition 6.3. Therefore
\[
f(\bar{x} + t_k d) \geq f(\bar{x}) + \alpha t_k^2
\]
for all sufficiently large \( k \). Hence,
\[
\liminf_{k \to \infty} t_k^{-2} [f(\bar{x} + t_k d) - f(\bar{x})] \geq \liminf_{k \to \infty} \alpha = \alpha > 0,
\]
which is a contradiction. \( \square \)

The following example shows that Theorem 6.7 is not true for functions, which are not \( \ell \)-stable:

**Example 6.8.** Consider the function
\[
f = |x_2 - \sqrt[3]{x_1^4}|^{3/2}.
\]
Of course, the point \( \bar{x} = (0, 0) \) is a local and global minimizer, but it is not an isolated local minimizer of order two. Even it is not a strict local minimizer, because \( f(x) = 0 \) for all \( x = (x_1, x_2) \) over the curve \( x_2 = x_1^{4/3} \). We have \( \nabla f(\bar{x}) = (0, 0) \). Simple calculations show that this function satisfy Condition (ii) from Definition 6.3 at \( \bar{x} \). Let \( v = (v_1, v_2) \) be an arbitrary vector, whose norm is 1. If \( v_2 > 0 \) or \( v_2 < 0 \), then
\[
\lim_0 [f(\bar{x} + tv) - f(\bar{x})]/t^2 = \lim_0 f(tv)/t^2 = +\infty.
\]
If \( v_2 = 0 \), then \( v_1 = \pm 1 \) and
\[
\lim_0 [f(\bar{x} + tv) - f(\bar{x})]/t^2 = \lim_0 f(tv)/t^2 = 1.
\]
Therefore, for every $v \in \mathbb{R}^2$ there exists $\delta > 0$ and $C > 0$ such that
\[ f(tv) > Ct^2 \quad \text{for all} \quad t \in (0, \delta). \]
The sufficient conditions of Theorem 6.7 are not satisfied, because $f$ is not $\ell$-stable at $\bar{x}$. Indeed, if we take $x'_k = (0, k^{-1})$, then $\nabla f(x_k) = (0, 3/2k^{-1/2})$ and there do not exist $K > 0$ such that
\[ \|\nabla f(x'_k) - \nabla f(\bar{x})\| \leq K\|x'_k - \bar{x}\| \]
for all sufficiently large integers $k$. We have
\[ \lim_{k \to +\infty} \frac{\|\nabla f(x'_k)\|}{\|x'_k\|} = +\infty. \]

7 Higher-order conditions for a special class of functions in terms of the lower Hadamard derivatives

We introduce the following notion:

**Definition 7.1.** We say that a proper extended real function $f : E \to \mathbb{R} \cup \{+\infty\}$ belongs to the class $F_2(x)$ iff, $x \in \text{dom } f$ and for every $u \in E$ such that $\|u\| = 1$, $f^{(1)}_-(x; u) = 0$, there exist positive numbers $\varepsilon$, $\delta$, and $\alpha$ which satisfy the inequality
\[ f(x + tu') \geq f(x) + \alpha t^2, \quad (7.1) \]
for all $t \in \mathbb{R}$ and $u' \in E$ with $0 \leq t < \delta$, $\|u' - u\| < \varepsilon$.

The class containing all functions $f$ such that $f \in F_2(x)$ for every $x \in E$, and which are additionally strictly pseudoconvex coincides with the set of all strongly pseudoconvex functions with respect to the lower Hadamard directional derivative.

**Definition 7.2.** Let $x \in E$. For any positive integer $n \geq 3$, we say that a proper extended real function $f : E \to \mathbb{R} \cup \{+\infty\}$ belongs to the class $F_n(x)$ iff, $x \in \text{dom } f$ and for every $u \in E$ such that $\|u\| = 1$,
\[ 0 \in \partial_{(1)}^+ f(x), \quad 0 \in \partial_{(i)}^+ f(x; x_1^*, x_2^*, \ldots, x_{i-1}^*), \quad i = 2, 3, \ldots, n - 2, \quad (7.2) \]
\[ f^{(1)}_-(x; u) = 0, \quad f^{(i)}_-(x; 0, 0, \ldots, 0; u) = 0, \quad i = 2, 3, \ldots, n - 1, \quad (7.3) \]
there exist positive numbers $\varepsilon$, $\delta$, and $\alpha$ which satisfy the inequality
\[ f(x + tu') \geq f(x) + \alpha t^n, \quad (7.4) \]
for all $t \in \mathbb{R}$ and $u' \in E$ with $0 \leq t < \delta$, $\|u' - u\| < \varepsilon$. 
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Theorem 7.3. Let $n \geq 2$ be a positive integer, $\bar{x} \in \mathbb{E}$, and $f \in \mathcal{F}_n(\bar{x})$. Then $\bar{x}$ is an isolated local minimizer of order $n$ if and only if

$$
0 \in \partial_{(i)}^{(i)} f(\bar{x}), \quad 0 \in \partial_{(i)}^{(i)} f(\bar{x}; 0, 0, \ldots, 0), \quad i = 2, 3, \ldots, n-1.
$$

(7.5)

Proof. It follows from Theorem 3.1 that the condition $\bar{x}$ is an isolated local minimizer of order $n$ implies that Inclusions (7.5) are satisfied.

Conversely, suppose that Inclusions (7.5) are satisfied. We prove that $\bar{x}$ is an isolated local minimizer of order $n$. Assume the contrary. Therefore, for every sequence $\{\varepsilon_k\}_{k=1}^{\infty}$ of positive numbers converging to zero, there exists a sequence $\{x_k\}, x_k \in \text{dom } f$ such that

$$
\|x_k - \bar{x}\| \leq \varepsilon_k, \quad f(x_k) < f(\bar{x}) + \varepsilon_k \|x_k - \bar{x}\|^n,
$$

(7.6)

It follows from (7.6) that $x_k \to \bar{x}$. Denote $t_k = \|x_k - \bar{x}\|$, $d_k = (x_k - \bar{x})/t_k$. Passing to a subsequence, we may suppose without loss of generality that $d_k \to d$, where $\|d\| = 1$.

Let $m$ be an arbitrary positive integer with $1 \leq m \leq n$. It follows from (7.5) that

$$
\begin{aligned}
& f_{\sim}^{(m)}(\bar{x}; 0, 0, \ldots, 0; d) = \liminf_{k \to \infty} m! t_k^{-m} [f(\bar{x} + t_k d_k) - f(\bar{x})] \\
& \leq \liminf_{k \to 0} m! n! \varepsilon_k = 0
\end{aligned}
$$

if $m > 1$ or $f_{\sim}^{(1)}(\bar{x}; d) \leq 0$ if $m = 1$. If $1 < m < n$, then we conclude from

$$
0 \in \partial_{\sim}^{(m)} f(\bar{x}; 0, 0, \ldots, 0)
$$

that $f_{\sim}^{(m)}(\bar{x}; 0, 0, \ldots, 0; v) \geq 0$ for all $v \in \mathbb{E}$. Therefore $f_{\sim}^{(m)}(\bar{x}; 0, 0, \ldots, 0; d) = 0$. Using similar arguments, we can prove that $f_{\sim}^{(1)}(\bar{x}; d) = 0$. On the other hand, by Inequality (7.4) we obtain that

$$
\begin{aligned}
f_{\sim}^{(n)}(\bar{x}; 0, 0, \ldots, 0; d) = \liminf_{t \to 0, d' \to d} n! t^{-n} [f(\bar{x} + td') - f(\bar{x})] \\
\geq \liminf_{t \to 0, d' \to d} n! \alpha = n! \alpha > 0,
\end{aligned}
$$

which is a contradiction.

 Proposition 7.4. Let $x \in \mathbb{E}$. Then $\mathcal{F}_{n-1}(x) \subset \mathcal{F}_n(x)$ for every positive integer $n$, $n \geq 3$. 
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Proof. Suppose that there exists a function $f \in \mathcal{F}_{n-1}(x)$ with $f \notin \mathcal{F}_n(x)$. Therefore, $f$ satisfies Conditions (7.2) and (7.3), but it does not fulfill (7.4). Then it follows from $f \in \mathcal{F}_{n-1}(x)$ that there exist positive numbers $\varepsilon, \delta$ and $\alpha$ such that the following inequality holds

$$f(x + tu') \geq f(x) + \alpha t^{n-1},$$

for all $t \in \mathbb{R}$ and $u' \in \mathbb{E}$ with $0 \leq t < \delta$, $\|u' - u\| < \varepsilon$. Therefore

$$f_{(n-1)}(x; 0, 0, \ldots, 0; u) = \liminf_{t \downarrow 0, u' \to u} (n-1)! t^{(n-1)} [f(x + tu') - f(x)]$$

$$\geq \liminf_{t \downarrow 0, u' \to u} (n-1)! \alpha = (n-1)! \alpha > 0,$$

which contradicts the assumption $f_{(n-1)}(x; 0, 0, \ldots, 0; u) = 0$. Hence, in the case when $f \in \mathcal{F}_{n-1}(x)$, (7.2) and (7.3) cannot be satisfied together. Therefore, the implication \{(7.2), (7.3) $\Rightarrow$ (7.4)\} is fulfilled. Consequently $f \in \mathcal{F}_n(x)$. 

The following example shows that the inclusion in Proposition 7.4 is strict:

**Example 7.5.** Consider the function $f : \mathbb{R}^2 \to \mathbb{R}$ defined by

$$f(x) = |x_1|^n + |x_2|^n.$$

We prove that $f \in \mathcal{F}_n(\bar{x})$, where $\bar{x} = (0, 0)$. Let $u = (u_1, u_2)$ be a direction. We have

$$f_{(1)}(\bar{x}; u) = 0 \quad \text{and} \quad (0, 0) \in \partial_{(1)} f(\bar{x}).$$

Therefore Conditions (7.2) and (7.3) hold. We prove that for every $\delta > 0$ and each $\varepsilon \in (0, 1)$ there exists $\alpha > 0$ which satisfies (7.4); in other words there exists $\alpha > 0$ such that $\alpha < |u_1'|^n + |u_2'|^n$, when

$$(u_1' - u_1)^2 + (u_2' - u_2)^2 < \varepsilon^2 \quad \text{and} \quad u_1^2 + u_2^2 = 1.$$

Assume the contrary that such positive number $\alpha$ does not exist. Therefore

$$\inf \{|u_1'|^n + |u_2'|^n | (u_1' - u_1)^2 + (u_2' - u_2)^2 < \varepsilon^2\} = 0.$$

Therefore, there exist infinite sequences of positive numbers $\{y_k\}$ and $\{z_k\}$ converging to 0 such that

$$(y_k - u_1)^2 + (z_k - u_2)^2 < \varepsilon^2.$$
which is impossible, because \(|u| = 1\). Therefore \(f \in \mathcal{F}_n(\bar{x})\).

We prove that \(f \notin \mathcal{F}_{n-1}(\bar{x})\). Suppose the contrary that \(f \in \mathcal{F}_{n-1}(\bar{x})\). Conditions (7.2) and (7.3) are satisfied when \(x = (0, 0)\). Suppose that (7.4) is also fulfilled. Therefore, there exist \(\delta > 0\) and \(\alpha > 0\) such that \(f(\bar{x} + tu) \geq f(\bar{x}) + \alpha t^{n-1}, 0 < t < \delta\). Hence

\[ t(|u_1|^n + |u_2|^n) > \alpha, \quad \forall t \in (0, \delta), \]

which is obviously impossible.

8 Comparison with some previous results

In several papers Chaney introduced and studied a second-order directional derivative (see, for example, [6]) which is called the derivative of Chaney. We recall its definition.

It is called that a sequence \(\{x_k\}, x_k \in \mathbb{R}^n, x_k \neq x\) converges to a point \(x \in \mathbb{R}^n\) in direction \(u \in \mathbb{R}^n, u \neq 0\) iff the sequence \(\{(x_k - x)/||x_k - x||\}\) converges to \(u\).

Let \(f : \mathbb{R}^n \to \mathbb{R}\) be a locally Lipschitz function. Denote its Clarke generalized gradient at the point \(x\) by \(\partial f(x)\). Suppose that \(u\) is a nonzero vector in \(\mathbb{R}^n\). Denote by \(\partial_u f(x)\) the set of all vectors \(x^*\) such that there exist sequences \(\{x_k\}\) and \(\{x_k^*\}\) with \(x_k^* \in \partial f(x_k)\), \(\{x_k\}\) converges to \(x\) in direction \(u\), and \(\{x_k^*\}\) converges to \(x^*\). Really \(\partial_u f(x) \subset \partial f(x)\).

Definition 8.1 ([6]). Let \(f : \mathbb{R}^n \to \mathbb{R}\) be a locally Lipschitz function. Suppose that \(x \in \mathbb{R}^n, u \in \mathbb{R}^n, x^* \in \partial_u f(x)\). Then the second-order lower derivative of Chaney \(f''(x; x^*; u)\) at \((x, x^*)\) in direction \(u\) is defined to be the infimum of all numbers

\[ \liminf \frac{f(x_k) - f(x) - x^*(x_k - x)}{t_k^2}, \]

taken over all triples of sequences \(\{t_k\}, \{x_k\}, \text{ and } \{x_k^*\}\) for which

(a) \(t_k > 0\) for each \(k\) and \(\{x_k\}\) converges to \(x\),

(b) \(\{t_k\}\) converges to \(0\) and \(\{(x_k - x)/t_k\}\) converges to \(u\),

(c) \(\{x_k^*\}\) converges to \(x^*\) with \(x_k^* \in \partial f(x_k)\) for each \(k\).

The following claims due to Huang and Ng [14] Theorems 2.2, 2.7 and 2.9] are very important necessary and sufficient conditions for optimality in unconstrained optimization. The necessary conditions are generalizations of the respective results due to Chaney [6 Theorem 1] where the function is semismooth.

Proposition 8.2. Let \(\bar{x}\) be a local minimum point of the locally Lipschitz function \(f\) and \(u \in \mathbb{R}^n\) with norm \(1\) such that \(f'(\bar{x}; u) = 0\). Then \(0 \in \partial_u f(\bar{x})\), and \(f''(\bar{x}; 0; u) \geq 0\).
Proposition 8.3. Let \( f : \mathbb{R}^n \to \mathbb{R} \) be a locally Lipschitz function. Suppose that \( f^\ell(x; v) \geq 0 \), for all \( v \in \mathbb{R}^n \). For \( u \in \mathbb{R}^n \) with norm 1, if \( f^\ell(x; u) = 0 \), then \( 0 \in \partial_u f(x) \).

Proposition 8.4. Let \( f : \mathbb{R}^n \to \mathbb{R} \) be a locally Lipschitz function. Suppose that
\[
f^\ell(\bar{x}; v) \geq 0, \quad \forall v \in \mathbb{R}^n.
\]
If \( f''(\bar{x}; 0; u) > 0 \) for all unit vectors \( u \in \mathbb{R}^n \) for which \( f^\ell(\bar{x}; u) = 0 \), then \( \bar{x} \) is a strict local minimizer.

Lemma 8.5. Let \( f : \mathbb{R}^n \to \mathbb{R} \) be a locally Lipschitz function. Suppose that \( x \in \mathbb{R}^n \) and \( u \in \mathbb{R}^n \).
\[
0 \in \partial f^u(x) \quad \text{and} \quad 0 \in \partial (1) - f(x).
\]

Proof. Denote \( u_k = (x_k - x)/t_k \). Then
\[
f''(x; 0; u) = \liminf_{t, 0, u' \to u} \frac{[f(x + tu) - f(x)]/t^2}{\frac{f''(x; 0; u)}{2}}.
\]
where the limes infimum is taken over all pairs of sequences \( \{t_k\}, \{u_k\} \) which satisfy Conditions (a) and (b) from Definition 8.1. It follows from here that
\[
f''(x; 0; u) = \liminf_{t, 0, u' \to u} \frac{[f(x + tu') - f(x)]/t^2}{\frac{f''(x; 0; u)}{2}} = 0.5 f''(x; 0; u), \tag{5}
\]

Proof of Proposition 8.4 as corollary of Theorem 3.5.

Since \( f \) is locally Lipschitz, then \( f^{(1)}(\bar{x}; v) = f^\ell(\bar{x}; v) \geq 0 \) for all directions \( v \in \mathbb{R}^n \). Therefore \( 0 \in \partial^{(1)} f(\bar{x}) \). Suppose that \( f^\ell(\bar{x}; u) = 0 \) for some unit direction \( u \). It follows from Lemma 8.5 that
\[
f^{(2)}(\bar{x}; 0; u) = f''(\bar{x}; 0; u) > 0,
\]
because by Proposition 8.3 we have \( 0 \in \partial_u f(\bar{x}) \). Then, according to Theorem 3.5 the point \( \bar{x} \) is a strict local minimizer.

It is seen that our proof is shorter than the proof of Huang and Ng [14].

Proof of Proposition 8.2 as corollary of Theorem 3.1.

Let \( f^\ell(\bar{x}; u) = 0 \) for some unit direction \( u \). By Proposition 8.3 we have \( 0 \in \partial_u f(\bar{x}) \). Then, by Lemma 8.5, \( f''(\bar{x}; 0; u) = f''(\bar{x}; 0; u) \). Thus the claim follows from Theorem 3.1.

Ben-Tal and Zowe introduced the following second-order derivative of a function \( f : \mathbb{E} \to \mathbb{R} \) at the point \( x \in \mathbb{E} \) in directions \( u \in \mathbb{E} \) and \( z \in \mathbb{E} \):
\[
f''_{BZ}(x; u, z) := \lim_{t \downarrow 0} t^{-2} [f(x + tu + t^2 z) - f(x) - t f^u(x; u)],
\]

where \( f'(x; u) := \lim_{t \to 0} t^{-1}[f(x + tu) - f(x)] \) is the usual directional derivative of first-order.

The following conditions are necessary for a local minimum in terms of the derivative of Ben-Tal and Zowe [4]:

**Proposition 8.6.** Let \( \bar{x} \) be a local minimizer of \( f : \mathbb{E} \to \mathbb{R} \). Then

\[
f'(\bar{x}; u) \geq 0, \quad \forall u \in \mathbb{E}, \quad (BZ_1)
\]

\[
f'(\bar{x}; u) = 0 \quad \Rightarrow \quad f''_{BZ}(\bar{x}; u, z) \geq 0, \quad \forall z \in \mathbb{E}. \quad (BZ_2)
\]

In the next result, we prove that Conditions (BZ_1) and (BZ_2) are consequence of (3.1):

**Proposition 8.7.** Let \( f : \mathbb{E} \to \mathbb{R} \) and \( \bar{x} \in \mathbb{E} \) be a given function and a point respectively, such that the derivatives \( f'(\bar{x}; u) \) and \( f''_{BZ}(\bar{x}; u, z) \) exist for all directions \( u \in \mathbb{E} \) and \( z \in \mathbb{E} \). Then Conditions (3.1) imply that (BZ_1) and (BZ_2) are satisfied at \( \bar{x} \).

**Proof.** Suppose that (3.1) holds. Then the inequality \( f'(\bar{x}; u) \geq f^{(1)}(\bar{x}; u) \geq 0 \) implies that (BZ_1) is satisfied. Let \( f'(\bar{x}; u) = 0 \). Then the chain of relations

\[
f''_{BZ}(\bar{x}; u, z) = \lim_{t \to 0} t^{-2}[f(\bar{x}+tu) - f(\bar{x})] \geq \lim_{t \downarrow 0} t^{-2}[f(\bar{x}+tu) - f(\bar{x})] = 0.5 f^{(2)}(\bar{x}; 0; u) \geq 0
\]

show that (BZ_2) is also satisfied for arbitrary \( z \in \mathbb{E} \). \( \square \)

Examples 2.1 and 2.2 in [21] show that the optimality conditions given there cannot solve arbitrary set constrained problem. The next example was given in [21]:

**Example 8.8.** Consider the problem

\[
\inf \{ f(x) \mid x \in C \},
\]

where the function \( f : \mathbb{R}^2 \to \mathbb{R} \) is defined by

\[
f(x_1, x_2) = \begin{cases} |x_1|^n, & \text{if } x_2 \neq 0; \\ 0, & \text{if } x_2 = 0, \end{cases}
\]

and \( C = \mathbb{R} \times \{ 0 \} \). Here \( n \) is a positive integer. It is shown in [21, Example 2.2] that \( \bar{x} = (0, 0) \) is an isolated local minimizer of order \( n \) over the set \( C \), but the sufficient conditions in this paper cannot establish this fact, because the required derivatives are identical to 0.

The derivatives that we study in the present work can solve the problem. Consider the function \( g \) such that

\[
g(x) = \begin{cases} f(x), & \text{if } x \in C; \\ +\infty, & \text{if } x \notin C. \end{cases}
\]
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We obviously have
\[ \bar{x} \in \text{Argmin} \{ f(x) \mid x \in C \} \iff \bar{x} \in \text{Argmin} \{ g(x) \mid x \in E \}. \]

We prove that \( \bar{x} \) is an isolated minimizer of order \( n \). Let \( u \in \mathbb{R}^2 \) be an arbitrary direction such that \( \|u\| = 1 \). Then \( g^{(i)}_-(\bar{x}; u) = 0 \) and \( g^{(i)}_- (\bar{x}; 0, \ldots, 0; u) = 0 \) if \( u = (\pm 1, 0) \) for \( i < n \). We have \( g^{(i)}_-(\bar{x}; u) = +\infty \) and \( g^{(i)}_- (\bar{x}; 0, \ldots, 0; u) = +\infty \) if \( u \neq (\pm 1, 0) \) for \( i < n \). Moreover, \( 0 \in \partial g^{(i)}_-(\bar{x}), 0 \in \partial g^{(i)}_- (\bar{x}, 0, \ldots, 0) \) for \( i < n \). At last, we obtain that \( g^{(n)}_- (\bar{x}; 0, \ldots, 0; u) = n! \) if \( u = (\pm 1, 0) \) and \( g^{(n)}_- (\bar{x}; 0, \ldots, 0; u) = +\infty \) if \( u \neq (\pm 1, 0) \). It follows from the sufficient conditions in Theorem 4.2 that \( \bar{x} \) is an isolated local minimizer of order \( n \).

Ginchev [9] introduced the following directional derivatives of Hadamard type. Let be given an proper extended real function \( f : E \rightarrow \mathbb{R} \cup \{ +\infty \} \). The derivatives begin with the derivative of order 0:
\[ f^{[0]}_- (x; u) := \liminf_{t \downarrow 0} f(x + tu'). \]
Let \( n \) be a positive integer. Then the derivative of order \( n \) is defined as follows:
\[ f^{[n]}_- (x; u) := \liminf_{t \downarrow 0} \frac{n!}{t^n} [f(x + tu') - \sum_{i=0}^{n-1} \frac{t^i}{i!} f^{[i]}_- (x; u)]. \]

In [9, Theorem 1] the author derived necessary optimality conditions of order \( n \) for a local minimum under the assumption that the required derivatives exist. It is not discussed when these derivatives exist.

The derivatives in [1, 9, 21] are not consistent with the classical Fréchet derivatives. Really, for every twice Fréchet differentiable convex function \( f^{[2]}_- (x; u) \) does not coincide with the second-order Fréchet directional derivative. On the other hand, by Proposition 2.7, the derivatives introduced in Definition 2.5 are consistent with the classical ones. We can find only higher-order necessary conditions for a local minimum and second-order sufficient conditions for a weak local minimum in the book [1, Section 6.6].

**Example 8.9.** Consider the function \( f : \mathbb{R}^2 \rightarrow \mathbb{R} \) such that
\[ f(x_1, x_2) = x_1^2 + x_2^2. \]
Let \( u = (u_1, u_2) \) be a direction. We have
\[ f^{[0]}_- (x; u) = x_1^2 + x_2^2, \quad f^{[1]}_- (x; u) = 2x_1 u_1 + 2x_2 u_2. \]
Therefore,
\[ f^{[2]}(x; u) = 2(u_1^2 + u_2^2) + \lim_{t \downarrow 0, u' \to u} 4t^{-1}[x_1(u'_1 - u_1) + x_2(u'_2 - u_2)]. \]

If we take \( t = t_k = 1/k^2, \) \( u'_2 = u_2 = 0, \) \( u_1 = 1, \) \( u'_1 = 1 - 1/k, \) \( x_1 > 0, \) where \( k \) is a positive integer with \( k \to +\infty, \) then we see that \( f^{[2]}(x; u) = -\infty \neq \nabla^2 f(x)(u)(u). \)

This example also shows that the second-order contingent epi-derivative in [1] is not consistent with the classical second-order derivative, and it equals \( -\infty \) if we take the same values of the variables as in the example.
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