Localized patterns in reaction-diffusion systems
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We discuss a variety of experimental and theoretical studies of localized stationary spots, oscillons, and localized oscillatory clusters, moving and breathing spots, and localized waves in reaction-diffusion systems. We also suggest some promising directions for future research in this area.

A localized pattern consists of one or more regions in one state, typically characterized by a set of concentrations, temperature, and/or other variables, surrounded by a region in a qualitatively different state. Such patterns may be stationary or oscillatory, static or moving. They may have potential applications in biological morphogenesis and in technology. For example, blood clotting can be considered as the formation of localized patterns. Some neurological disorders, such as epilepsy, are characterized by spatially localized oscillations in the brain. Localized stationary spots have been suggested as components for structureless memory devices. Specific interactions between stationary localized spots or oscillons (objects that are stationary in space and oscillatory in time) or between moving localized spots in reaction-diffusion systems may provide a basis for future chemical processors in two dimensions (2D) and even in 3D. Here, we present an overview of the wealth of localized patterns that have been observed experimentally in reaction-diffusion systems and give a brief survey of approaches to modeling these phenomena.

I. INTRODUCTION

Spatially distributed chemically reacting systems are capable of generating a remarkable variety of spatiotemporal patterns. The earliest to be studied were the traveling target and spiral waves in the classic Belousov-Zhabotinsky (BZ) oscillating reaction. The experimental realization of Turing’s idea of temporarily stationary, spatially periodic patterns further demonstrated the ability of reaction-diffusion systems to generate complex spatial structure. More recently, several manifestations of the wave instability have led to new patterns, such as standing, packet, and accelerating waves, in systems in which the BZ reaction takes place in a reverse microemulsion. Localized patterns represent a new frontier for this branch of pattern formation science. They have been encountered in a number of physical systems and model equations but have only rarely been found in reaction-diffusion systems to date.

In the past decade, several experiments on localized patterns have been performed in chemical (or chemical-like) systems. In the next section, we survey these experiments in homogeneous, spatially extended (mainly quasi-2D) systems. These experiments were performed either in a continuously fed unstirred reactor (CFUR), which provides both stationary conditions and gradients of concentrations in the reactive layer (typically a gel) along the feeding direction, or in closed conditions that eliminate the concentration gradients, but which restrict the time of observation and eliminate the

We do not consider wave packets or a single wave in 1D systems to be localized patterns, since all parts of the medium ultimately become involved in the wave propagation process.

Localized structures have evoked considerable interest in physics, where work on solitons goes back nearly four decades and applications to optical communications have provided much impetus. Breathers, another type of localized structure, are receiving considerable attention for their promise in all-optical logic and switching devices and smart materials. The first suggestion that localized modes might arise in reaction-diffusion systems can be found in a paper by Koga and Kuramoto, in which the authors describe “a new chemical pattern…which is a propagationless solitary island in an infinite medium.” Their one-dimensional simulation of a piecewise linear caricature of the two-variable Fitzhugh-Nagumo model also yielded a breathing mode under some conditions. Dissipative solitons, both stationary and pulsating, were analyzed in detail by Kerner, Osipov, and Muratov primarily, as in the case of Koga and Kuramoto, for two-variable reaction-diffusion models with a rapidly diffusing inhibitor, though they used a slightly different name, “autosolitons.”

Experimental examples of localized patterns have been found in a wide range of physical systems: localized waves in binary-fluid convection, dissipative solitary states in driven surface waves, localized microstructures in solidification, solitary stripes and clusters in gas discharge systems, autosolitons in semiconductors, oscillons in granular materials and at a plasma surface, and optical solitons. Some of these experiments, e.g., moving spots in 3D gas-discharge systems and semiconductors, can be described by reaction-diffusion equations, and we briefly discuss some of them here.

In the past decade, several experiments on localized patterns have been performed in chemical (or chemical-like) systems. In the next section, we survey these experiments in homogeneous, spatially extended (mainly quasi-2D) systems. These experiments were performed either in a continuously fed unstirred reactor (CFUR), which provides both stationary conditions and gradients of concentrations in the reactive layer (typically a gel) along the feeding direction, or in closed conditions that eliminate the concentration gradients, but which restrict the time of observation and eliminate the
possibility of achieving truly stationary conditions. The use of closed systems is feasible only for the BZ, CIMA (chlorite-iodide-malonic acid), and related reactions, in which the dynamic behavior of interest persists for an hour or more. After we describe the observed phenomena, we use these as a basis for further theoretical discussion of various types of models in Sec. III. We then conclude with some general considerations and thoughts about future research directions in this field.

II. EXPERIMENTAL EXAMPLES OF LOCALIZED REACTION-DIFFUSION PATTERNS

We present here examples of several types of localized patterns found in reaction-diffusion systems. Most, but by no means all, of these patterns have been studied in the BZ system, either in a gel reactor (CFUR) or in a closed system in which the reactants are mixed with octane and the surfactant aerosol OT (BZ-AOT system)\(^{16,41,42}\). After mixing, the system forms a reverse microemulsion that comprises water droplets of diameter \(\sim 5\text{–}10\) nm containing the BZ reactants, surrounded by a monolayer of surfactant molecules and floating in a sea of octane. The average droplet diameter is proportional to the ratio of water to AOT concentrations, while the average spacing between droplets decreases as the [water]/[octane] ratio is raised, until droplets begin to fuse to form water channels.

A. Localized stationary spots

A dramatic example of localized stationary spots is seen in Fig. 1, where we construct a “chemical memory device”\(^{6}\) using a photosensitive variant of the BZ-AOT system. As the light intensity is varied, the system exhibits a subcritical Turing instability, leading to a regime in which the homogeneous steady state and localized spots can coexist. If we illuminate at high intensity, only the uniform state is stable; in the dark, the sole stable state is the Turing (spot) pattern. We first illuminate at high intensity to establish the uniform state. If we then insert a patterned mask, the dark areas of the pattern are imprinted on the medium. On removing the mask and lowering the light intensity into the bistable range, the imprinted pattern persists for an hour or more. Brief exposure to high-intensity light erases the pattern, but it returns when the light is removed. Longer exposures permanently delete the pattern. Thus, the system can serve as a rewritable memory device.

B. Localized oscillatory spots (oscillons)

An oscillon is a spot, group of spots, or other object that oscillates in time while remaining stationary in space. The term was introduced in plasma physics,\(^{43}\) but has become more familiar in connection with the striking behavior observed in a thin layer of a vibrated granular material.\(^{35}\) The first and, to the best of our knowledge, still the only example of oscillons in a chemical system was found in the BZ-AOT system catalyzed by the same Ru(bpy)$_3$ metal complex employed in the case above of stationary spots, but without illumination.\(^{9}\) Figure 2 shows two snapshots of an oscillon consisting of a spot and a ring. The snapshots are separated in time by half a period of oscillation. During each period, the localized spot disappears for roughly half the interval and the ring for the other half. Oscillons are related to the oscillatory Turing patterns first found in the BZ-AOT system\(^{44}\) and later in the CDIMA reaction.\(^{45}\)

C. Breathing spots

A breathing spot resembles an oscillon in that its diameter varies periodically, but breathers never totally disappear as oscillons do. Breathing spots have been found in the ferrocyanide-iodate-sulfite (FIS) reaction carried out in a CFUR.\(^{46}\) Figure 3 shows an example of the phenomenon. Unfortunately, this single example of a breather in reaction-diffusion systems is not totally convincing, since at maximum extension the edges of the breather are very close to the boundary of the system, and the breathing behavior might be interpreted as arising from interaction between the front and the system boundary.\(^{47}\)

In general, one can imagine perturbing a single localized spot with disturbances of different symmetries characterized by the number $n$ of lobes around the perimeter of the circular spot, where we write the perturbation in the form $\exp(i n \theta)$, and $\theta$ is the polar angle. Figure 4 illustrates four possible perturbations of a circular interface. The breathing spot discussed above corresponds to the case $n=0$ of a circularly symmetric perturbation. Breathers can also arise for the case $n=2$. An example of this type of breathing filament in a gas
discharge system\textsuperscript{48} is shown in Fig. 5. If the amplitude of the breather becomes too large, it can split into two spots. Examples of such splitting or self-replication are well known both in chemistry\textsuperscript{49,50} and in gas-discharge systems\textsuperscript{51,52,53}.

D. Localized oscillatory clusters

Localized oscillatory clusters are patterns that, like oscillons, are stationary in space and oscillatory in time, but do not have a particular geometry, typically consisting of two regions oscillating out of phase with one another on a stationary background. Clusters with three or more regions are possible, but rare. Each region may be simply connected or may consist of several disjoint subregions. Oscillatory localized clusters have been observed in the BZ reaction in a CFUR subject to periodic external perturbation or to global negative feedback.\textsuperscript{52–54} An example is shown in Fig. 7. The sizes of the oscillatory and quiescent domains can be quite different.

E. Wave segments controlled by global negative feedback

Global negative feedback can lead not only to cluster formation\textsuperscript{55} in spatially extended reaction-diffusion systems but also to localized wave segments.\textsuperscript{55} Showalter and co-workers have shown that in the excitable photosensitive BZ reaction, the propagation of wave segments is strongly dependent on the intensity of illumination (Fig. 8). Since higher-intensity illumination tends to suppress waves, increasing the intensity as the area of a wave segment grows provides a negative feedback that can be used to control the size of the segment. By utilizing this feature, they have been able to achieve exquisite control over the behavior of sets of BZ wave segments subject to carefully chosen global and local-global feedback. With global feedback only, each wave segment propagates along a straight line (Fig. 8). If additional inhomogeneous illumination is added, the BZ wave segments can be programmed to travel along preselected trajectories (Fig. 9).\textsuperscript{56}

F. Autonomous wave segments

Autonomous moving segments of waves (see Fig. 10) have been observed in experiments on the oxidation of CO on a catalytic surface consisting of the 110 face of a single crystal of platinum, on which CO molecules and oxygen atoms have been adsorbed from the gas phase.\textsuperscript{57} The wave segments, which can be characterized as dissipative solitons,
were found in a very narrow range of partial pressures of CO and O$_2$ and temperature $T$ (≈485 K). They move along straight lines parallel to the 001 crystallographic direction at constant velocity (3.2 μm/s). Presumably, the movement of the localized wave segments results from the crystal anisotropy.

G. Moving spots

The translational instability with $n=1$ shown in Fig. 4 corresponds to moving spots. Such localized patterns have been found in semiconductor devices and in gas discharge systems, where a traveling filament was recorded by a streak camera as a single spot.$^{52}$ The camera recorded light (infra-red recombination radiation) emitted perpendicular to the device plane from the traveling current filament.$^{53}$ Figure 11 shows an example of moving spots, as well as their collision and the birth of a new spot.

H. Localized waves

In experiments similar to those described in Fig. 1, we have recently found waves that are confined to localized regions of a photosensitive BZ-AOT system. A thin layer of reactive BZ-AOT microemulsion was illuminated through a striped mask for 3–5 min. Then, after emergence of the first wave, the mask was removed and the intensity of the now homogeneous illumination was decreased. As shown in Fig. 12, waves propagated only in the narrow stripes that had been screened by the mask. The shapes of these dark channels and the paths of the resulting waves can be arbitrarily chosen, so that the waves change their direction according to the shape of the mask. In this fashion, one can establish a connection or communication route between any two points in the system via traveling waves.

III. MODELS WITH LOCALIZED SOLUTIONS

The number of theoretical and computational works on localized patterns exceeds considerably the number of experimental ones. Nevertheless, a general understanding of the origin and mechanisms of localized patterns is lacking. In

Fig. 9, two hypotrochoid trajectories, seen as a superposition of snapshots taken every 40 s, of a single wave segment in the BZ reaction controlled by a global negative feedback combined with an additional imposed inhomogeneous illumination whose form confines the wave segment to the chosen trajectory (Ref. 56).
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most cases, specific models have been considered without relating them to other models and without attempting to formulate general, simple criteria for the occurrence of localized patterns, such as the requirement that there be an eigenvalue with a positive real part for the Turing or wave instability to arise. Nevertheless, linear stability analysis is applicable to inhomogeneous localized solutions as well as to steady-state and homogeneous solutions.

From experiment and theory, we know that there are different types of localized spots, e.g., stationary spots, breathers, oscillons, and moving spots. What is the controlling parameter and what are the bifurcation scenarios for transitions between these localized spots, or between localized and global patterns? How do localized spots interact with one another? What instabilities are localized patterns subject to? Many other questions await answers. To facilitate thinking about these questions, we present in this section some theoretical models that have been used to generate or explain localized patterns found experimentally. We hope not only to move toward answers to questions about the origin of localized patterns, but also to inspire further experimental questions.

A. Stationary localized spots

Of the various localized patterns, stationary spots have been the most thoroughly studied. Even this "simple" case

exhibits a bewildering complexity of behavior. One might, for example, consider the homogeneous behavior of the corresponding 0D model for which the corresponding spatially distributed system gives localized patterns. Such systems can be monostable,26,27 bistable,27 or oscillatory.9,59 In many cases in which localized structures arise, the system is close to a region of bistability in 0D between two steady states1,26,37,59 or between steady and oscillatory states.59 The system may be in a region of spatial bistability between homogeneous SS and Turing patterns, a mark of subcritical Turing instability.5,60,61 The most studied cases of localized stationary spots are two-variable activator-inhibitor models with long-range inhibition and short range activation, i.e., where the diffusion coefficient of the inhibitor exceeds that of the activator.

1. Two-variable models with $D_{\text{inhibitor}} > D_{\text{activator}}$

Stationary localized spots are a common solution of two-variable activator-inhibitor or activator-depleted substrate types of models with a fast-diffusing inhibitor (or depleted substrate). Examples include the FitzHugh-Nagumo, two-variable Oregonator, Lengyel-Epstein (LE), Brusselsel, and Gray-Scott models.6,26,28,60,63-69 The general form of such a model is

\begin{align}
\partial u/\partial t &= f(u,v) + \nabla^2 u, \\
\partial v/\partial t &= g(u,v) + D\nabla^2 v,
\end{align}

where $\nabla^2$ is the Laplacian operator ($\partial^2/\partial x^2$ in 1D and $\partial^2/\partial x^2 + \partial^2/\partial y^2$ in 2D); $u$ and $v$ are the activator and inhibitor, respectively, and, in this dimensionless formulation, we take the diffusion coefficients as $D_{\text{activator}} = 1$ and $D_{\text{inhibitor}} = D > 1$. A localized solution of model (1) and (2) that possesses a single stable steady state at a given set of parameters represents a homoclinic solution.61 Linear stability analysis of such an inhomogeneous homoclinic solution ($\partial u/\partial t = \partial v/\partial t = 0$) is not an easy problem.59,70 but can be done in some cases analytically, for example for the Gray-Scott model61,71 or the Gierer-Meinhardt model.72

For 1D FitzHugh-Nagumo-type models, Ohta et al.65,69 wrote Eqs. (1) and (2) in the following form:

\begin{align}
\varepsilon \tau \partial u/\partial t &= \varepsilon^2 \partial^2 u/\partial x^2 + f(u) - v, \\
\partial v/\partial t &= \varepsilon D \partial^2 v/\partial x^2 + \beta u - \gamma v,
\end{align}

where all parameters $\varepsilon$, $\tau$, $D$, $\beta$, and $\gamma$ are positive, $f(u)$ has a cubic-like nonlinearity such as $f(u) = u(u-a)(1-u)$, and $\varepsilon \ll D$. These authors considered the stability of localized patterns (spots) as a problem of stability of the pattern interface. To make the calculations tractable even for this simple case, Ito and Ohta wrote the function $f(u)$ in a piecewise linear form, $f(u) = -u + \Theta(u - a)$, where $\Theta(x)$ is the Heaviside step function.65 They showed that the boundary of the stationary spot measured by the $u$ profile, the “sharp activator interface,” is quite well-defined (Fig. 13). This sharpness allows one to measure the size or the radius $R$ of the localized spot. Ito and Ohta found an analytical solution for $R$ that was strongly dependent on the parameter $a$. The striking result of their work is that two different solutions, a stationary spot
and a moving pulse, can coexist at the same set of parameters. Therefore, the form of the localized initial perturbation of the homogeneous steady state (SS) plays a key role in determining the final localized solution. We found very similar behavior experimentally in the BZ-AOT system. The experiments shown in Figs. 1 and 12 were conducted under almost identical conditions, but the result, stationary spots or localized waves, differed from one experiment to another. We note, however, the possibly important difference that our experiments were carried out in 2D, while Ohta et al.’s simulations were done on a 1D system.

An alternative approach is to consider the stability of localized spots as a nonequilibrium Ising-Bloch transition,64,73,74 (the equilibrium Ising-Bloch transition has been analyzed in the context of the physics of ferromagnetic systems75). Such a treatment is applicable to bistable systems whose two steady states can be connected in space by a stable front. The connecting line, if stationary, is called a heteroclinic orbit or separatrix. For the very simple equation

\[ u_t = u - u^3 - a, \]

if \( a = -1 \) for \( f(u) \) in Eq. (3) \( u_{SS} + u - u^3 = 0 \), this separatrix can be found analytically as \( u_{SS} = \pm \tan(xl2^{1/2}) \).76

If a stationary front between two stable SS exists (Ising front),77,78 then any localized pattern bounded by a pair of these fronts (sometimes referred to as kinks or interfaces) is possible. If the distance between the two interfaces is significantly larger than the characteristic width of the interface, such localized patterns are sometimes called mesas (mesa = mesa in Spanish). Such patterns with sharp boundaries have been studied in the Brusselator model66 and in many other models.77,28,64,79–82 A mesa pattern can lose stability through a Hopf bifurcation of the interface, transforming to a breather if \( D_{inhibitor} \) becomes almost equal to \( D_{activator} \).

If a front between two SS is not stationary (Bloch front), then it moves, and two incoming fronts may approach each other. In this case, a repulsive interaction between two fronts may serve as another mechanism for stabilization of localized patterns. Goldstein et al. considered such interactions between fronts in a bistable modified FitzHugh-Nagumo model,64,83

\[ \partial u / \partial \tau = -u(u - a)(u - 1) - b(v - u) + D_v \nabla^2 u, \tag{5} \]

\[ \partial v / \partial \tau = -(v - u) + D_v \nabla^2 v, \tag{6} \]

\[ \partial u / \partial \tau = [(fz + i_0(1 - mz))(q - v)/(q + v) + v(1 - mz)/(1 - mz + \varepsilon_1) - v^3]/v + D_v \nabla^2 v, \tag{7} \]

The characteristic feature of this modification is that the system always has two stationary SS in 0D, \( u_{SS1} = u_{SS2} = 0 \), separated by an unstable SS, \( u_{SS} = u_{SS2} = -0 \). In the limit that \( D_v = D_f = D_c \) and \( v = 0 \), a stationary localized spot solution always exists. We reproduced their simulations and found a localized spot with a very sharp boundary [Fig. 14(a)]. Goldstein et al. also showed that such fronts, especially flat fronts, between two steady states can be unstable to transverse perturbation. The resulting labyrinthine pattern is shown in Fig. 14(b). In 1D, the localized spot shown in Fig. 14(a) is stable, since transverse instability cannot occur. Stability analysis of localized patterns with sharp boundaries under global control has been carried out by Pismen.82

It has been known since the work of Koga and Kuromoto69 that bistability is not necessary for localized patterns, but one might suppose that bistability favors localized patterns, since localized patterns are often found in parameter regions close to bistability. Later it was realized that localized stationary patterns (usually spots) can be found in the case of subcritical Turing instability in monostable systems.83 The condition \( D_{inhibitor} > D_{activator} \) must also be fulfilled in this case. Goldstein et al. in the above-mentioned work82 underline that neither SS is subject to Turing instability, since \( \text{Re}(\lambda) < 0 \) at all wave numbers \( k \). However, linear stability analysis shows that at some \( k_{\text{max}} \) the dispersion curve \( \text{Re}(\lambda) \) has a (negative) maximum that is close to \( \text{Re}(\lambda) = 0 \), i.e., to the onset of Turing instability. This case can therefore be considered as a subcritical Turing instability.

The possibility of stationary localized spots and localized hexagonal structures (sets of seven spots) as a result of subcritical Turing instability was shown first in the LE model of the CIMA system.84 In explaining our experimental result shown in Fig. 1, we also derived a two-variable model, a modification of the Oregonator, that exhibits stationary localized spots both in 1D and 2D,6

\[ \partial u / \partial \tau = [fz + i_0(1 - mz)](q - v)/(q + v) + v(1 - mz)/(1 - mz + \varepsilon_1) - v^3]/v + D_v \nabla^2 v, \]

\[ \partial v / \partial \tau = -u(u - a)(u - 1) - b(v - u) + D_v \nabla^2 u, \]
As we have seen, there are many different approaches and theories for localized stationary spots, some of them mathematically quite cumbersome. It would be nice to have more qualitative and more general, but less mathematical, explanations. Perhaps such a theory of stationary localized spots might be based on the notion of excitability. A system in a monostable state that is close to a bistable region or to an oscillatory region often exhibits excitability, whereby a perturbation of sufficiently large amplitude results in a large excursion before the 0D system returns to the steady state. In 1D or 2D, such a system may not return, since diffusion may modify the variables in such a way that the system trajectory never reaches a turning point in the phase plane. In the central part of the spot, where the activator concentration lies above the threshold of excitability but below the turning point, the increase in concentration due to the reaction terms is balanced by the losses resulting from diffusion.

In the case of subcritical Turing instability, when the 0D system is not excitable, it may be possible to invoke the idea of a special excitability that exists only in spatially extended systems, as has been suggested for localized spots in an optical cavity filled with a nonlinear Kerr medium.

B. Oscillons

We have developed two models for oscillons, each of which requires at least three variables. The first model (12)–(14) posits that oscillons arise from interaction between subcritical Turing and subcritical Hopf instabilities,

\[ \partial u / \partial t = k_1 - k_2x - k_3x + k_3y^2/(K^4 + x^4) + k_5y - k_7x + k_8z + D_x \nabla^2 x, \]

(12)

\[ \partial y / \partial t = k_4x - k_5y^2/(K^4 + x^4) - k_6y + D_y \nabla^2 y, \]

(13)

\[ \partial z / \partial t = k_7y - k_8z + D_z \nabla^2 z. \]

(14)

The subcritical Turing instability is responsible for the spatial localization, while the subcritical Hopf instability gives rise to the temporal oscillations. Appropriate interaction between the two instabilities can occur only when the regions of wave numbers in which Re(\(\lambda_1\)) has its maximum (Turing instability) and Im(\(\lambda_2, 3\)) \(\neq 0\) (Hopf instability) overlap. The system (12)–(14) has two localized solutions, oscillon and stationary spot, at the same set of parameters. Again, the shape of the initial localized perturbation is critical in determining the final solution.

The second model, (15)–(18), which describes the BZ-AOT system, generates 1D oscillons as a result of interaction between subcritical wave and subcritical Hopf instabilities.

For some parameter values, these oscillons can move by jumping:

\[ \partial z / \partial t = f(z - x)/(q + x) + x - x^2 - \beta x + s/2 + d_z \nabla^2 x, \]

(15)

\[ \partial z / \partial t = x - z - \alpha z + \gamma u + d_z \nabla^2 z, \]

(16)

\[ \partial z / \partial t = (\beta x - s + \chi u)/2 + d_z \nabla^2 s, \]

(17)
\[ \frac{\partial u}{\partial t} = (\alpha z - \gamma u) \varepsilon + \nabla^2 u. \] (18)

Similar behavior in 1D occurs in a three-variable modification of the FitzHugh-Nagumo model, which also shows a subcritical wave instability.\(^{92}\)

Oscillons in 1D were also found in model (19) and (20) with equal diffusion coefficients,\(^{93}\)

\[ u_t = -\mu_1 u - \mu_2 v + \beta_1 u^3 - \gamma u^5 + \nabla^2 u, \] (19)
\[ v_t = \mu_2 u - \mu_3 v + \beta_2 u^3 + D\nabla^2 v. \] (20)

While these equations are partial differential equations, it is not clear whether they can be considered reaction-diffusion equations, since they have no direct relation to any chemical or biological reactions. Rather, they are motivated by the quintic complex Ginzburg-Landau equation. For the point system, two solutions, a steady state (\(u=v=0\)) and an oscillatory state, coexist. At \(\mu_2=0.1, \mu_3=1.5, \mu_3=0.35, \beta_1=3, \beta_2=1, \gamma=2.75, D=1\), there are localized oscillations in 1D. However, in 2D this oscillon is unstable, at least at these parameters. Our efforts to vary \(D\) and \(\beta_1\) gave only solutions in which the boundary between the oscillatory and stationary domains moved in one direction or the other.

A spatially localized oscillatory region in 1D was found in a \(\lambda - \omega\) model possessing both SS and oscillations (subcritical Hopf instability).\(^{94}\) In a small 1D region, an analytical solution was obtained for the two-variable Gierer-Meinhardt model,\(^{95}\) which possesses oscillatory behavior in a narrow range of parameters.\(^{72}\) It is not clear, however, that such a solution can be classified as localized, since the size \(L_0\) of the oscillatory behavior was significantly smaller than the characteristic length \(L\) of one of the two variables, \(L_0 < L\).

C. Breathers

Breathing behavior of the sharp activator interface of a localized spot in 1D was first reported by Koga and Kuramoto.\(^{26}\) They treated the transition from the stationary to the oscillatory regime of a spot boundary as a Hopf bifurcation. Further investigations of breathers employed a variety of different models, but the general approach of viewing the behavior as arising from supercritical Hopf bifurcation of the spot interface remained unchanged.\(^{26,46,68,71,96–102}\) Generally, to obtain a breather from a stationary spot one needs to decrease the diffusion coefficient of the inhibitor, though \(D_{\text{inhibitor}}\) remains larger than \(D_{\text{activator}}\). As noted above, a mesa localized pattern can lose stability through Hopf bifurcation, transforming to a breather as \(D_{\text{inhibitor}}\) approaches \(D_{\text{activator}}\) (see also Refs. 28, 47, and 103).

In Fig. 15(d), we show breathing of a 1D spot in the three-variable model,\(^{101}\)

\[ \frac{\partial u}{\partial t} = \alpha \frac{\partial u}{\partial x} - \gamma u + f(u) - v - w + k, \] (21)
\[ a(1-q)\frac{\partial v}{\partial t} = D_v \frac{\partial^2 v}{\partial x^2} + r(1-s)u - v, \] (22)
\[ aq\frac{\partial w}{\partial t} = D_w \frac{\partial^2 w}{\partial x^2} + rsu - w, \] (23a)

where \(f(u)=u-0.008u^3\). The diffusion coefficient \(D\) is assumed to be so large that \(w(x,t)\) on a finite interval \((0 < x < L)\) with zero-flux boundaries becomes homogeneous, i.e., \(w(t)\), and Eq. (23a) can be averaged over space \((x)\),

\[ aq\frac{\partial w}{\partial t} = rs \langle u \rangle - w. \] (23b)

We have chosen this model, which has one activator \((u)\) and two inhibitors \((v\) and \(w)\), since we will later examine an analogous model for moving spots.

Recent analytical and numerical investigations of breathers in 2D for a three-variable model with one activator and two inhibitors [model (24)–(26)] were made by Gurevich et al.\(^{86}\) This work contains a good review on breathers as well as a study of the bifurcation scenario for the transition from a stationary spot to a breather or to a moving spot (drift mode with \(n=1\) in Fig. 4).

D. Moving spot

One of the earliest suggestions that moving spots could occur in 2D reaction-diffusion systems was made by Zaikin,\(^{104}\) and a general analysis of the bifurcation from stationary to moving spots with very thin spot boundaries in 2D was given by Ohta.\(^{81}\) The most thorough investigations of the dynamics of moving spots, including interaction between spots, have been performed by Purwins and collaborators.\(^{11,105–107}\)

These latter workers have shown\(^{80,109}\) that stability of two interacting solitons in a two-variable FitzHugh-Nagumo model requires the introduction of a third, fast-diffusing variable, \(w\), linearly coupled to the activator \(u\) and serving as a second inhibitor,

\[ \frac{\partial u}{\partial t} = (\lambda u - u^3 - k_3 v - k_4 w - k_1) / e + D_u \frac{\partial^2 u}{\partial x^2}, \] (24)
\[ \frac{\partial v}{\partial t} = u - v + D_v \frac{\partial^2 v}{\partial x^2}, \] (25)
\[ \frac{\partial w}{\partial t} = (K_w u - w) / e + D_w \frac{\partial^2 w}{\partial x^2}. \] (26)

One may view this second, fast-diffusing inhibitor \(w\) as analogous to a global negative feedback, a condition under which we have found localized clusters experimentally\(^{32}\) and which others\(^{80}\) have suggested is favorable to localized solutions. Model (24)–(26) has a single SS at parameters where moving spots have been found (see Fig. 16). These parameters [shown in the caption of Fig. 16(a)] are such that \(D_u > D_v > D_w\). Before asserting that a fast-diffusing second inhibitor is a necessary condition for moving spots, let us look...
which suggests subcritical Turing instability. In model \( H_20849 \) we see that \( \text{Re}(\lambda) \) at \( K_w \) for example analysis of both models. The dispersion curves correspond-pect, however, a deeper correspondence between the two
A moving spot solution may have two additional SS, one of which is stationary, SS2, close to the bistability region. For these parameters, the rapid change in the amplitude of its limit cycle canard as a parameter is varied. They showed that for a critical value of the global negative feedback strength. In particular, the possible role of small initial perturbations in determining the shapes of the regions, which vary from “identical” experiment to experiment, is unknown.

We conclude that both systems (24)–(29) are close to a regime of wave instability and can be considered as systems with a subcritical wave instability. Subcritical wave instability is a plausible explanation for the motion of localized spots. Since wave instability is possible only in systems with at least three variables, this feature explains why three components are necessary for localized moving spots. In system (27)–(29), the “silent” spatial points are in SS1, while the points belonging to the moving spot are in a valley of SS2 and can indeed undergo wave instability.

If one changes the parameters of systems (24)–(29) in the opposite direction, Turing instability can emerge instead of wave instability. Subcritical Turing instability probably accounts for spot localization. Interaction between subcritical Turing and wave instabilities is presumably responsible for the entire phenomenon of moving localized spots.

An analog of a moving spot in reaction-diffusion equations is a glider in a cellular automaton. A glider solution also requires at least three possible states for each cell of the automaton, which can be interpreted as substrate S, activator E, and inhibitor I. This interpretation comes from the rules of cell transformation.

E. Oscillatory localized clusters

The oscillatory localized clusters found in experiments involving global negative feedback (see Fig. 7) can be viewed as having three oscillatory regions: two oscillate out of phase and at large amplitude, while the third one has a very small amplitude and is indistinguishable in the experiment from a silent or steady-state region. It is not clear why a homogeneous reactive layer becomes self-organized in such a fashion at a particular value of the global negative feedback strength. In particular, the possible role of small initial perturbations in determining the shapes of the regions, which vary from “identical” experiment to experiment, is unknown.

Rotstein et al. invoked the canard phenomenon as a possible origin of localized clusters. They studied a system of identical, discrete, globally coupled relaxation oscillators for which each uncoupled oscillator undergoes a rapid change in the amplitude of its limit cycle (canard) as a parameter is varied. They showed that for a critical value of the global coupling parameter, the network spontaneously partitions itself into sets of low- and high-amplitude oscillators. Both BZ and FitzHugh-Nagumo models were studied, but the generality of this route to localized clusters remains to be established.

F. Interaction between localized patterns

With the exception of studies of a gas-discharge system, there have been no direct experimental investigations of interactions between localized patterns in reaction-diffusion systems. There are, however, several theoretical papers on this subject. Nishiura et al. found three modes of behavior for interacting moving spots: repulsion, fusion+drift, and annihilation. Schenk et al. demonstrated that three or more localized spots can form stable groups of spots at particular interspot distances. Two interacting

![Fig. 17. Dispersion curves (a), (b) for model (24)–(26) and (c), (d) for model (27)–(29).](image)
oscillons can, depending on the distance between them, give rise to a variety of behaviors including annihilation, the birth of a new oscillatory or stationary spot between the two oscillons, three in-phase oscillons, two in-phase oscillons, two antiphase oscillons, or two stationary spots. Such interactions between localized patterns could potentially be used as logic elements in a “chemical computer.”

IV. DISCUSSION, MECHANISMS, OPEN QUESTIONS, AND FUTURE EXPERIMENTS

Two types of diffusive instabilities, the Turing and the wave instability, can render a homogeneous system unstable to an infinitesimal inhomogeneous perturbation. It is sufficient to take into account only linear terms to obtain either the Turing or the wave instability. However, the mechanism of stabilization of the resulting stationary Turing patterns or standing waves requires nonlinear terms and is quite different from the mechanism of instability of the homogeneous SS. These mechanisms can operate independently of one another. For example, if we have a stationary inhomogeneous structure (Turing pattern) and change parameters to push the system to the onset of instability and even beyond, where the homogeneous SS is stable, the existing Turing pattern may survive. In this case, the Turing instability is subcritical. A wave instability may also be subcritical. If we push such a system too far beyond the onset of instability, the original patterns disappear. There is, however, a range of parameters, the region of spatial bistability, for which both the homogeneous SS and stationary or moving patterns are stable.

Now consider the problem from the other side, starting from a homogeneous SS. If the system is in the spatial bistability domain, then we must apply a perturbation of appropriate shape and sufficient amplitude in order to cause a transition to (possibly localized) inhomogeneous patterns stationary either in space or in time. Mechanisms that require finite perturbation of homogeneous SS can be found in a number of experimental and model bistable systems.

A key problem in understanding localized patterns is to find a mechanism for stabilization of a growing amplitude disturbance in a localized region. Ginsburg-Landau equations or amplitude equations, which have yielded many insights into other pattern formation phenomena in reaction-diffusion systems, do not seem applicable here, since these equations work well only close to the steady state, while localized patterns involve large-amplitude distortions of that state. A novel theoretical approach appears to be required.

The experimental exploration of localized patterns is still at a relatively primitive stage. Clear experimental evidence for breathers in reaction-diffusion systems is lacking, though some preliminary indications of such behavior have been obtained in the chloride dioxide-iodine-malic acid reaction in a gel reactor. Moving localized spots in chemical systems also await discovery. Interaction between two or more neighboring oscillons has not been studied experimentally. It should be possible to generate oscillons in proximity to one another by utilizing a photosensitive system, such as the ruthenium bipyridyl-catalyzed BZ-AOT system, and a patterned light source to set the initial conditions. Global negative feedback can be applied to regulate the number of localized spots, as well as to modulate the interaction between localized spots.

No experiments have yet been performed on localized patterns in 3D, where one might expect new types of patterns to arise. If we consider utilizing localized patterns in a new class of chemical computers, then only by employing a 3D configuration is one likely to be able to encode enough information to obtain an advantage over conventional electronic computers. One may speculate whether such a mechanism—interaction among localized patterns in a three-dimensional environment—is already employed in the brains of living organisms.
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