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INTRODUCTION

In [1–3] we systematically applied the nonlinear time series analysis approach [10] to the traffic measurements obtained at the input of the intermediate
size Local Area Network (LAN). We have demonstrated that nonlinear techniques can be successfully used for a deeper understanding of main features of the traffic data. In order to reconstruct the underlying dynamical system, we estimated the correlation length and the embedding dimension of the traffic series. The reliable values of the correlation length and the embedding dimension provided the application of a layered neural network for identification and reconstruction of the dynamical system. We have found that the trained neural network reproduces the packet size distribution of real measurements, which follows the log-normal distribution [2].

The log-normal distribution has been first observed, to our knowledge, by Lucas et al. [11] for the empirical probability distributions of packet arrivals aggregated at 100 ms. Later they developed the background traffic model, or \((M, P, S)\) model [12], which realistically generated the aggregated traffic flows for a large campus network. The log-normal distributions for packet arrivals have been observed at different stream scales [12]. Similar interarrival time distributions for channel arrivals have been observed in cellular telephony [13]. However, there was no a reliable explanation of reasons, which may cause the appearance of such distribution.

In our work [4], based on the detailed analysis of traffic measurements, we demonstrated that the reason of this distribution may be a simple aggregation of real data. In fact, we show that the aggregation of traffic measurements forms (starting from some threshold value of the aggregation window) a stable statistical distribution, which does not change its form with further increase of the aggregation window. Applying the \(\chi^2\) test we proved that with a high significance level this distribution corresponds to the log-normal distribution.

Later in [5,6] we proved that the Principal Components Analysis, especially the «Caterpillar»-SSA approach [14,15], is very efficient for understanding main features of terms forming the network traffic. The statistical analysis of leading components demonstrated that a few first components already form the fundamental part of the information traffic [5,6]. The residual components play a role of small irregular variations, which do not fit in the basic part of the network traffic and can be interpreted as a stochastic noise.

In order to further decrease the dimension of the dynamical system underlying the network traffic, we applied the wavelet filtering to traffic measurements [7,8]. The analysis of influence of this preliminary filtering on characteristics of individual principal components and on summary distributions of leading and residual components gave additional arguments for the correctness of results obtained in [6]. The Fourier analysis of original traffic measurements and individual principal components for both original and filtered data confirmed that the fundamental part of information traffic is formed by a few first leading components.

Applying the continuous wavelet transform to traffic measurements, we found that the corresponding series has a multifractal, multiplicative character. This
circumstance together with the log-normal distribution of traffic data confirms the applicability of Kolmogorov’s scheme [9] to the description of network traffic.

The aim of this work is to summarize the results obtained in [1–8], to formulate main characteristics of the background statistical model of network traffic and to emphasize possible directions for further studies.

In our work we used traffic measurements collected at the input of Dubna University [16] LAN, which includes approximately 200–250 interconnected computers.

In Sec. 1 we describe the data acquisition system of this LAN, realized on the basis of a standard PC. In Sec. 2 we present first results of application of the nonlinear analysis to the traffic measurements. We show that the dynamical model based on the neural network reproduces the packet size distribution of real measurements, and that this distribution fits in the log-normal form. In Sec. 3 we explain that the reason of this distribution may be caused by a simple aggregation of real data. In Sec. 4, applying the Principal Components Analysis, we demonstrate that a few first components already form the basic part of the network traffic, while the residual components play a role of small irregular variations. In Sec. 5 we analyze the spectral characteristics of traffic measurements applying the Lomb periodogram technique. The peculiarities of the wavelet filtering of traffic series are considered in Sec. 6. Section 7 is devoted to the analysis of statistical and spectral characteristics of the filtered traffic series. In Sec. 8 we show that the main part of network traffic can be efficiently described by a minimal number of feature components. In Sec. 9 we show that the traffic measurements have a multifractal, multiplicative character, and discuss the applicability of the Kolmogorov’s scheme to the description of network traffic.

1. DATA ACQUISITION SYSTEM

Two protocols are used in the «Dubna» LAN. The NetBEUI protocol is applied only for internal exchanges, and the TCP/IP for external communications. The measurements of network traffic have been realized at the external side of the input lock of LAN.

The performance of the data acquisition system is based on realization of an open mode driver [17] (see Fig. 1).

In standard conditions the network adapter of a computer is in a mode of detecting a carrying signal (main harmonic 4–6 MHz). After appearing in the cable bits of the package preamble, the network adapter comes to a mode of 1 bit and 1 byte synchronization with the transmitter and starts receiving first bytes of the package heading. As soon as one succeeds in extracting the MAC-address of the shot receiver from the first bytes taken by the adapter, the network adapter compares it to its own. In the case of a negative result of the comparison, the
network adapter ceases to record the shot’s bytes into its internal buffer and cleans its contents and then waits until the next package appears.

In order to provide conditions for receiving and analysis of all the packages transmitted over the network, it is necessary to move the adapter devices to a free mode when all possible shots are recorded in the buffer. This operation is executed through the instructions of the NDIS driver.

The free mode driver records the accepted packages in the preliminary capture buffer and displays the flag of receiving the package. Then the receiving package module is activated, and the analysis of the margin of the package’s type is carried out to extract TCP/IP packages from the whole stream.

After identification it is possible to separate and delete the data block as well as to record the headers to the SQL-server database. The recording is performed together with the time data with a frequency up to 10 kHz. Although the recording is performed with buffering, the mode of saving the packages’ headers requires enormous server’s resources, as in this case there is a permanent procedure of
The system also provides control over the external traffic of the local area network on the basis of controlling the records in the router table. Initial information on the legal IP addresses is saved in the database of the LAN computers from which data on legal addresses are loaded into the main memory array. The users which do not participate in forming the external traffic, are not taken into account when calculating the number of transferred and received bytes. In order to decrease the number of sessions of recording the information on the external traffic in the database, a timer of load out of the buffer and a timer of changing a current date have been introduced into the system.

The recorded traffic data correspond approximately to 20 h (1600000 records with a frequency up to 10 kHz, which corresponds to 1 ms bin size) of measurements. The part of this series corresponding approximately to 1 h of measurements and aggregated with different bin sizes is presented in Fig. 2.

The contribution of the NetBEUI traffic has been estimated around 1–6 packages per second during daily working hours. This is negligibly small compared
to the TCP/IP traffic. In this connection, we may neglect the influence of non-IP traffic on the TCP/IP traffic.

2. NONLINEAR ANALYSIS OF NETWORK TRAFFIC

Chaos theory offers a new methodology, nonlinear or chaotic time series analysis, to handle irregular time series, such as traffic measurements [10]. First attempts to apply this approach to the network traffic analysis demonstrated serious difficulties as well as some promising results (see [18] and references therein).

In nonlinear time series analysis we view the signal \( \{x_i\} \) as the one-dimensional projection of a dynamical system operating in a space of vectors \( y_i \) of larger dimension [19,20]:

\[
y_i = (x_i, x_{i+\tau}, \ldots, x_{i+(m-1)\tau}).
\]  

Here \( m \) is the dimension of the underlying dynamical system, and \( \tau \) is a «delay time», or the correlation length of series \( \{x_i\} \).

The main steps of this «phase space reconstruction» for the traffic measurements include three main steps:

1) estimation of the correlation length \( \tau \),
2) estimation of the embedding dimension \( m \),
3) reconstruction of underlying dynamical system.

2.1. Estimating the Correlation Length. In order to choose the independent components from the traffic data, we may compute the correlation length [21, 22], where the linear auto-correlation function

\[
C(\tau) = \frac{\sum_{i=1}^{N} (x_{i+\tau} - \bar{x})(x_i - \bar{x})}{\sum_{i=1}^{N} (x_i - \bar{x})^2}
\]

for the first time crosses the confidence tube corresponding to Gaussian white noise. Here \( x_i \) are the values of traffic measurements; \( N \) is the number of points.
in the analyzed time series and

$$\bar{x} = \frac{1}{N} \sum_{i=1}^{N} x_i.$$ 

The dependence of the correlation length against the aggregation bin size is presented in Fig. 3.

We see that for bin sizes from 0.1 up to 10 s, the correlation length $\tau$ is in an acceptable region: $\tau \sim 10$ s. The points separated by the time interval $\tau$ can be considered as linear independent.

2.2. Estimating the Embedding Dimension. A set of uncorrelated points may be considered as the components of some $m$-dimensional vector. The dimension of the underlying process can be estimated by box-counting or neighbor counting methods [10]. To make sure that the dimension counting methods give a reliable result, one must check that starting from a certain value of $n$ (the dimension of the embedding space), the estimated dimension is not increasing together with further increase of $m$. If this is the case, the time series can be considered as generated by a finite-dimensional system, which, in principle, can be reconstructed from the original time series.

The dimension counting for aggregated time series has been performed with the Grassberger–Procaccia algorithm [23, 24]. The correlation integral can be estimated by

$$C_2^m(r) = \frac{2}{N(N-1)} \sum_{i \neq j} \Theta(r - |y_i - y_j|),$$

with the distance between two points given by

$$|y_i - y_j| = \max \{ |x_i - x_j|, \ldots, |x_{i+(m-1)r} - x_{j+(m-1)r}| \}.$$

Here $\Theta = 1$ if its argument is non-negative and 0 otherwise. The value $C_2^m(r)$ is the empirical probability that a randomly chosen pair $(y_i, y_j)$ of points will be separated by a distance less or equal to $r$.

To estimate the embedding dimension $d_E$ [23, 25], one computes $C_2^m(r)$ for $r$ ranging from 0 to the largest possible value of $|y_i - y_j|$ and for $m$ increasing from 1 up to the largest possible value. Starting from some $m$ in the dependence

$$\log C_2(r) \approx \beta \log r + \gamma,$$

if the parameter $\beta$ does change its value, then the embedding dimension $d_E$ can be estimated from the relation

$$\beta < d_E < m.$$

Thus, the slope of the $\log C_2^m(r)$ vs. $\log r$ gives the lowest estimate of the embedding dimension (see Fig. 4).
For various parts of the time series we have analyzed, no saturation of the slope with respect to increasing $m$ was found. For each given value of $m$ in the range of $m = 2 \div 18$ the slope $\beta$ was found to satisfy

$$m \leq 2\beta + 1. \quad (4)$$

According to the Takens theorem [20], this may imply very high dimension of the studied time series.

As usual we may consider the traffic measurements as a sum of a regular process and a stochastic part, related to the high frequency «noise». The elimination of the noisy part may simplify the analyzed time series and reduce the dimension of the underlying dynamical process. In order to achieve this, we applied the filtering based on a discrete wavelet transform: the details of wavelet filtering are discussed in Sec. 6.

We observed that for all curves, the slope of all log-log curves decreased in comparison to the slope calculated for the original (not filtered) data. The dimension about $16 \div 18$ seems to be close to saturation.

**2.3. Reconstruction of Underlying Dynamical System.** In order to reconstruct the dynamical system corresponding to the traffic measurements, we used an artificial neural network (ANN) [10, 28, 29]. The major advantages of neural networks are that no prior information is required and the identification of the regular traffic component can be obtained automatically through the ANN training [30–32]. This is important in our case, not only because the traffic system is very complex, but there is also no information about the contribution of individual components into the system dynamics.

In our study we applied a layered neural network with the feed-forward architecture from the JETNET3 package [33]: the input layer with the number of neurons corresponding to the embedding dimension of the traffic series, two hidden layers with varying number of neurons and one output neuron. From the output neuron we get the predicted value of the ANN model.

For the ANN training we used a data set corresponding approximately to 34 min period and aggregated with time bin 1 s. These data were preliminary cleaned applying wavelet filtering (for the elimination of «noisy» component) and normalized to the interval $[-1, 1]$. The following parameters were used for the input vector (1) formation: $\tau = 10$ s and $d_E = 15 \div 20$.

Figure 5 presents part of the traffic data (curve 1) and the result of the ANN approximation (curve 2) after 1000 training epochs. We see that, despite the
Fig. 5. The result of the ANN approximation of the traffic series after 1000 training epochs: 1 — traffic data; 2 — training data.

Fig. 6. The distribution of sizes of the traffic packages (normalized to the interval $[-1, 1]$) for the original traffic measurements (a), and those generated by the trained ANN (b).
highly chaotic character of time series, the neural network approximates these data quite well.

Figure 6 demonstrates the distributions of sizes of traffic packages (normalized to the interval \([-1, 1]\)) for the original traffic measurements (Fig. 6, a) and for time series generated by the trained ANN (Fig. 6, b). We see that the ANN model reproduces quite well the statistical distribution of real data, which seems to be the log-normal.

It is known, that the ANN training on real data is in general adequate to the solution of the PCA problem [28, 34–36]. In this connection, the distribution of the ANN weights between the output node (neuron) of the ANN and the nodes of the second hidden layer is quite interesting (see Fig. 7). We will see below, in Sec. 4, that this distribution of weights reproduces the character of the eigenvalues distribution obtained with the help of the PCA method.

3. LOG-NORMAL DISTRIBUTION OF NETWORK TRAFFIC

Having available traffic data measured at high-frequency (each arriving packet has been recorded independently, see Sec. 1), we obtained the possibility of ana-
lyzing the influence of the aggregation bin on the form of the packet size distribution. Figure 8 shows the packet size distribution for original traffic measurements, while Figs. 9, 10, and 11 present the distributions for measurements aggregated with bin sizes 10 ms, 100 ms, and 1 s, correspondingly.

One can clearly see that for the aggregation with small bin sizes the packet size distributions have rather chaotic and non-systematic character. However, when the aggregation bin size approaches 1 s (see Fig. 11) the distribution assumes a stable form that does not change with further increase of the aggregation bin: see, for example, Fig. 12 corresponding to the aggregation with the bin size 10 s.

The distributions in Figs. 11 and 12 are well approximated by the log-normal function [4]

$$f(x) = \frac{A}{\sqrt{2\pi} \sigma x} \exp \left( -\frac{1}{2\sigma^2} (\ln x - \mu)^2 \right),$$  \hspace{1cm} (5)

where $x$ is the variable; $\sigma$ and $\mu$ are the parameters of log-normal distribution, and $A$ is the normalizing multiplier.
The fitting procedure was realized with the help of the MINUIT package [38] in the frame of the well-known PAW (Physical Analysis Workstation, see details in [39]).

As we mentioned above, the fitting curves corresponding to the log-normal distribution approximate experimental distributions with a reliable accuracy on all the regions of the analyzed distributions. However, they did not pass the $\chi^2$ test [4].

The main reason is that the distributions presented in Figs. 11 and 12 are based on the whole set of data, which corresponds approximately to 20 h of measurements. But the traffic series, as well as corresponding statistical distributions, behave differently depending whether the measurements were done during working hours or not.

In this connection, we tested the correspondence of experimental distributions to the null-hypothesis (5) applying the $\chi^2$ goodness-of-fit criterion using only the daily traffic. The results of this analysis are presented in the Table.

Here $\alpha$ is the probability (in %) that the observed chi-square will exceed the value $\chi^2$ by chance even for a correct model (see, for instance, [37, 40]). These results show that the hypothesis (5) can be accepted with a high probability (see also Fig. 13). At the same time it must be noted (see Figs. 11 and 12) that the influence of the inactive period of LAN does not change significantly the fundamental form of the statistical distribution.

We conclude, therefore, that

- the aggregation of traffic measurements forms (starting from some threshold value of the aggregation window) a statistical distribution, which does not change its form with further increase of the aggregation window;

- this distribution is approximated with high accuracy by the log-normal distribution.

<table>
<thead>
<tr>
<th>Bin, s</th>
<th>$\nu$</th>
<th>$\chi^2$</th>
<th>$\alpha,%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>47</td>
<td>49.84</td>
<td>32.30</td>
</tr>
<tr>
<td>2</td>
<td>47</td>
<td>44.76</td>
<td>52.51</td>
</tr>
<tr>
<td>3</td>
<td>47</td>
<td>41.53</td>
<td>65.98</td>
</tr>
</tbody>
</table>

Results of fitting of daily part of packet size distributions aggregated with different bin sizes by the function (5)

Fig. 13. Packet size distribution for daily traffic measurements aggregated with bin size 1 s: fitting curve corresponds to the function (5)
4. PRINCIPAL COMPONENT ANALYSIS OF NETWORK TRAFFIC

The «Caterpillar»-SSA approach [14,15] can be used for analysis of time series corresponding to any arbitrary function \( f(t) \), \( t > 0 \) determined in equidistant points:

\[
x_i = f[t_i] = f[(i-1)\Delta t], \quad i = 1, 2, \ldots, K,
\]

where \( \Delta t \) is the sampling interval (in our case \( \Delta t = 1 \)), whose reciprocal is the sampling rate.

The basic «Caterpillar»-SSA scheme includes four main steps:

- transformation of one-dimensional series into multidimensional form,
- singular value decomposition of multidimensional series,
- principal components analysis and selection of feature components,
- reconstruction of one-dimensional series on the basis of selected components.

The transformation of one-dimensional series (6) into multidimensional one is realized by representing 6 in matrix form:

\[
X = (x_{ij})_{i,j=1}^{k,L} = \begin{pmatrix}
    x_1 & x_2 & x_3 & \ldots & x_L \\
    x_2 & x_3 & x_4 & \ldots & x_{L+1} \\
    x_3 & x_4 & x_5 & \ldots & x_{L+2} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    x_k & x_{k+1} & x_{k+2} & \ldots & x_K
\end{pmatrix},
\]

where \( L < M \) is called the caterpillar or window length and \( k = K - L + 1 \).

Then the eigenvalues \( \lambda_i, i = 1, 2, \ldots, L \) and eigenvectors \( \mathbf{V}_i, i = 1, 2, \ldots, L \) of the covariance matrix \( C = (1/k)XX^T \) are determined. The matrix of eigenvectors \( V \) is used for transition to the principal components

\[
Y = V^T X = (Y_1, Y_2, \ldots, Y_L),
\]

where \( Y_i (i = 1, 2, \ldots, L) \) are rows of \( k \) elements.

The equality

\[
\sum_{i=1}^{L} \frac{\lambda_i}{L} = \sum_{i=1}^{L} \alpha_i = 1
\]

permits one to estimate the contribution \( \alpha_i \) (in decreasing order) of the \( i \)th principal component into the analyzed series.

The «Caterpillar» length (or window) \( C_L \) has been chosen based on the analysis of the autocorrelation function for traffic measurements [2]. In this study we used different values of \( C_L \), starting from the minimal value \( C_L = 12 \) up to \( C_L = 20 \).
Figure 14 shows the daily part of traffic measurements aggregated with the bin size 1 s, which has been used in this study. The number of points in this series $K = 2048$, that corresponds approximately to 34 min of traffic measurements.

One of the main results of the application of the "Caterpillar"-SSA technique to the analyzed series is presented in Fig. 15. It shows the contribution of eigenvalues in percentages for $C_L = 12$ and 20. This information permits one to estimate the number of principal components, which effectively contribute into the analyzed series.

Fig. 15. Contributions of eigenvalues in percentages for the original traffic data. The results are presented for two cases of the caterpillar length: $C_L = 12$ (a) and 20 (b)
Taking into account [4], it is reasonable to assume that the packet size distributions, corresponding to leading components, may be described by the log-normal distribution.

In Fig. 16 we present the results of fitting of the packet size distributions, corresponding to different number \( N \) of leading components (the results presented here are for \( C_L = 20 \), by function (5). Here \( \chi^2 \) is the calculated value of \( \chi^2 \), corresponding to the testing distribution and \( \nu \) is the number of degrees of freedom.

This dependence demonstrates that for \( N = 3 \) there is quite a good level of correspondence (\( \alpha = 22\% \)) of the distribution to the null-hypothesis (see also Fig. 17).

This result is of great interest, because only 3 first components (of 20) already form the fundamental part of the information traffic. Their summary contribution into the general dispersion is around 40\% (see Fig. 15, \( b \) for \( C_L = 20 \)).

The value of \( \chi^2/\nu \) reaches its record minimal value 0.732 for \( N = 8 \). The corresponding statistical distribution is presented in Fig. 17. It demonstrates both a very good level of correspondence of the reconstructed distribution to the null-
hypothesis ($\alpha = 89.5\%$) and a reliable accuracy of approximation on all regions of the analyzed distribution. The summary contribution of 8 leading components into the general dispersion is around 66%.

Figure 18 shows the series reconstructed by the Caterpillar method (for $C_L = 20$) on the basis of eight leading components. One can clearly see that it reproduces characteristic features of the original series presented in Fig. 14.

In the region of large $N$ there is a growth of $\chi^2$ especially noticeable at $N \geq 15$ (see Fig. 16). Such tendency is caused by the influence of the residual components related to small irregular variations, which do not fit in the
basic model of network traffic (5) and can be interpreted as a stochastic noise (see Sec. 5).

Figure 19 shows the series reconstructed on the basis of the smallest residual component, namely, the component 20. One can clearly see that this series is of significantly different character as compared to the original traffic measurements. It looks like a nonstationary dynamical process symmetric against zero mean value.

Figure 20 shows the statistical distribution corresponding to the series presented in Fig. 19. It quite well follows the Gaussian distribution that is confirmed by the $\chi^2$ test (see Fig. 20). The autocorrelation function of the corresponding series shows that it behaves like noise.

However, when increasing the number of residual components, their summary distribution starts to gradually lose the symmetric form together with growth of correlations between the series terms.

In order to estimate the amount of residual components, which can be eliminated from the original time series without the influence on its fundamental part, we divide all principal components into two parts:

1) first part corresponding to the leading components and responsible for the log-normal form of the packet size distribution,

2) second part related to residual components, which is described by a symmetric statistical distribution and behaves like a stochastic noise.

As the criterion for selection of the second part we used the «moment» of the symmetry violation for the series corresponding to the residual components. The well-known sign test has been used for testing the symmetry against zero of residual distributions. The sign test has the following form:

$$\mu = \sum_{i=1}^{n} \Theta(x_i),$$  \hspace{1cm} (7)

where $x_1, \ldots, x_n$ are observables; $n$ is the sample size, and $\Theta$ is the Heaviside function:

$$\Theta(x) = \begin{cases} 1, & x > 0, \\ 0, & x \leq 0. \end{cases}$$
Fig. 21. The values of sign test $\mu$ versus the number of the residual components for the caterpillar length $C_L = 12$ (a) and $20$ (b)

When the null-hypothesis is true, the $\mu$ distribution is approximated (in case of large $n$) by

$$P\{\mu \leq m \mid n, p\} \approx \Phi\left(\frac{m np + 0.5}{\sqrt{np(1 - p)}}\right),$$

where $\Phi$ is the distribution function of the normal distribution; $p = 0.5$ and $n = 2048$ (in our case).

Figure 21 shows the dependence of $\mu$ value versus the number of the residual components (for caterpillar lengths 12 and 20). It is clearly seen that the $\mu$ value exceeds the reliable confidence level, when the number of residual components is greater than 6 for $C_L = 12$ and 11 for $C_L = 20$.

In order to confirm the results obtained by the sign test, we applied more powerful criterion based on the $\omega^2_n$ statistics [43]. This criterion tests the symmetry against $x = 0$ of the distribution function $F(x)$ of the observables $x_1, \ldots, x_n$, i.e., the null-hypothesis $H_0: F(x) = 1 - F(-x)$. The corresponding $\omega^2_n$ statistics has the following form:

$$\omega^2_n = n \int_{-\infty}^{\infty} [F_n(x) + F_n(-x) - 1]^2 dF_n(x), \quad (8)$$

where $F_n(x)$ is the empirical distribution function. It is more convenient to calculate the values of statistics (8) using the following algebraic formula

$$\omega^2_n = \sum_{j=1}^{n} \left[F_n(-\hat{x}_j) - \frac{n - j + 1}{n}\right]^2,$$
Fig. 22. The dependences of the $\omega^2_n$ values versus the number of the residual components for two cases of the caterpillar length: $C_L = 12$ (a) and 20 (b)

where $\tilde{x}_1 \leq \ldots \leq \tilde{x}_n$ is the variational series constructed on the basis of observables.

Figure 22 shows the dependences of the $\omega^2_n$ value versus the number of the residual components for two cases of the caterpillar length: $C_L = 12$ and 20.

One can see from Fig. 22 that the number of residual components $l = 6$ for $C_L = 12$ and $l = 10$ for $C_L = 20$ corresponds to the 5% significance level for the $\omega^2$-criterion. This coincides with the result obtained for the sign test (see Fig. 21).

The dependences presented in Fig. 22 have distinct characteristic features at $l = 4$ for $C_L = 12$, and $l = 7$ for $C_L = 20$ (one can see that the number of such components approximately equals to one third of the caterpillar length), after which, when $l$ is increasing, there is a quick rise of $\omega^2_n$. This means that the residual series loses its symmetric character, because in the second part are involved the components responsible for the fundamental property of the system — the log-normality.

5. SPECTRAL ANALYSIS OF TRAFFIC MEASUREMENTS

A sampled data set (6) contains complete information about all spectral components in a signal $x(t)$ up to the Nyquist critical frequency

$$f_c = \frac{1}{2\Delta t},$$

and scrambled or aliased information about any signal components at frequencies larger than $f_c$ (see, for example, [40]).
In order to estimate the presence or absence of periodic components and to evaluate the viability of stochastic noise in the traffic series, we apply here the Lomb spectral method (see [40,44] and references therein).

The Lomb normalized periodogram (spectral power as a function of angular frequency $\omega \equiv 2\pi f > 0$) of one-dimensional time series (6) is defined by

$$P_K(\omega) = \frac{1}{2\pi^2} \left\{ \frac{\sum_{i=1}^{K} (x_i - \bar{x}) \cos(\omega(t_i - \tau))}{\sum_{i=1}^{K} \cos^2(\omega(t_i - \tau))} + \frac{\left[ \sum_{i=1}^{K} (x_i - \bar{x}) \sin(\omega(t_i - \tau)) \right]^2}{\sum_{i=1}^{K} \sin^2(\omega(t_i - \tau))} \right\}, \quad (10)$$

where

$$\bar{x} = \frac{1}{K} \sum_{i=1}^{K} x_i, \quad \sigma^2 = \frac{1}{K-1} \sum_{i=1}^{K} (x_i - \bar{x})^2$$

and $\tau$ is defined by the relation

$$\tan(2\omega\tau) = \frac{\sum_{i=1}^{K} \sin 2\omega t_i}{\sum_{i=1}^{K} \cos 2\omega t_i}.$$

In order to estimate the significance of a peak in the spectrum $P_K(\omega)$, we have to test the null-hypothesis that the data values are independent of Gaussian random values.

Scargle has shown [45] that for the normalized Lomb periodogram (10) at any $\omega$ and when the null-hypothesis is valid, $P_K(\omega)$ has an exponential probability distribution with unit mean. This means that the probability that $P_K(\omega)$ will be between some positive $z$ and $z + dz$ is $\exp(-z)dz$. If we scan some $M$-independent frequencies, the probability that none give values larger than $z$ is $(1 - e^{-z})^M$. Thus,

$$p(> z) = 1 - (1 - e^{-z})^M \quad (11)$$

determines the false-alarm probability of the null-hypothesis, and it shows the significance level $\alpha$ of any peak in the $P_K(\omega)$ spectrum.

For estimation of the significance level $\alpha$, we need to know $M$ in the region where $\alpha$ assumes small values, $\alpha \ll 1$, and Eq. (11) can be represented as

$$p(> z) \approx M e^{-z}. \quad (12)$$
Fig. 23. The dependence of $P_K(\omega)$ against the angular frequency $\omega = 2\pi f$ for traffic measurements presented in Fig. 14: $0 \leq \omega < 2\pi f_c$ (see the text)

The relation (12) shows that the significance level changes linearly with $M$. In practice, an error of even $\pm 50\%$ in the evaluated significance is often tolerable, which means that our estimation of $M$ need not to be very accurate.

Horne and Baliunas [46] have found that $M$ is very nearly equal to $K$ when the data points are equally spaced, and when the sampled frequencies «fill» the frequency range from 0 up to $f_c$.

Figure 23 shows the result of application of the Lomb method to the time series shown in Fig. 14: we used the code period from the Numerical Recipes

Fig. 24. The dependence of $P_K(\omega)$ against the angular frequency $\omega$ for traffic measurements presented in Fig. 14: $0 \leq \omega < 0.35$ (see the text)
The figure plots $P_K(\omega)$ against the angular frequency $\omega = 2\pi f$ for the frequency interval starting from 0 up to $f_c$. The horizontal dashed and dotted lines correspond (from bottom to top) to the significance levels 0.5, 0.1, 0.01, 0.001, respectively.

One can see (Fig. 24) three highly significant peaks at low frequencies: 0.06, 0.012, and 0.034. There are three other peaks at frequencies 0.186, 0.241, and 0.252, which also exceed the 50% significance level.

For frequencies higher $\omega > 0.35$ together with the frequency increase, the amplitude of peaks is very quickly decreasing (Fig. 23) and does not exceed the value 5. This amplitude corresponds to the significance level $\alpha \approx 1$. This may mean that the traffic components related to this high frequency part can be interpreted as a stochastic Gaussian noise.

6. WAVELET FILTERING OF TRAFFIC MEASUREMENTS

The wavelet analysis is the most suitable approach to handle irregular time series, such as traffic measurements, because it permits to focus on localized signal structures along with a zooming procedure that progressively reduces the scale parameter: see, for instance, [57,58].

The discrete wavelet transform (DWT) of the function $f(t) \in L^2(R)$ given in the form of one-dimensional time series (6) can be represented by the following expansion

$$f(t) = \sum_{j,k} d_{jk} \psi(2^j t - k).$$

Here the set of basis functions (wavelets) $\{\psi_{jk}(t) = \psi(2^j t - k), j, k \in Z\}$ is obtained from a single «mother» wavelet function $\psi(t) \in L^2(R)$ applying the binary dilation $2^j$ and the dyadic translation $k/2^j$.

Following the multiresolution wavelet analysis, Eq. (13) can be rewritten in a more convenient form

$$f(t) = \sum_k s^J_k \phi(2^J t - k) + \sum_{j \geq J} \sum_{k} d_{jk}^J \psi(2^j t - k),$$

where $\phi(t)$ is the scaling function corresponding to the chosen wavelet function $\psi(t)$ (see, for example, [26]). In (14) the first term describes a smooth part of series (14) restricted by level $J$, and the second term is related to details, or a high-frequency part of the analyzed series. We use here the discrete Daubechies wavelets [26, 27], because they provide high-quality representation of both high- and low-frequency components of the analyzed signal [40].

The coefficients $s^J_k$ and $d_{jk}^J$ are usually determined with the help of the pyramidal scheme [47] of the fast wavelet transform (see, for instance, [40]) applying...
the following equations:

\[ s_{j+1}^k = \sum_{m} h_m s_{2k+m}^j, \quad d_{j+1}^k = \sum_{m} g_m s_{2k+m}^j, \]  

(15)

where \( h_m \) and \( g_m \) are the coefficients of low pass and high pass filters, respectively.

The wavelet filtering implies rejection or modification of a part of expansion coefficients with absolute values less than a preassigned threshold value \( \lambda \). There exist several different wavelet filtering algorithms specified as hard, soft, quantile and universal thresholding (see, for example, [41, 42]). However, the most widespread is the hard thresholding algorithm (see, for example, [40]). In this scheme all coefficients with absolute values less than \( \lambda \) have to be rejected (set to zero).

In all methods mentioned above the filtering procedure affects all coefficients, without taking into account their belonging to some resolution level \( J \). Therefore, such a procedure may eliminate both the coefficients \( \{d_j^k\} \) which correspond to the high-frequency part of (14) and the coefficients \( \{s_j^k\} \) related to the low-frequency part.

In this connection, it is impossible to apply the existing algorithms to our case, because the filtering will affect not only a high-frequency, noisy part, but also a regular part, which should not be touched.

To overcome this problem, we modified the hard thresholding scheme in such a way that the groups of coefficients corresponding to different levels of wavelet decomposition are filtered in a successive order. The modified algorithm performs as follows. Suppose \( K \) is the number of elements in the analyzed series and \( M < K/2 \). Then, the \( M \) smallest of \( K/2 \) «detailed» coefficients of series (14) has to be rejected. If \( K/2 < M < 3K/4 \), then we eliminate all \( K/2 \) «detailed» coefficients together with the \( M - K/2 \) smallest coefficients corresponding to a lower level of accuracy (the whole number of such coefficients is \( K/4 \)), etc.

Compared to the traditional filtering procedure, the modified scheme provides more effective elimination of the high-frequency component from such highly irregular time series as traffic measurements.

After the DWT, the selected \( M \) coefficients are set to zero, and then, using the inverse wavelet transform, the regular part of the traffic series is reconstructed. The difference between the original time series and the filtered signal, is considered as a noisy component.

The symmetry test based on the \( \omega_n^2 \) statistics [43] has been used for estimation of a possible number of wavelet coefficients related to the noisy part. The result of the \( \omega_n^2 \) test has been independently checked by analyzing the autocorrelation function behavior for the rejected part.
Figure 25 shows the dependence of \( \omega^2_n \) values versus the number of rejected wavelet coefficients. This dependence clearly shows the minimal value of \( \omega^2_n \) at \( M = 768 \). One can also see in Fig. 25 that a possible maximal number of coefficients that can be eliminated without exceeding the 5% significance level is \( M = 1408 \). This corresponds to approximately 70% of 2048 coefficients.

The autocorrelation function can be also used as a criterion for evaluation of the noisy part. The time series corresponding to the noisy part must be uncorrelated. Figure 26, a presents the dependence of the auto-correlation function for the noisy part corresponding to different number of rejected coefficients \( M \). This figure shows that up to \( M = 1408 \) the rejected part can be considered as noisy.

Based on estimations of these two criteria, we came to the conclusion that it is reasonable to assume \( M = 1408 \). Figure 27 presents the original traffic series, the filtered signal and the noisy part that may be rejected.

In order to monitor the influence of the rejected part on the main part of traffic series (from the nonlinear analysis point of view), we also controlled the behavior of the autocorrelation function of the smooth part of series (14) for different number of rejected coefficients (see Fig. 26, b). One can clearly see

---

**Fig. 25.** The dependence of \( \omega^2_n \) values versus the number of rejected wavelet coefficients

**Fig. 26.** Autocorrelation functions \( C(\tau) \) of noisy (a) and smooth (b) parts corresponding to different number (from 512 to 1536) of rejected coefficients
Fig. 27. Traffic measurements: a) original traffic series; b) filtered signal; c) noisy part that the rejection of the smallest coefficients up to $M = 1408$ did not influence seriously the form of the autocorrelation function.

It is also interesting to check the influence of the filtering procedure on spectral characteristics of the analyzed series. Figure 28 shows the dependence of $P_\nu(\omega)$ against the angular frequency $\omega = 2\pi f$ for filtered signal (1) and for original traffic measurements (2).
$P_K(\omega)$ against the angular frequency $\omega$ for filtered signal (curve 1) and original (curve 2) traffic measurements.

This plot shows that the filtering procedure increased the power of all frequencies contributing into low frequency region. At the same time, higher frequencies starting approximately at $\omega = 1.1$ have been significantly suppressed.

### 7. ANALYSIS OF STATISTICAL CHARACTERISTICS OF FILTERED SERIES

In Fig. 29 we present the contribution of individual components into the analyzed series for traffic data after filtering out the high-frequency part corresponding to $M = 1408$ smallest coefficients.

![Fig. 29. Contributions of eigenvalues in percentages for the traffic data after filtering out the high-frequency part. The results are presented for two cases of the caterpillar length: $C_L = 12$ (a) and 20 (b)](image)

One can clearly see that the contribution of the residual components noticeably decreased compared to the original traffic data (Fig. 15). At the same time the contribution of the leading components significantly increased.

This result may play a very important role for decreasing the dimension of the system describing the information traffic, but this may be the case, if the filtering procedure does not seriously disturb the statistical and dynamical characteristics of traffic series.

Taking into account the results of Secs. 5 and 6, it is important to see how the filtering procedure influences the statistical characteristics of traffic series, namely,
1) if it disturbs seriously the packet size distributions, corresponding to leading components, and
2) how this procedure influences the residual components, whose contribution has been significantly suppressed by the filtering procedure.

In order to check the influence of the wavelet filtering on the packet size distributions of leading components, we applied the same procedure as in Sec. 4, i.e., we tested the correspondence of these distributions to the log-normal form.

Figure 30 shows the results of fitting of the packet size distributions (for the filtered traffic series), corresponding to the sum of a different number $N$ of leading components (the results presented here are for $C_L = 20$), by function (5).

Here the top and bottom lines correspond to significance levels $\alpha = 10\%$ ($\chi^2/\nu = 1.247$) and $\alpha = 42.9\%$ ($\chi^2/\nu = 1.023$) for $\nu = 47$, correspondingly.

This dependence confirms the result of Sec. 4 (Fig. 16) concerning the number of leading components that form the main part of information traffic. One can clearly see that three leading components form the distribution that follows the null-hypothesis (5) with a quite high correspondence level ($\alpha = 39.2\%$) (see also Fig. 31).

The dependence of $\chi^2/\nu$ versus the number $N$ of leading components in Fig. 30 shows that
1) the maximal significance level of the $\chi^2$ test corresponds to the sum of 3–4 first leading components;
2) this dependence is compactly distributed around the corridor corresponding to the admissible region for the $\chi^2$ test.
Figure 32 shows the series reconstructed on the basis of the first, second and third leading component, correspondingly, after the subtraction of the caterpillar average value.

Fig. 32. Time series corresponding to three leading components (after the subtraction of the caterpillar average value): the trend component and two first periodic components

![Graph showing the time series corresponding to three leading components](image)

Fig. 33. Traffic series reconstructed by the caterpillar method ($C_L = 20$) on the basis of the smallest component

![Graph showing the traffic series reconstructed by the caterpillar method](image)
These series are very much similar to the series corresponding to the original traffic data (see Fig. 8 in [5]). However, the filtered series are visually more smooth if compared to the original data. Their summary contribution into the analyzed time series is noticeably higher (∼ 54%) if compared to the original data (∼ 40%) (see Figs. 15 and 29 for $C_L = 20$).

Figure 33 shows the series reconstructed on the basis of the smallest residual component, namely, the component 20. It looks very similar to the same component of the original traffic measurements (Fig. 19).

The statistical distribution corresponding to this series quite well follows the Gaussian distribution (the same as Fig. 20).

At the same time, the amplitude dispersion and the standard deviation of this series are significantly less if compared to the original data (see Figs. 19 and 20).

8. SELECTION OF FEATURE COMPONENTS

In order to estimate the number of residual components that can be eliminated from the filtered time series without influence on its main part, we applied here the statistical criterion of symmetry based on the $\omega^2_n$ statistic (see Sec. 4).

![Graph](image)

Fig. 34. The dependences of the $\omega^2_n$ values versus the number of the residual components for original (a) and filtered (b) traffic series and for the caterpillar length $C_L = 20$.

Figure 34 shows the dependences of the $\omega^2_n$ value versus the number of residual components for original (Fig. 34, a) and filtered (Fig. 34, b) traffic series for the caterpillar length $C_L = 20$. The horizontal line corresponds to the significance level 0.05.
Fig. 35. The dependence of $P_K(\omega)$ against the angular frequency $\omega = 2\pi f$ for three first leading components (curve 1) and for all components of the filtered signal (curve 2): $0 \leq \omega < 0.35$.

Fig. 36. The dependence of $P_K(\omega)$ against the angular frequency $\omega = 2\pi f$ for three first leading components (curve 1) and for all components of the filtered signal (curve 2): $0.35 \leq \omega < 0.8$.

It is clearly seen that the $\omega_n^2$ value exceeds the reliable confidence level (corresponding to the 5% significance level), when the number $n$ of residual components exceeds 10 for original traffic measurements and 17 for the filtered series. This result demonstrates that after the wavelet filtering 17 smallest components can be considered as noisy and can be eliminated from the whole set of principal components. This confirms the result of Sec. 4 obtained by the $\chi^2$ test (see Fig. 30).
Figure 35 shows the dependence of $P_K(\omega)$ against the angular frequency $\omega = 2\pi f$ for three leading components (curve 1) and for all components of the filtered signal (curve 2). This dependence clearly demonstrates that the low frequency region of traffic series is formed by three leading components. This plot also shows that the powers of all frequencies contributing into this frequency domain have been increased if compared to the powers of the series corresponding to all components of the filtered signal. At the same time, in the case of three leading components all frequencies higher $\omega > 0.35$ are suppressed (see Fig. 36).

9. A. KOLMOGOROV’S SCHEME AND LOG-NORMAL DISTRIBUTION OF NETWORK TRAFFIC

It has long been observed that in a large variety of physical phenomena, where self-similar processes take place, the logarithms of dynamical variables are normally distributed. This holds for grain sizes in crust fragmentation [48], for energy released in seismic events [49, 50], for the distribution of topographic contours, tree rings, leaves, rivers (see, for example, [51, 52]).

The theoretical explanation of appearance of the log-normal distribution in nature was first given, to our knowledge, by Andrei N. Kolmogorov in 1941 in a «small paper» [9] not well-known in the Western literature. Kolmogorov proposed a general scheme of a random process of the homogeneous fragmentation of grains.

A simplified explanation of Kolmogorov’s result ([49, p. 206]) is the following. Suppose that we have a big rock which crumbles into sand. If the environmental stresses are the same whatever the size of the rock, the probability that a given piece of rock is fragmented into $n_i$ smaller rocks is independent of the stage $i$ of the fragmentation process. Therefore, if we start out with a single rock ($n_0 = 1$), in the next stage we have $n_1$ smaller rocks, in the next stage each of these smaller rocks is fragmented into $n_2$ still smaller rocks, and so on. As the $n_i$ are independent random variables, the number of grains at the $k$th stage of fragmentation must be

$$N_k = \prod_{i=1}^{k} n_i = n_1 n_2 \cdots n_k,$$

or

$$\ln N_k = \sum_{i=1}^{k} \ln n_i.$$  

The grain sizes $S_k$ are inversely proportional to the number of grains $N_k$. Applying a variant of the Central Limit Theorem, Kolmogorov found that the logarithms
of the grain sizes were normally distributed [9], i.e., the distribution of grain sizes was log-normal.

The basic feature of log-normality is the power law or self-similarity. Let X and Y be two random variables. Then, if X is log-normal and if

$$Y = aX^d,$$  \hspace{1cm} (18)

Y is also log-normal. The parameter a is called the scale factor and the exponent d is the fractal dimension. Power laws such as (18) are known as self-similarity relations. Conversely, if both X and Y are known to be log-normal, there must exist a self-similarity relation, such as (18), between them. Kolmogorov invoked this property to deduce that, if the distribution of grain sizes of sand is log-normal, so are the grain volumes and the fractions by weight retained in sieves of different mesh size.

In [53] the wavelet transform has been applied to the self-similar stochastic processes, which Kolmogorov used in his theory of turbulence [9]. For such processes, after suitable rescaling, the wavelet transform at predetermined position becomes a stationary random function of the logarithm of the scale argument in the transform [53]. The rescaling depends on the scaling component.

Unfortunately, the approach of Vergassola and Frisch [53] cannot be directly applied to network traffic measurements, because they have significantly a more complex structure [54–56].

However, the wavelet transform, being very powerful technique for extracting specific information from a given data [26, 27, 40], may provide additional information necessary for understanding the log-normality of traffic measurements.

Fig. 37. Shade plot of absolute values of \(W(a, b)\) coefficients of the CWT for traffic measurements aggregated with 1 s window
It has been shown (see, for instance, [58]) that the local signal regularity is characterized by the decay of the wavelet transform amplitude across scales. Singularities and edges are identified by following the wavelet transform local maxima at fine scales. All these features appear in complex signals like multifractals. The wavelet transform takes advantage of multifractal self-similarities, in order to compute the distribution of the singularities of the signals.

In order to reveal the self-similarity of traffic measurements at different scales, we applied the Continuous Wavelet Transform (CWT) to traffic measurements (Fig. 6). Figure 37 shows the shade plot of the CWT, based on the biorthogonal spline wavelets, of the time series analyzed. The self-similar, multifractal character of traffic measurements is clearly shown in the tree-like fragmentation structure.

Figure 37 clearly demonstrates the multiplicative character of traffic measurements. This result is in agreement with formula (16) and confirms the applicability of Kolmogorov’s scheme to the description of network traffic.

CONCLUSION

Applying a nonlinear analysis to network traffic measurements and using a layered neural network for identification and reconstruction of the underlying dynamical system, we found that the trained neural network reproduced the statistical distribution of real data, which well fits the log-normal form [2]. Based on detailed traffic measurements we demonstrated that this distribution is caused by a simple aggregation of real data [4]. The «Caterpillar»-SSA approach [14,15] and statistical analysis based on the joint utilization of $\chi^2$ and $\omega^2$ tests provided the possibility of dividing the whole set of components into two classes [5]. The first class includes the leading components responsible for the main contribution to network traffic, and the second class involves residual components that can be interpreted as a stochastic noise. A detailed analysis of the boundary region between these two classes, based on the «Caterpillar»-SSA analysis, wavelet filtering and statistical $\chi^2$ and $\omega^2$ methods, demonstrated that the main part of the network traffic can be described by a minimal number of feature components: three leading components for $C_L = 20$. We also found that the time series reconstructed on the basis of these components preserves main spectral characteristics of original traffic measurements. This may mean that all transformations realized on the original traffic series did not disturb its dynamical characteristics.

We hope that such simplification of a very complicated structure of the original traffic series may open additional possibilities for development of a more realistic dynamical model of network traffic and serves as a basis for elaboration of efficient Quality of Service (QoS) tools.
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