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ABSTRACT
Activity recognition plays a key role in providing information for context-aware applications. When attempting to model activities, some researchers have looked towards Activity Theory, which theorizes that activities have objectives and are accomplished through tools and objects. The goal of this paper is to determine if hand posture can be used as a cue to determine the types of interactions a user has with objects in a desk/office environment. Furthermore, we wish to determine if hand posture is user-independent across all users when interacting with the same objects in a natural manner. Our initial experiments indicate that a) hand posture can be used to determine object interaction, with accuracy rates above 94% for a user-dependent system, and b) hand posture is dependent upon the individual user when users are allowed to interact with objects as they would naturally.

Categories and Subject Descriptors
I.5.4 [Pattern Recognition]: Applications.

General Terms
Algorithms, Performance, Experimentation, Human Factors.
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1. INTRODUCTION
As the future of computing heads toward ubiquity, wearable computing, coupled with context-aware applications like Starner's proposed Remembrance Agent [25], will become more prevalent. According to Dey and Abowd, the most important types of context are location, identity, activity, and time [6]. Of these forms of context, activity is one of the harde st to capture and is used less frequently by many context-aware applications [7]. However, we believe activity-based context can play a significant role in applications, particularly those involving wearable and pervasive computers.

The goal of activity recognition is to aid context-aware applications by providing information to help explain what a user is currently doing (i.e., what activity the user is engaged in). An issue activity recognition researchers face, however, is how to define what an activity is and how to determine when it is taking place. One answer may lie in “Activity Theory" [13,20]. According to this theory, activities have objectives and are accomplished via tools and objects. Therefore, one can assume that if we can determine the object that a user is interacting with, then we may be able to imply something regarding the activity that the user is currently engaged in. Some frameworks have been created to model activities in this manner, but were implemented in virtual environments in which interaction with objects is assumed to be given by some form of sensor values [27,28]. When applying such frameworks to a real-world domain, we still face the issue of determining when an appropriate interaction is taking place. In order to achieve full contextual-awareness, one must address the category of contextual sensing as it is the lowest, most basic part of context-aware applications [22].

The two most common approaches to tracking haptic activity and interaction in a real-world setting are through cameras or wearable sensors. Vision-based techniques require cameras that are either placed within a room [19], or that are wearable [17]. Stationary cameras placed in a room have the advantage of being less obtrusive to the user, but makes the context-capturing system static to that one location. Wearable cameras allow for context-capturing systems to become mobile, but still have the problem which most vision-based approaches experience when dealing with the interaction of objects: occlusions (which typically occur because of the object itself).

Because our interests lay more with interaction and less with writing vision-based algorithms to handle occlusions, we decided to use glove-based sensor input provided by Immersion's 22-sensor CyberGlove II. The primary goal of our work to determine if hand posture can be used a cue to help determine the objects a user interacts with, thus providing some form of activity-related context. To give some real-world practicality to our problem, we chose to perform our experiments in an office domain, a setting we believe could benefit from context-aware applications.

A secondary goal of our work is to determine the variability of hand postures between different users who interact with the same objects or are asked to perform the same gestures. In other words, when users are allowed interact with objects or perform gestures as they would naturally, will they use similar or dissimilar hand postures? This motivation of creating systems which allow natural interaction rather than forcing the user to learn specified behaviors is shared with our previous work in sketch recognition [9].

2. RELATED WORK
The term “activity recognition” does not solely include the recognition of activity through objects, as defined by Activity Theory, but also includes the recognition of activities a user performs with her own body. These “ambulatory” activities typically include standing, walking, running, sitting, ascending/descending stairs, and other common body-related
movements. Previous works have attempted to recognize movement-related activities using vision-based approaches [26] or wearable accelerometers [2,4,8,12,14]. Some approaches include other inputs like ambient light, barometric pressure, humidity, and temperature [15]. Minnen et al. use accelerometers and audio in order to capture “interesting” behavior in a journal which could be used to help treat people with behavioral syndromes like autism [18]. In [29], Ward et al. also use a combination of accelerometers and sound in order to determine activity in a workshop setting.

Other works have also shared a common motivation of activity recognition through objects; however, their approaches have been different than ours. In [23,24], objects are tagged with radio-frequency identification (RFID) sensors. The user then wears a glove with a built-in RFID tag reader which enables the system to determine the objects being interacted with. While this approach is not prone to much error, it constrains the user to only interacting with the tagged objects in his environment.

Some works have shared a similar domain as ours (an office setting). In [1], a vision-based system is used but requires prior knowledge about the layout of the room. This system is mainly used for security purposes, in order to determine if unauthorized peoples are performing unauthorized activities. Oliver et al. propose a system that includes audio, video, and computer interaction input [21]. However, their work focused primarily on providing an environmental context (i.e. determining if a conversation is taking place or a presentation is being given etc.) rather than determining the objects a user is interacting with.

The idea of using hand posture to recognize types of grasps has been proposed in previous works using both vision-based optical markers [5] and glove-based input [3]. While these works are similar to what we have done, we should make the distinction that our goal is to recognize objects rather than grasp types. Many times objects are interacted with using similar grasp types. Our goal is to determine if hand posture can yield a fine enough resolution to determine the object a user is currently interacting with, even if that object is grasped with the same grasp type as another object in the domain.

3. EXPERIMENT
For our experiments, we utilized a single, right-handed, wireless, 22-sensor CyberGlove II device developed by Immersion Corporation, sampled at 10 readings a second. The glove provides three flexion sensors per finger, four abduction (finger spread) sensors, a palm-arch sensor, and sensors that measure wrist flexion and abduction.

We had a total of 8 users participate in our data collection. All of the users were graduate students, and about half had previous experience interacting through the CyberGlove, mainly for sign language recognition tasks. We asked users to interact with objects that may be typically found around the desk in an office. Table 1 lists the 12 types of interactions we collected. Each user performed each interaction 5 different times, during which the user's hand posture was captured through the CyberGlove. For each interaction, we averaged the values of each sensor to create an input vector for our classifier.

Because we are focused primarily on determining how much information hand posture provides us, as well as, determining whether or not this information is common across all users, we decided to use simple 1-nearest neighbor classifier that could give us decent baseline results.

<table>
<thead>
<tr>
<th>Table 1. The types of interactions we collected for our experiment.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drinking from a cup</td>
</tr>
<tr>
<td>Picking up earphones</td>
</tr>
<tr>
<td>Using a mouse</td>
</tr>
<tr>
<td>Opening a drawer</td>
</tr>
<tr>
<td>Writing with a pen</td>
</tr>
<tr>
<td>Answering a telephone</td>
</tr>
</tbody>
</table>

4. RESULTS
We performed a set of tests to determine how well hand posture could be used for recognition on both a user-independent and user-dependent system. To determine the accuracy of a user-independent system, we performed leave-one-out cross-validation across all 8 of our users. This form of testing mimics a system which is trained offline and then used by a brand new user. The average accuracy of this type of system across all users was 62.5% with minimum accuracy of 41.7% and a maximum accuracy of 81.7%.

To simulate the effect of a user-dependent system, we trained the classifier using only data from a given test user. We tried different combinations of training and testing. In the first test, a single, random example of each interaction was used for training while the remaining examples were used for testing. In the next experiment, two samples of each interaction were randomly selected to use for training and three remaining samples were used to test, and so on. With a single user-specified training example for each interaction, the system outperforms the user-independent system with an average accuracy of 78.9%. When the system is trained with 4 examples of each interaction, the system achieves an accuracy of 94.2%.

5. DISCUSSION
Overall, it can be concluded that when users are allowed to interact with objects in a natural, unconstrained manner, a user-dependent system will likely be more suitable for recognition.
rather than a user-independent system. The reason for such a poorly performing user-independent system was due to a high degree of variation in the way in which users interacted with the same objects. Figure 1 shows some examples of these interaction variations.

When looking at the confusion matrix (Figure 2) for the user-independent system, it is easier to see the examples of interactions that had a high degree of variation across multiple users. In Figure 2, dark areas indicate high confusion with lighter areas indicating little confusion.

According to user-independent confusion matrix, the three actions that contained the most variance across all users (lightest colors along the diagonal) were dialing the telephone, typing on the keyboard, and stapling papers together. We can also see that there was a lot of confusion between dialing the telephone and typing on a keyboard. We believe most of this confusion can be attributed to the users who dialed the telephone with an open palm, the posture typically used when typing. Other areas of high confusion included: stapling and drinking from a cup (when both were interacted with using a circular grip), picking up earphones and picking up a piece of paper (both of which use pinching postures), and opening a drawer and using a stapler (both of which can be done with a circular grip).

The confusion matrix for the user-dependent system gives us the idea of the interactions that varied most across an individual user. Obviously, this matrix contains much less confusion overall that the user-independent system; however, there are still some areas of confusion. Most notably, is the confusion that still occurs between typing on the keyboard and dialing the telephone. As with the user-independent system, there is still some confusion between interactions that can occur with objects held with a circular grip: cup and stapler, mug and stapler, drawer and telephone, and drawer and mug. There was also a small amount of confusion between picking up earphones and waving. We believe this was due to a single user who waved by bending the four non-thumb fingers towards the palm, rather than waving the hand with all fingers extended. Because of this type of wave, there were occasional examples of confusion with the pinching associated with holding a piece of paper.

6. FUTURE WORK
In this work we have shown that hand posture can be used as a cue to perform object-based activity recognition, which can provide important context to context-aware applications. Furthermore, we have determined that when users are allowed to interact with objects as they would naturally, a user-dependent system is preferable over a user-independent system because of the high variation between users interacting with the same objects. We have shown that such a user-dependent system is capable of producing up to 94% accuracy using a simple nearest neighbor algorithm along with the raw sensor values from the CyberGlove II.

7. CONCLUSION
In this paper we have shown that hand posture can be used as a cue to perform object-based activity recognition, which can provide important context to context-aware applications. Furthermore, we have determined that when users are allowed to interact with objects as they would naturally, a user-dependent system is preferable over a user-independent system because of the high variation between users interacting with the same objects. We have shown that such a user-dependent system is capable of producing up to 94% accuracy using a simple nearest neighbor algorithm along with the raw sensor values from the CyberGlove II.
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Figure 2: Confusion matrix for the user-independent system (left) and user-dependent system (right) for (top to bottom, left to right): cup, dial, earphones, keyboard, mouse, mug, drawer, paper, pen, stapler, telephone, and wave.


