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Abstract – Device‑to‑device (D2D) cache placement and content delivery is a recent technology that exploits idle memory
capacity ofmobile devices and promises to fulϔill users’ content needswith very lowdelay andwithout using the scarce cellular
network capacity. Recent literature onD2D cachingmostly concentrated on optimal cache placement andmostly disregarded
the required discovery mechanisms and the accompanying overhead. In this work we propose a clustering‑based procedure
that is used to cache content at the helper nodes along with advertisement and discovery procedures for content delivery. We
implement a Long Term Evolution (LTE)‑based simulation setup to evaluate the proposed schemes. Numerical results reveal
that the clustering‑based user and content discovery signiϔicantly improves cellular ofϔloading and reduces the discovery
overhead with a minimal sacriϔice from delay.
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1. INTRODUCTION
Recent technological improvements have triggered the
widespread use of connected devices and caused a dra‑
matic increase inmobile datademand. Whilemeeting this
demand service providersmust also fulϐill users’ essential
Quality of Service (QoS) requirements such as high data
rate and low latency. This exigency is conducive to the
birth of new technologies in next generation communi‑
cation systems, particularly for 5G and beyond. Device‑
to‑device (D2D) communication is one of these technolo‑
gies which enables direct communication of nearby users
without any Base Station (BS) assistance and alleviates
load on the Radio Access Network (RAN) and core net‑
work. Beneϐits of D2D may be listed as high spectral efϐi‑
ciency, reduced latency, extended capacity, and improved
power efϐiciency [1]. D2D communication may utilize li‑
censed (in‑band) and unlicensed (out‑band) spectrum as
well. In‑bandD2Dcommunicationhasbeendeϐined in the
3rd Generation Partnership Project (3GPP) Release 12
and adopted to existing Long Term Evolution (LTE) tech‑
nologywith thenameLTEDirect. In the scopeof 3GPPRel.
12 network architecture, discovery procedures, synchro‑
nization, authorization, and group operations are stan‑
dardized [2].

Today, as an add‑on technologyLTEDirect is not prevalent
and has limited usage in public services such as health
care and security applications. On the other hand, for
5G, D2D communication is one of the innate technolo‑
gies and leads to several proximity‑based services, such
as social networking, emergency communication, Inter‑
net of Things (IoT) enhancement, commercial and media
services [3]. Cache placement and content delivery are
considered vital applications of D2D communication [4].
Since D2D technology is device‑centric and data trans‑

mission is exempt from RAN and core network trafϐic, re‑
quested content must be cached by the edge devices be‑
forehand and delivered upon request [5].
In the literature there are several studies that investigate
the cache placement and content delivery for D2D based
networks with an aim of optimizing throughput, hit rate
and delaywith effective usage of limited cache capacity of
edge devices [6, 7, 8, 9, 10, 11, 12, 13].

Widespread adoption of the D2D technology requires ef‑
ϐicient, practical, and implementable schemes for cache
placement and content discovery, along with new busi‑
ness models [4]. In the literature, studies on D2D
cache placement mostly considered optimization‑based
approaches that disregarded practicality aspects. Opti‑
mization problems are formulated and solved in order to
maximize coverage [6], ofϐloading [7], hit ratio [9, 14, 15,
16], minimize delay [8, 11] andminimize cost [10], under
constraints such as cache capacity [15], delay and cover‑
age [16]. An optimal cache placement problem that aims
to maximize ofϐloading has been formulated and solved
jointly with the D2D link establishment scheme in [17].

There are also game‑theoretic schemes that are proposed
tomaximize revenue [12]. An incentive‑based game theo‑
retical approach for the cache placement problem is pre‑
sented in [18]. Another group of work utilized stochas‑
tic geometry, where the distribution of nodes is consid‑
ered as a spatial random process. The authors in [19,
20, 21, 22, 23] used stochastic geometry and found ran‑
domized caching (in some works along with randomized
scheduling [19] ) policies in order to maximize through‑
put. However, these works only reveal some fundamen‑
tal trade‑offs between throughput and node density and
do not give the performance in an actual network, as the
actual node distribution may not be a Poisson point pro‑
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cess. The above works on optimal D2D cache placement
are assumed to be implemented in a centralized manner.
Moreover, these works did not address user and content
discovery, which is an important aspect of D2D commu‑
nications.

Clustering is an important concept in ad hoc networks. It
is used in order to group nearby users into a cluster and
designate a cluster head, in order to facilitate distributed
network functions. Clustering can be utilized inD2D com‑
munications in order to implement practical cache place‑
ment and content delivery schemes. In the literature clus‑
tering in D2D communications is utilized in order to use
some devices as cluster heads (CH) that relay data com‑
ing to and from the base station. Clustering methods pro‑
posed in [24] and [25] are based on merge and split op‑
erations and they can be implemented in a centralized
manner. Authors in [26] proposed a clustering scheme
that is within the conϐines of LTE standards. Users de‑
tect their neighbors and report list of their neighbors to
the BS. Then the BS forms clusters based on the neigh‑
borhood information. In [27, 28, 29] the authors propose
centralized clusteringmethods that are based on social as
well as physical layer attributes. In [30] cluster heads are
used as relays of scheduling requests in order to allevi‑
ate the congestion at the physical random access channel
(PRACH). Cluster head selection is randomized and clus‑
ter formation is distributed. The work in [31] utilizes dis‑
tributed clustering for vehicular networks. In the above‑
mentioned works, caching was not considered. Recent
works such as [32] and [33] did not consider cache place‑
ment, but proposed clustering schemes based on cached
content, as well as social and physical layer attributes.

The above‑mentioned works reveal that clustering is a
useful technique and it’s been utilized for various goals
in LTE‑based D2D transmission literature. The authors in
[34] were the ϐirst ones to jointly address D2D clustering
and cache placement. They proposed an algorithm that
clusters helper (caching) nodes and then allocates con‑
tent in each cluster member in a way that maximizes of‑
ϐloading and performs very close to the optimal solution.
However, none of the above‑mentioned considered cache
placement jointly with the required content/user discov‑
ery operations.

A crucial point in D2D communications is the discovery
operation which might denote device, content, and ser‑
vice discovery. Regardless of the purpose of discovery,
these operations cause messaging overhead and interfer‑
ence induces outages in networks with high user den‑
sity. Therefore, discovery in D2D communication has to
be handledwisely [4]. Discovery operation could be done
in a centralized or distributed manner. In the network‑
assisted discovery, the BS or another centralized entity
that possesses the network information provides proxim‑
ity information, channel state information, resource allo‑
cation information to the users. However, it requires net‑
work coverage and computational complexity along with

the increasing number of users. In the distributed discov‑
ery , users have to cope with the discovery process on
their own, without any external assistance. It does not re‑
quire network coverage but is ineffective in the resource
utilization.

In the literature, several studies cover device and service
discovery. Authors have proposed a clustering algorithm
and a two‑step discovery procedure that aims to reduce
signaling overhead and enables simultaneous discovery
in [32] but cache placement and content delivery issues
are foreclosed. In [35] a hybrid scheme has been pro‑
posed inD2D,which includes adirect discoveryphase and
network‑assisted data communication phase for proxim‑
ity services. In the discovery phase, authentication and
authorization are provided by the operator initially upon
D2D request. The authors also stated that the network‑
assisted D2D communication phase satisϐies users’ pri‑
vacy and security concerns. Another hybrid scheme is
presented in [36] that aims improvement both in energy
consumption and latency compared to direct discovery.
In [37] an Evolved Packet Core (EPC) assisted discovery
approach has been considered, where users activate their
D2D capabilities in speciϐic areas after invoked by BS to
increase the success rate and energy efϐiciency. An eNB
assisted discovery and D2D link setup procedure is pro‑
posed in [38] and performance is evaluated in terms of
energy consumption and delay. Centralized and semi‑
centralized D2D discovery algorithms are introduced and
compared in terms of required time slots to discover all
new D2D pairs in the cell in [39]. In [40] two device dis‑
covery schemes have been proposed for centralized and
autonomousD2Dnetworks that aim to reducepower con‑
sumption and signaling overhead. The authors also claim
that the proposed schemes are applicable for cache en‑
abled D2D networks. Contrary, in [41] users can discover
each other not only directly but also via forwardingnodes.
To overcome excessive energy consumption in direct dis‑
covery procedures of Wi‑Fi Direct Technology, authors
proposed an LTE network assisted peer discovery [42].

As mentioned formerly, LTE Direct is the only technology
that enables D2D communication in the cellular spectrum
(also known as in‑band D2D). Two discovery schemes
have been deϐined in the technical speciϐication docu‑
ments of the LTE Direct [43]. In the Network Assisted
scheme, UserEquipments (UEs) that havebeen registered
for D2D communication are warned about proximate de‑
vices. On the other hand, in the Direct Discovery, UEs
send discovery beacons to discover other UE and proxim‑
ity services in an unabetted way.

1.1 Contributions
Apart from the existing literature, in this paper a compre‑
hensive study onD2D communication, which coversmost
of the key aspects of D2D technology such as user cluster‑
ing, cache placement, discovery, advertisement, and re‑
source utilization are presented.
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At ϐirst, we are reminded of the previously proposed
Distance Based Clustering Algorithm (DBCA) and Hier‑
archical Caching Algorithm (HCA) [34, 44]. DBCA aims
to form maximal cliques and boost cooperation among
Helper Users (HUs). Moreover, HCA provides effective
usage of users’ limited cache capacity and maximizes
the network’s average ofϐloading. Furthermore, we pro‑
pose Advertisement Based (ABD2D) andDiscovery Based
(DBD2D) D2D user/ content discovery procedures to
complement the DBCA and HCA. These schemes aim to
advertise cached content by the clusters and discovery of
cached content by Ordinary Users (OUs), respectively.

A model network comprises mobile cellular users where
some of them (HUs) are cache enabled and able to cre‑
ate clusters in order to make cache placement and con‑
tent discovery more efϐicient, in terms of ofϐloading and
control messaging overhead. Clustering and cache place‑
ment algorithmsare applied consecutively before thepro‑
posed advertisement and discovery procedures. This is
the ϐirst work that addresses the D2D‑based distributed
cache placement and content delivery along with the crit‑
ical components of device discovery and content adver‑
tisement. We have implemented an LTE‑based simulation
setup and analyzed the performance of proposed proce‑
dures in terms of average ofϐloading and messaging over‑
head against a varying number of Discovery Resource
Blocks (RBs), Helper Users(HUs), Ordinary Users (OUs)
and Signal to Interference Noise Ratio (SINR) threshold.
Results are presented, discussed and highlighted in Sec‑
tion 7.

2. SYSTEMMODEL
We consider a simplex content delivery procedure be‑
tween cellular users where HUs provide content to OUs
upon request. Amodel network consists of a Base Station
(BS)placed at the center of a circular area andall users are
randomly distributed. Users are categorized into three
groups:

• Helper Users (HUs) are able to cache content and
provide them to the OUs via D2D links upon request.
HUs are also able to form clusters with the help of
the BS and manage intra‑cluster cache placement in
a hierarchical structure.

• Isolated Helper Users (IHUs) have the same role
and abilities as HUs but at a certain time slot they
have not been able to join any cluster and thus stay
alone. IHUs cache and serve content individually.
Since all HUs are mobile, relative positions are time‑
varying. Therefore, being isolated might be thought
of as a transient state.

• OrdinaryUsers (OUs) are not cache enabled and ac‑
quire available content from HUs via D2D links. OUs
request desired content fromBS if they cannot estab‑
lish D2D links via the proposed procedures.

In the model network, all users are moving according to
the Random Direction Mobility Model (RDMM) [45]. In
RDMM users move towards a random direction with a
random speed until they reach the boundary of the area.
At the edge of the boundary users bounce back to the area
and keepmoving until the end of the simulation. Since re‑
alizing the cell borders are unlikely, bouncing users can
be interpreted as newcomers to the cell. Fig. 1 illustrates
the systemmodel.

Fig. 1 – Illustration of Network Topology

Content set 1, 2, ..., 𝐶 is bounded and HUs have limited
cache capacity (𝐶𝑐) which necessitates an excogitated
cache placement approach. Each content is assumed to
be of equal size. Content popularity among users are uni‑
form, Zipf distributed at each user and assumed to be
known by all users in the network. According to the Zipf’s
Law, out of a content set with 𝐶 elements popularity of
the content of rank 𝑛 is deϐined as [46];

𝑓(𝑛 ∶ 𝛼, 𝐶) =
1

𝑛𝛼

∑𝐶
𝑐=1( 1

𝑐𝛼 )
(1)

Where𝛼 is the skewness exponent of theZipf distribution.
Bigger 𝛼 reveals the domination of the most popular con‑
tent, while on the other hand smaller 𝛼 induce to a more
uniform‑likely distribution. 𝐶 is the size of the content
set and 𝑛 is the rank of the content where 𝑛 = 1 stands
for the most popular content of the set.

For successful content delivery, in addition to content
availability, some other conditions must be met. First
of all, users must meet the SINR threshold constraint to
exchange discovery/advertisement beacons. Since the
number of dedicated RBs for discovery and advertise‑
ment procedures are limited and randomly selected by
users, interference and collisions are inevitable. Without
exception, HUs and OUs, which are exposed to interfer‑
ence, are unable to establish D2D links in an Awareness
Zone (AZ), cannot receive and transmit content in the De‑
livery Zone (DZ) and cannot make any contribution to of‑
ϐloading sequentially. On the other hand, if discovery is
successful, enough resources are assumed to exist and
content transmission is assumed to be successful. LTE
physical layer and channelmodels [47] are adopted in the
simulations.
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In Fig. 1 the network topology is illustrated. Solid lines
with solid arrows indicate D2D communication. D2D
links between HUs are required for intra‑cluster opera‑
tions. Four of the OUs are highlighted to depict some par‑
ticular cases. 1) OU1 is not close enough to a CH and only
a nearby IHU serves requested content. 2) OU2 neither
has a CH nor an IHU in its D2D range for the correspond‑
ing time slot. 3) OU3 is in coverage of two CHs. 4) Simi‑
larly OU4 has a link to a CH and is able to exploit content
from cluster members. Moreover, dashed lines with solid
arrows indicate a cellular link and a dashed line with the
thin arrow indicates the control plane interface between
the BS and ProSe Server. The role of these links is de‑
scribed in the following sections.

3. OFFLOADING FORMULATION
For the sake of completeness, the problem of ofϐloading
maximization, originally formulated in [34] is given in (2).
We assume that there are 𝑈 ordinary users, 𝐻 helper
users and 𝐶 contents. Here 𝑝𝑢𝑐 is popularity of content 𝑐
for OU 𝑢, which is Zipf distributed and uniform among all
OUs. Decision variable 𝑦ℎ𝑢𝑐 takes binary values and indi‑
cates delivery of content 𝑐 to OU 𝑢 from HU ℎ. Parameter
𝑠𝑐 stands for content size. Another binary variable 𝑥ℎ𝑐 in‑
dicates that content 𝑐 is cached by helper ℎ. The sum of
𝑥ℎ𝑐 along ℎ is limited to cache capacity 𝐶𝑐. Moreover, 𝑎ℎ𝑢
stands for the SINR based D2D eligibility between HU ℎ
and user 𝑢. Accordingly, (5) enforces that an OU 𝑢 can re‑
ceive help from HU ℎ, in terms of content 𝑐, only if HU ℎ
caches that content and HU/OUmeets the SINR threshold
condition.

𝑂𝑓𝑓𝑙𝑜𝑎𝑑𝑖𝑛𝑔 = {
𝑈

∑
𝑢=1

𝐶
∑
𝑐=1

𝑝𝑢𝑐
𝐻

∑
ℎ=1

𝑦ℎ𝑢𝑐𝑠𝑐} (2)

s.t.
𝐶

∑
𝑐=1

𝑥ℎ𝑐𝑠𝑐 ≤ 𝐶𝑐, ∀ℎ = 1, … , 𝐻 (3)

𝐻
∑
ℎ=1

𝑦ℎ𝑢𝑐 ≤ 1, ∀𝑢 = 1, … , 𝑈, 𝑐 = 1, … , 𝐶 (4)

𝑦ℎ𝑢𝑐 ≤ 𝑎ℎ𝑢𝑥ℎ𝑐, ∀𝑢 = 1, … , 𝑈, 𝑐 = 1, … , 𝐶, ℎ = 1, … , 𝐻
(5)

The formulation described above maximizes ofϐloading
for a given (static) network topology and disregards mo‑
bility. Besides, it assumes perfect user/content discovery.
For amobile network, this optimization problemhas to be
solved periodically with sufϐicient frequency and it has a
prohibitive complexity.

4. CLUSTERING AND CACHE PLACEMENT
OPERATIONS

Proposed ABD2D and DBD2D procedures are envisaged
to work in conjunction with DBCA and HCA that were
originally proposed in [34]. Therefore, in the scope of
this paper, we evaluate the performance of these algo‑
rithms once again and investigate the adaptation of pre‑
proposed algorithms and currently proposed procedures
as a whole. Shortened descriptions of the algorithms are
given below.

Distance Based Clustering Algorithm (DBCA) aims to
cluster nearby HUs and pave the way for facilitating col‑
laboration among cache enabled devices by providing
content diversity. In our clustering approach: 1) All clus‑
ter members are close enough to establish direct D2D
links between each other, this enables intra‑cluster coor‑
dination. 2) Cluster members act in a hierarchical struc‑
ture, the HU that has the most number of OUs in its D2D
range is designated as the ClusterHead (CH). Cache place‑
ment ismanaged by the CH and cache capacity of the clus‑
ter is considered as a whole. 3) Each HU can be amember
of only one cluster; this constraint prevents conϐlicts in
caching. We assume that the clustering operation is man‑
aged by the D2D ProSe server, which receives the neigh‑
borhood information from HUs as input, as in [26].

Cache placement operation is managed by the CH relying
on the Hierachical Caching Algoritm (HCA) [34]. This
algorithm is managed by the head of each cluster. The
algorithm accepts cluster information, content popular‑
ity (𝑝𝑢𝑐), number of contents (𝐶) and cache capacity of
HUs (𝐶𝑐) as inputs. For each cluster, initially total cache
capacity is calculated and cluster level caching layout is
determined as to how many copies of each content will
be cached. Then HU‑level cache placement is determined
according to the cluster’s hierarchical order. Resultant
cache placement may include duplicate copies of popu‑
lar content in multiple cluster members, or some content
may not be cached at all. As an exception, HUs that are
not members of any cluster are classiϐied as isolated HUs
(IHU), cache the most popular content and serve OUs in‑
dividually. Content to be cached is requested from the BS.

In this work, we assume that clustering and cache place‑
ment procedures are repeated periodically in order to
cope with mobility. The robustness of the algorithm pair
(DBCA and HCA) against mobility was investigated in
[44]. A reasonable update period of 10‑15 seconds re‑
sulted in a small performance loss (around 4 − 5%).

5. PROPOSED ADVERTISEMENT AND DIS‑
COVERY PROCEDURES

As mentioned in Section 1, previous studies on D2D
caching (including [34]) mainly overlooked D2D user and
content discovery. In this section, the proposed content
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delivery procedures, namely ABD2D and DBD2D are pre‑
sented. For both, it is assumed that clustering and cache
placement operations are applied beforehand.
The ABD2D procedure, illustrated in Fig. 2 is initialized
by the advertisement beacons broadcast by CHs and IHUs.
These beacons ϐirst and foremost include cluster infor‑
mation and available content. Advertisement beacons
are transmitted using the limited number of allocated
and randomly selected discovery Resource Blocks (RB).
Each advertisement beacon may not be received by UEs
due to the short‑range of D2D communication and colli‑
sions. Simultaneous access to a channel causes interfer‑
ence and if instantaneous SINR cannot exceed the deter‑
mined SINR threshold, a D2D link cannot be established
between meddling users at the corresponding RB. OUs
reply to advertisement beacons if any available content
is required. This reply beacon includes measured SINR
information to make a channel state estimation while
scheduling D2D communication.
In the next step, the CH informs the corresponding cluster
member HU that cached requested content and informs
BS aboutD2D link. In order to schedule theD2D transmis‑
sion BS needs instant topology and D2D link information.
This information is kept on the D2D Server (ProSe) and
provided upon request. Then BS schedules D2D commu‑
nication with a control message that includes transmis‑
sion channel, transmit power and synchronization infor‑
mation. For the sake of simplicity and in order to avoid
overhead, only the CHs communicatewith theBS and they
need to inform the HUs about the schedule. At the end of
the ABD2D procedure, handshake occurs between a D2D
pair and then the requested content is provided. Themain
advantage of ABD2D is the clustering, wherein only the
CH communicateswithOUs and theBS,which reduces the
collisions and overhead.
Initialization of the DBD2D procedure, illustrated in Fig.
3, is different from ABD2D but the rest is quite similar.
DBD2D is triggered by discovery beacons broadcast by
OUs that request content. These beacons include desired
content and are received by CHs and IHUs. Since only the
CHs are responsible for intra‑cluster operations and han‑
dles the BS interface, cluster member HUs do not listen
to discovery channels. Resource allocation and usage are
clariϐied in detail in the following sections. For both pro‑
cedures, illustrated in Fig. 2 and Fig. 3, solid lines indicate
D2D communication, dashed lines with solid arrows indi‑
cate a cellular link and dashed lines with thin arrows in‑
dicate a control plane interface between the BS and ProSe
Server, similar to the PC4 interface in the LTE architec‑
ture.

6. RESOURCE ALLOCATION AND ACCESS
MODEL

In the model network, transmission and reception occur
in a half duplex manner for both of the proposed proce‑
dures. This means, while OUs are transmitting discov‑
ery beacons, CHs and IHUs stay in the receiving state and

vice versa. For this purpose, time is divided into segments
and each segment includes a varying number of time slots
where a time slot is the smallest piece of time. All of the
steps deϐined in Fig. 2 and Fig. 3 take place in the prede‑
ϐined time allotment sequentially.

Resource allocation, in the time and frequency domain,
has been managed by the core network on a not UE‑
speciϐic basis, and users are informed about allocations
via System Information Block (SIB) content similar to LTE
[48]. Such an approach provides a reduction in the com‑
putational complexity and signaling overhead. On the
other hand, this may cause ineffective usage of resources
because of autonomous access to resources.

In each period, three discrete operations are handled as
shown in Fig. 4. In the beginning, in Clustering and Cache
Placement Zone (CCZ) DBCA and HCA occurs according
to the procedures described in Section 4. Clustering is
periodically maintained by the ProSe server in the CCZ,
in order to adapt to mobility. Then, in the Awareness
Zone (AZ), ABD2D and DBD2D procedures are applied.
Lastly, in the Delivery Zone (DZ) content delivery via D2D
links takes place. We assume that the length of a period
is constant and dedicated durations are long enough to
complete assigned tasks for CCZ & DZ. As mentioned ear‑
lier, all users are mobile and keep moving according to
the RDMM during the entire period. Therefore, we also
assume that cluster structure is conserved between two
consecutive CCZs.

The resource allocation scheme covers only the ABD2D
and DBD2D procedures. Thus the longest chunk of the
slotted time assumption is the Awareness Zone (AZ) in
the scope of this research. It is assumed that an AZ is long
enough to complete a DBD2D or ABD2D procedure. Dur‑
ing an AZ, UEs that are not able to discover either a CH
or an IHU, request the desired content from BS (eNB for
LTE).

Each AZ is 2 × 𝑁 + 𝑇 ms long and composed of three par‑
titions. The ϐirst and third partitions are 𝑁 ms long and
reserved for sidelink communication between nearby de‑
vices which is similar to the PC5 interface in the LTE ar‑
chitecture. The second partition is held for intra‑cluster
operations and core network communication of CHs and
IHUs. Resource allocation is omitted for the second par‑
tition of AZs since IHUs do not occupy RBs and relatively
many RBs are allocated for cluster member HUs. (Fig. 5)

MP and RP are divided into 1ms length time slots as
shown in Fig. 6 and each time slot consists of 25 resource
blocks (RBs). 10 of these RBs are eligible to be used for
discovery and advertisement purposes. It is assumed that
each RB has a 180 kHz bandwidth and consists of 12 sub‑
carriers similar to the LTE. In a non‑UE speciϐic based re‑
source allocation scheme users randomly select a time
slot and an RB in every MP. The random access to RBs ap‑
proach is deϐined in LTE technical reports as Type‑1 [49].
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Fig. 2 – Flow diagram of the ABD2D communication procedure

Fig. 3 – Flow diagram of the DBD2D communication procedure

ITU Journal on Future and Evolving Technologies, Volume 2 (2021), Issue 2, 31 May 2021



time
period

AZ
CCZ

DZ

Fig. 4 –Clustering andCachePlacement Zone (CCZ), Access Zone (AZ)
and Delivery Zone (DZ) ‑ Periodic allocation

During an MP, 𝐾𝑀𝑃
𝑖,𝑗 indicates that user 𝐾 sends discov‑

ery/advertisement beacons in the 𝑖𝑡ℎ time slot using 𝑗𝑡ℎ
RB.
In the case of multiple access attempts for an RB, inter‑
ference at the receiver is inevitable. If the SINR value
at the receiver does not exceed the required threshold
for any user, the corresponding advertisement/discovery
message cannot be successfully received. As an outcome,
overlapped users encounter outage, are unable to create
D2D links and cannot make a contribution to the ofϐload‑
ing. On the other hand, if the SINR valuemeets the thresh‑
old for a user, the corresponding user occupies the RB
during the entire AZ and gets a response in the same time
slot and over the same RB during the following RP. The
SINR threshold depends on the modulation and coding
rate [50]

Part 1 Part 2 Part 3

𝑁 ms 𝑇 ms 𝑁 ms
2 × 𝑁 + 𝑇 ms

Fig. 5 – Access Zone (AZ) Structure

The ϐirst half of the partitions (1 and 3) is used for trans‑
mitting discovery/advertisement beacons and called a
Messaging Period (MP). On the other hand, the second
half is called a Reply Period (RP) and used to reply to ad‑
vertisement/discovery messages. It is assumed that all
users stay in the cellular network coverage during the
simulations. Therefore, the time synchronization of users
is provided by the network.

For D2D links Winner B1 Line of Sight (LOS) pathloss
model (6) is usedwhich is also considered in technical re‑
ports preparedby3GPP for the case of outdoor users [47].

𝑃 𝐿𝐻𝑈,𝑂𝑈 = 40 log10 (𝑑𝐻𝑈,𝑂𝑈) + 2.7 log10 (𝑓𝑐/5)
− 17.3 log10 (ℎ𝐻𝑈) − 17.3 log10 (ℎ𝑂𝑈) + 9.45

(6)

Asmentioned beforehand, when a discovery or advertise‑
ment beacon is successfully received, the corresponding
response beacon is sent in the same time slot and over
the same RB in the RP. Thus, randomness in the RB se‑
lection is avoided and successful delivery of the response
message is ensured. In Fig. 6 the structure of an AZ and
some particular cases are illustrated.

• Discovery/advertisement beacon transmitted over
𝑅𝐵𝑀𝑃

1,1 is indicated by horizontal lines and reply to

1 ms

MP 5 ms RP 5 ms
time

fre
qu

en
cy

𝑅𝐵𝑅𝑃
1,1

Fig. 6 – Illustration of AZ Part 1 for N=10 ms

this beacon is transmitted via 𝑅𝐵𝑅𝑃
1,1 . Similarly, bea‑

conswhich are indicated by vertical lines𝑅𝐵𝑀𝑃
3,9 and

dots 𝑅𝐵𝑀𝑃
5,6 also received successfully since these

RBs are not selected by any other user and replied
over the corresponding RBs in RP.

• 𝑅𝐵𝑀𝑃
4,8 is selected by twousers indicated by horizon‑

tal and vertical lines. As mentioned previously, this
overlap causes an interference at the receiver. Since
none of the users fulϐill the SINR threshold condition,
a reply message is not sent in the RP.

• Another particular case for multiple access to the
same RB occurs at 𝑅𝐵𝑀𝑃

1,5 . This time, the SINR
threshold condition is fulϐilled by one of the users
and a reply is sent over 𝑅𝐵𝑅𝑃

1,5 .

Moreover, in D2D communication users aim to be aware
of each other in an extended range. Thismight be possible
with increasing the transmission power but in dense net‑
workswith limited spectrum allocation, this causes inter‑
ference, outage, and drains the battery. Therefore, simi‑
lar to the LTE D2D technology, it is assumed that all users
have ϐixed (23 dBm, 200 mW) transmission power [49].

In LTE Direct, ϐixed output power of user equipment pre‑
vents usage of Orthogonal Frequency Division Multiple
Access (OFDMA). Therefore, the Single Carrier Frequency
Division Multiple Access (SC‑FDMA) technique is used
for uplink to avoid a high Peak‑to‑Average Power Ratio
(PAPR). On the other hand, the OFDMA technique is used
for the downlinkwhich provides better spectral efϐiciency
compared to SC‑FDMA.

In the proposed network model, the discovery beacon
of an OU might be received by multiple CHs or IHUs for
DBD2D. Similarly, the advertisement beacon of a CH or
IHU also might be received by multiple OUs in ABD2D. In
such cases sending reply beacons using the sameRB is not
possible because SC‑FDMAdoes not allowmultiple access
to an RB. Since nearby users will attempt to access a com‑
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monRBwith similar output power levels (lowPAPR is en‑
sured) without loss of generality we may assume the use
of OFDMAwhich enables the use of subcarriers by differ‑
ent devices [51].

7. SIMULATION RESULTS
In this section performance evaluation of proposed
ABD2D and DBD2D procedures are presented. Number
of required controlmessages for unit ofϐloading and aver‑
age amount of ofϐloading (number of contents delivered
using D2D transmissions) are considered as key perfor‑
mancemetrics and investigated against a varying number
of HUs, OUs, SINR threshold and allocated MP length for
discovery and advertisement. Simulations are performed
in MATLAB, for the parameters in Table 1.

Table 1 – Simulation parameters

Parameter Value
Number of OUs [100,250,400,550,700]
Number of HUs [30,45,60,75,90]
MP duration [1,2,3,4,5,10,15,20] ms

SINR threshold [‑10,‑5,0,5,10,15,20] dB
Zipf dist. skewness (𝛼) 0.6
Number of contents (𝐶) 20
Cache capacity (𝐶𝑐) 4 units
Content size (𝑠𝑐) 1 unit

Number of random seeds 100
Simulation duration 100×period
Period duration 2 s

Radius of cellular area 250 m
Mobility model RDMM

Max speed of users 3 m/s
Transmission power (𝑃𝑡𝑥) 200 mW, 23 dBm
Height of users ℎ𝐻𝑈 , ℎ𝑂𝑈 1.5 m
Operating frequency 𝑓𝑐 2 GHz

ABD2D‑BM and DBD2D‑BM are different forms of pro‑
posed procedures and presented for benchmarking. In
these procedures, DBCA clustering and HCA cache place‑
ment algorithms are not applied. All HUs act as IHUs;
cache most popular content, broadcast advertisement
beacons in ABD2D‑BM and listen to discovery channels
individually in DBD2D‑BM.

Another benchmark scheme is DBCA+HCA. It excludes
proposed discovery and advertisement procedures. In
other words, an OU can reach ofϐloaded content without
any collisions, if it has a link with the corresponding HU
that fulϐills the minimum SINR requirement. Lastly, the
simplest benchmark scheme is the Most Popular Content
Caching (MPCC ). MPCC is exempt from clustering, hierar‑
chical cacheplacement, advertisement anddiscoverypro‑
cedures. HUs do not form clusters and all of them act as
IHUs and cache the most popular content.

Benchmark DBCA+MPCC scheme provides the upper
bound for ofϐloading, where the clustering, content place‑

ment and content delivery is performed in every time slot,
without any collisions and threshold constraint. More‑
over for all ϐigures, the gap between proposed procedures
and the corresponding benchmark schemes presents the
gain provided by clustering and ofϐloading.

In a mild condition such as, low user density, low SINR
threshold, and long Messaging Periof (MP) duration, of‑
ϐloading amounts provided by ABD2D and DBD2D are
expected to convergence to DBCA + HCA’s performance.
Likewise, convergence to MPCC is expected for bench‑
mark schemes. Accordingly in the simulations, variables
are deϐined in a wide‑scale to observe results for both
challenging and moderate conditions.

MP duration is deϐined between 1‑20 ms where a 1 ms
long MP provides only 10 RBs but very low latency for el‑
igible users. On the other hand, as mentioned before, a 1
ms extension of MP duration results in a 4 ms extension
for AZ and longer MP durations are not practical in terms
of latency. Moreover, effects of the number of HUs and
OUs are investigated for a 3 and 7 times increase, respec‑
tively. Lastly, the entire scale for the SINR threshold in‑
cludes QPSK (Quadrature Phase Shift Keying) to 64‑QAM
(Quadrature Amplitude Modulation) values for different
coding rates.
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Fig. 7 – Mean number of beacons for unit ofϐloading for varying MP du‑
ration

Fig. 7 shows the average number of transmitted bea‑
con messages per successful content ofϐloading as a func‑
tion of MP duration. Especially for the DBD2D proce‑
dure, it is clear that a long MP duration leads to success‑
ful discovery attempts and fewer beaconmessages are re‑
quired for successful ofϐloading. On the other hand, for
the ABD2D procedure the number of beacons tend to stay
stable, though there is a 20‑fold increase of the MP dura‑
tion. The reason for such a tendency is the adequately al‑
located RBs. A 1 ms long MP provides 10 RBs and thanks
to clustering it is enough for 60HUs, since only CHs trans‑
mit the advertisement beacons.
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Fig. 8 – Mean ofϐloading for varying MP duration

Fig. 8 is the average ofϐloading for varying MP dura‑
tions. The ofϐloading performance of the ABD2D pro‑
cedure looks promising in both latency and ofϐloading.
It performs identically to DBCA+HCA for MP duration
longer than 2 ms. On the other hand, for DBD2D even 20
ms is inadequate for convergence. The large difference
(≈ 200 units) between ABD2D and ABD2D‑BM andMPCC
is due to clustering and cache placement in ABD2D.
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Fig. 9 –Meannumber of beacons for unit ofϐloading for different number
of HUs

Fig. 9 and Fig. 10 show the performance of the proposed
procedures and benchmark schemes against a varying
number of HUs. Plots indicate that increasing number
of HUs triggers better ofϐloading except for MPCC and
ABD2D‑BM since they reach the limit ofϐloading for num‑
ber of existing OUs. In addition, increase in the ofϐloading
amount for ABD2D, DBD2D and DBD2D‑BM overcomes
the increase in the number of beacons.

Fig. 11 and Fig. 12 show the average number of bea‑
con messages transmitted per ofϐloaded content for the
varying number of OUs. It is seen that all of the schemes
provide better ofϐloading with the increasing number of
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Fig. 10 – Mean ofϐloading for different number of HUs
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Fig. 11 – Mean number of beacons for unit ofϐloading for different num‑
ber of OUs
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Fig. 12 – Mean ofϐloading for different number Of OUs

OUs. This is because eachOU increases the data volumeof
themodel network and data demand. For advertisement‑
based schemes, this increase overcomes the messaging
overhead. ABD2D performs almost identically to bench‑
mark DBCA+HCA. This is because only the CHs are desig‑
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nated to initiate content discovery, which decreases colli‑
sions and improves ofϐloading.
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Fig. 13 – Mean Number of Beacons for Unit Ofϐloading for Varying SINR
Threshold Value
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Fig. 14 – Mean Ofϐloading for Varying SINR Threshold Value

Lastly, Figs. 13 and 14 present the performance indica‑
tors against varying numbers of SINR threshold. Ofϐload‑
ing performance of the proposed ABD2Dprocedure tends
to furcate from the upper bound with the increase in the
threshold value. But it is still less than 5% close to the
DBCA+HCA and signiϐicantly better than the ABD2D‑BM,
DBD2D, and DBD2D‑BM. Since the number of users does
not change, a decrease in the ofϐloading also causes an in‑
crease in the number of beacons. These results indicate
that the ABD2D procedure is more convenient even for
higher‑order modulation techniques that require higher
SINR values.

8. CONCLUSIONS
In this work, we proposed procedures for Device‑to‑
Device (D2D) cache management, discovery, advertise‑
ment, and content delivery. We considered two dis‑
tinct procedures for device and content discovery and
apply them with previously proposed clustering and

cache placement algorithms. In the advertisement based
scheme (ABD2D) Help Users (HUs) advertise cached con‑
tent andOrdinaryUsers (OUs) look for content over a lim‑
ited number of dedicated resource blocks (RBs). On the
other hand, in the discovery based scheme (DBD2D), Or‑
dinary Users (OUs) send discovery messages in order to
express to the HUs their need for content.

In both cases, HUs have a clustered structure, which im‑
proves both cache placement and content delivery. For
both procedures, we make comprehensive simulations
for various performance metrics and against varying pa‑
rameters. Simulation results show that ABD2D along
with clustered HUs, provides less overhead, reduced la‑
tency, and improves ofϐloading performance even for
compelling circumstances, such as, high user density, less
number of dedicated RBs, and high SINR requirement.

In the scope of this paper, we have assumed that the
content popularity among users is time‑invariant, well
known and not user dependent. In a more realistic sce‑
nario, stationary and totally identical user preferences
are not expected. Therefore, HU‑side time‑varying pop‑
ularity and its estimation is planned to be investigated in
future work. Furthermore, the attitude of the proposed
procedures against mobility will be examined in detail
later on in conjunction with cluster lifetime estimation
and adaptive clustering and cache placement renewal pe‑
riod. Also the proposed model and methods for in‑band
D2D communication must be applicable to existing and
future technologies. The LTE Direct framework is consid‑
eredwhile deriving a proposed resource allocationmodel
and access methodology. On the other hand, technical re‑
ports and speciϐication documents prepared by the 3GPP
that cover 5G proximity services are not available yet. Ac‑
cordingly, adaptation of the networkmodel and proposed
methodologies to 5G technology is prioritized for upcom‑
ing research.

REFERENCES
[1] A. Osseiran, J.F. Monserrat, P. Marsch, O. Queseth,

H. Tullberg, M. Fallgren, K. Kusume, A. Höglund,
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