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Smart Meters are a key component of increasing the power efficiency of the Smart Grid. To help manage the
grid effectively, these meters are designed to collect information on power consumption and send it to third
parties. With Smart Metering, for the first time, these cloud-connected sensing devices are legally mandated
to be installed in the homes of millions of people worldwide. Via a multi-staged empirical study that utilized
an open-ended questionnaire, focus groups, and a design probe, we examined how people characterize the
tension between the utility of Smart Metering and its impact on privacy. Our findings show that people seek
to make abstract Smart Metering data accountable by connecting it to their everyday practices. Our insight can
inform the design of usable privacy configuration tools that help Smart Metering consumers relate abstract
data with the real-world implications of its disclosure.
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1 INTRODUCTION
The rise of Ubiquitous Computing has dramatically improved the potential for sensing, processing,
and triangulating personal data. Improvements in cost-performance ratios and form factors have
paved the way for sensors to pervade everyday life. Simultaneously, a decline in power storage
costs and a rise in cloud-based data-driven electronic services coupled with the ‘sensorization’
of the world, there is great potential for economic efficiencies on the part of service providers as
well as consumers, e.g., through personalized services as envisioned by Weiser [141]. Tapping into
these potential benefits through ubiquitous sensors in domestic environments will, however, make
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it difficult to provide individuals with the awareness and control to manage data collection. In
this regard, research has been dealing with the challenge of providing means for accountability in
embedded technologies (often subsumed under the label ‘Internet of Things’ (IoT)). In addition,
research on the privacy paradox [104] demonstrates a gap between privacy related intentions
and actual behavior. The existence of the privacy paradox appears to stem, at least in part, from
a lack of meaningful awareness mechanisms, an issue relevant to information technologies in
general but heightened by the following specific features of embedded and connected applications
in particular [114]:

(1) Embeddedness: Embedded sensors automatically collect (potentially) large amounts of
personal data, in a manner largely hidden from users,

(2) Profile Generation: The collected data can be used to build individual user profiles with
the potential for deriving sensitive information and detecting habits via techniques generally
non-transparent to users, and

(3) Default Presence: Embedded sensors continually measure various parameters of everyday
life activities by default and are increasingly hard to avoid as a citizen of modern society.

Ubiquitous sensing applications, without question, can improve the quality of a service and
reduce perceived technological complexity by hiding the collection and processing of personal
data [1]. At the same time, increasing amounts of data collection, coupled with sophisticated data
processing algorithms, make the privacy implications of data based services harder to grasp for
the average person. As a result, consumers are arguably using embedded devices and data-based
services with minimal awareness of privacy implications [116, 118]. Moreover, data is becoming
an economic asset which suppliers trade and consumers need to be able to control properly [50].
Therefore, designing privacy mechanisms for embedded applications has become an important
research topic [8, 97, 98, 120].
So far, however, privacy associated with domestic life has largely been looked at from the

perspective of security, as in securing communication channels and data storage, or with the
aim of minimizing data collection, often relegating the user to a passive role [85]. Apart from
the exceptions we discuss below, privacy issues have rarely been seen as relating to existing
and future practices and the regulatory framework that surrounds them. How individuals and
families relate to collected data and its processing remains an open question. Similarly, how
people go about making sense (regarding privacy or otherwise) of available data and how systems
provide this information to guarantee accountability as required by many design guidelines (e.g.,
Fair Information Processing Practices [138], European General Data Protection Regulation [41],
etc.) is relatively under-researched. While it is widely acknowledged that transparency is a key
characteristic of usable privacy management, how users make data collection and processing
accountable and how information provided for privacy decision making could relate to existing
everyday practices to facilitate transparency is not yet well understood.
The increasing deployment of embedded technologies throughout many Western societies is

facilitated by popular consumer products, such as Smart Home devices and service-provider-
installed devices (often with a statutory mandate) like Smart Meters. As a result, the need to
explore the provision of transparency and accountability in these technologies has gained in
relevance and urgency. Smart Meters deployment in many industrialized nations is on the rise.
For citizens in many countries throughout the European Union (EU) and several states in the US,
Smart Meters are, or will soon be, mandatory [147]. These developments question the fundamental
idea of “doing privacy” as a voluntary, individual decision about (non-)disclosure [5]. Moreover, in
Western societies, the home represents the private sphere par excellence, marking a clear border
between the private and the public. Smart Meters, however, penetrate the sanctity of the domestic
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environment [87] by collecting data about what is going on in the home and transferring that data
to third parties. Typically situated in remote corners within a residence, such as the basement,
Smart Meters are physically detached from the routines of life yet track the household’s power
consumption behavior silently and continuously. Adding to the challenge, residents often have
problems understanding power consumption data and tend to use imprecise or inaccurate folk
methods for quantification [78].
So far, privacy in the domain of Smart Metering has been studied mainly from a technical and

legal viewpoint: e.g., ensuring anonymization and privacy-preserving handling of data, complying
with legal requirements, and providing operational security. Given that Smart Meter infrastructures
are currently not commonplace, empirical studies are difficult to conduct. As a result, there is a
lack of user-centered research in this domain. However, effective privacy management calls for
supporting users in making privacy settings in advance of, or during, the installation of Smart
Meters. Such support, while particularly important for novices and non-experts, can also serve
those who are knowledgeable. Moreover, as important technical and legal decisions are still being
made regarding this nascent technology, a window of opportunity exists take a consumer-oriented
stance by applying user-centered research to influence technology development during deployment
and expansion.

In particular, research is needed on how usable privacy design could be applied in Smart Metering
to avoid fragmented, burdensome, and uninformed decision making. The challenge is to enable
effective privacy management while leveraging personal and economic potential. To this end, we
formulated a research agenda with three interrelated goals:

(1) exploring and analyzing how people make sense of Smart Metering data,
(2) elaborating and enriching our understanding of how individuals perceive the possible benefits

and risks of Smart Metering, and
(3) utilizing a design probe to evaluate the importance of various criteria for supporting privacy

decision-making in Smart Metering.

By describing how people make sense of privacy in the Smart Metering domain, we provide
guidance for tools to support Smart Metering privacy management and contribute to the ongoing
discussion on the future of privacy in a networked world [28, 108]. We do so by stressing the
importance of a practice based approach [117, 145] in contrast to the typical approaches in the
literature. Finally, we provide a set of methods for uncovering the doing of privacy-related practices
to make them accessible as a resource for designing user-centered privacy for products and policies
alike.
In the following section, we present an overview of relevant privacy research and describe the

construct of privacy we used. Further, we outline related research on privacy in the domain of
Smart Metering. Next, we describe the details of our three-step study followed by a presentation of
the understanding of the perception of privacy regarding Smart Metering that emerged from our
analyses. We apply the insight to demonstrate that privacy management mechanisms can benefit
fromhighlighting the implications of data disclosure in terms of consequences for everyday practices.
By these means, we aim to enable non-experts to engage in basic privacy impact assessment when
handling abstract data such as that collected by Smart Meters. We discuss our study as a blueprint
for sensitizing designers and policy makers to the privacy demands of consumers of emerging
technologies. We end by pointing out a few limitations and presenting opportunities for future
work.
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2 RELATEDWORK
We first provide some background information on the rollout of Smart Meters and the corresponding
discussion on privacy. We then outline the various views on privacy that show the evolving
nature of the concept. Focusing on information technology in general, and Smart Metering in
particular, we outline modern approaches to privacy protection from the regulatory, technical, and
individual perspectives and argue that providing effective privacy protection involves simultaneous
consideration of all of these perspectives. We then take a closer look at privacy support from the
individual perspective and motivate our work on privacy decision-making in the Smart Metering
domain.

2.1 Operational Details of Smart Metering
A Smart Meter records a household’s electricity consumption and sends that information to au-
thorized parties, such as the utility provider, in intervals as short as 15 minutes. Across various
countries, there are subtle differences in the technical and legal requirements for the implementation
of Smart Metering. In California, for instance, Smart Meters send hourly consumption information
exclusively to the utility provider. The only choice a consumer is offered is to opt-out by paying an
annual fee [107]. In Europe, Smart Meters are considered a central element of sustainable strategies
to manage (renewable) energy more efficiently by using real-time information on load, supply, and
demand [147]. For example, in Germany, Smart Meters will soon be mandatory for new buildings
and households with annual consumptions over 6,000 kWh.
Typically, consumers are free to choose and install domestic devices according to individual

preferences and needs (among which privacy might be one of the considerations). In contrast,
Smart Meters are often part of a mandatory infrastructure deployment prescribed by the State or
the service provider. Moreover, Smart Meters are a potential gateway for other parties to peek into
domestic living practices. For instance, unlike California, the German system architecture allows
not just utility providers but also other parties access to the power consumption data. Therefore,
Smart Meters arguably have a greater privacy impact in comparison to other embedded domestic
devices. As a result, Smart Metering in Germany is strictly regulated by the protection profile of
the Federal Office for Information Security (BSI) based on the Common Criteria [106].

Although Smart Metering data is considered private, the guidelines for Smart Meter deployment
rarely discuss usable means for end user control [132]. Addressing citizens’ privacy concerns
regarding Smart Meters is arguably a major prerequisite for societal acceptance of the technology.
This is aptly demonstrated by the failed rollout of Smart Meters in the Netherlands, where privacy
concerns led state senators to reject measures to make Smart Meters mandatory. Consequently, in
a second draft, the Dutch deployment provided means for opting-out as well as transparency [30].
Consumer reservations arise because Smart Meters touch several fundamental privacy rights,
especially when parties other than the utility provider have access to power consumption data. These
rights include the right to informational self-determination, the right to ensure the confidentiality
and integrity of information technology systems, and the right to the inviolability of the home [80,
110].

Overall, various interest groups have outlined a number of benefits as well as risks [59, 96]
in Smart Metering. Both must be taken into account when understanding privacy expectations
of consumers and, subsequently, providing effective privacy management solutions. Enabling
consumers to make informed choices to obtain desired benefits while avoiding unintended privacy
risks is clearly important.

2.1.1 Benefits of Smart Metering. Various stakeholders are expected to benefit from a nationwide
rollout of Smart Meters: consumers, utility providers, network system operators, meter operators,
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providers of innovative power services, and society as a whole [102, 121]. In particular, Smart Meters
are considered a prerequisite for building a renewable electricity infrastructure [6]. Moreover, it is
assumed that the rollout will allow more efficient planning and management of power distribution
based on real-time information regarding power load, supply, and demand. In addition, it is postu-
lated that Smart Meters would enable efficient billing procedures, dynamic pricing, improved load
analysis, remote management, and decreased likelihood of theft or fraud [24]. Consumers as well
as companies may reap the benefits via lower prices and a more resilient electrical grid [52].
The greatest direct benefit to consumers, however, may lie in real-time, fine-grained power

consumption feedback, allowing savings of money, power, and emissions. Research in Human
Computer Interaction (HCI) shows that power consumption feedback helps households better
understand their consumption behavior [128] and discover potential savings [48]. The power
consumption profiles generated from Smart Metering data are being applied to develop tariff
recommender systems as an additional potential benefit [44]. Further, Smart Metering data could
be a source for enhancing the content and delivery of power consumption advice [43].

2.1.2 Risks of Smart Metering. Despite their benefits, Smart Meters introduce new risks and attack
vectors. In this regard, data protection supervisors, researchers, and activists have outlined a
number of risks that stem from a lack of data protection [59, 83, 96]. In particular, the Smart
Grid constitutes a critical infrastructure that must be protected against cyberattacks by hackers,
criminals, terrorists, or foreign states [42, 45]. As a result of digitization, cyberattacks are more
common and damaging [95]. For the individual, the data collected by a Smart Meter poses the risk
of others deducing life choices and domestic routines [17, 66]. Technology acceptance is also an
important factor as consumers may not trust utility providers [63, 119].

Empirical studies on consumer perceptions of Smart Metering reveal that, in principle, consumers
place a high value on maintaining control over the disclosure of personal power consumption
data [82, 146]. At the same time, studies show that consumers lack proper understanding of who
can access their data [77, 119]. Krishnamurti et al. [83] further showed that benefits and risks
mentioned by consumers do not always match from what is currently feasible. Regardless, when
people perceive risks as real, they treat their consequences as real and behave accordingly [135].
However, Krishnamurti et al. [83] mention that weighing the impacts of contradictory factors is a
complex process. They found a desire for Smart Meters, despite perceived risks, because of expected
benefits, such as improved home control, better accounting of power consumption, and potential
cost savings. Even though the extent to which these benefits could be realized is unclear, they still
seem to be powerful drivers of consumer behavior.

2.2 Conceptual Understanding of Privacy
In modern societies, privacy is a fundamental right codified in many national laws as well as the
United Nations Universal Declaration of Human Rights [100]. However, the notion of privacy
has changed over time, driven largely by the effects of new technology. As a result, there is no
universal definition of privacy [131]. For instance, when photography entered the mainstream,
privacy was proclaimed as the “right to be left alone” [139]; with advances in surveillance devices,
privacy was described as the claim for self-determination of the communication of information
about oneself [142]; with the advent of information technology, privacy was characterized based
on control over the flows of personal data [46, 99]; with the growth of the Internet and online
interactions, privacy was framed in terms of ‘contextual integrity’ [103]. Regardless, how users view
privacy is still not fully understood. Moreover, recent technological advances, such as ubiquitous
sensor networks, big data analytics, and datamarkets for everyday applications, raise new challenges
that necessitate refining or redefining existing concepts [8, 97, 98, 120, 140].
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Traditionally, understandings of privacy can be thought of as entailing a normativity or being
bound up in issues like trust (see [65] for an overview). These perspectives are often shaped by the
idea of two distinct social spheres: the private and the public. Whereas some theorists presume
static boundaries between the two spheres, others, such as Altman [7], describe privacy as a
dynamic process involving boundary regulation. In Altman’s view, people engage in sophisticated
practices to set the right level of privacy by continuous management of data disclosure and flow
to other parties. Palen and Dourish [108] applied this view to promote privacy-sensitive design
in networked systems. Their framework covers three dimensions: the disclosure boundary, the
identity boundary, and the temporal boundary. Each boundary needs dynamic privacy management
with corresponding disclosure decisions depending on the particular social situation at hand. This
characterization was further developed by Crabtree et al. [28] for considering privacy in the age of
ubiquitous computing. Research on trust and privacy has further covered domains such as social
networking (see e.g., [35, 47]), data mining (see e.g., [88]), and mobile services (see e.g., [67]).

A secondwell-known view on privacy decision-making is the one described by economic thinkers,
highlighting the benefits and costs of protecting or disclosing personal information [14]. From
an economics viewpoint, privacy related choices can be characterized as a function of decisions
made by a rational actor [4, 32]. Such a rational-actor perspective sees privacy related decisions
as calculated tradeoffs regarding the benefits and risks of data disclosure. Overall, this line of
research is primarily interested in studying the influence of the tradeoffs between benefits and
costs (both real and perceived) on privacy related decisions of individuals as economic agents [14].
This individual balancing is also referred to as the mental privacy calculus [32] and takes into
account several factors: (i) the types of data in question, (ii) the actual and potential data collectors
and processors, (iii) potential (secondary) uses of the data, and (iv) the data control options [4,
14]. From this perspective, the mismatch between stated privacy attitudes and actual behavior
presents a paradox [104] as people seem to make irrational decisions. The concept of ‘bounded
rationality’ [55, 130] provides a partial explanation for the paradox, explaining it as a result of
the opaqueness of privacy implications [9], context-dependency of decisions [64], and a lack of
sufficient awareness and knowledge regarding matters relevant to privacy decision-making [112].
Privacy research must therefore take into account that individual decisions are dependent on a
person’s knowledge of technology and trust in the various parties involved. Moreover, a lack of
awareness of data availability and use can affect decision-making ability [84]. Therefore, perceived
pros and cons are as important as the actual consequences of a decision [135].
As Reckwitz [117] points out, human behavior must be understood against the background

of historically contingent social practices. As such, behavior related to privacy is embedded in
collective cognitive and symbolic structures that enable a socially shared way of ascribing meaning
to the world [131] . Therefore, to understand and support privacy decision-making, we need to
consider how these decisions are embedded in people’s contextual understanding and expectations
regarding the role and the behavior of the parties involved and the potential future uses of the
disclosed information.

2.3 Approaches for Protecting Privacy
Privacy protection can be approached from three different perspectives, viz., regulatory, technical,
and individual, and there is extensive literature covering each.
From the regulatory perspective, privacy laws such as the US Privacy Act of 1974 that in-

troduced Fair Information Processing Practices (FIPPS) [105], the EU Directive 95/46/EC [39],
and European General Data Protection Regulation (GDPR) [41] regulate the handling of personal
information. Additional regulation and standards, such as the Common Criteria [106], play an
important role in defining security requirements for systems that store and process private data.

ACM Trans. Comput.-Hum. Interact., Vol. 9, No. 4, Article 1. Publication date: October 2018.



Privacy in Smart Metering 1:7

For instance, the BSI protection profile outlines fundamental requirements for secure and safe
collection, transmission, storage, and processing of personal data collected by Smart Meters [132].
In addition, it defines basic consumer rights such as ex ante transparency and the ability to control
data disclosure to third parties. However, precise implementation details of these requirements
are intentionally left open to avoid overregulation. In particular, requirements related to usability
and human factors are largely absent. The current handling of browser cookies as defined by
EU Directive 2009/136/EG [40], commonly referred to as the Cookie Directive, illustrates that a
lack of consideration of User eXperience (UX) when drafting regulation can prohibit effective and
privacy-sensitive implementation of the technology in question; Web site visitors are currently
provided a practically meaningless choice between accepting cookies or leaving the site.
From the technical perspective, the major goal is to embed privacy protection in the system

itself. Some approaches that fall under this approach include Privacy By Design (PbD), Privacy
Enhancing Technologies (PET), and Privacy Preserving Technologies (PPT) [31]. These approaches
provide best practices, guidelines, and schemes such as preventing data leakage, supporting data
minimization, and providing various levels of anonymity, restricted linkage, and control over
information disclosure, etc. These principles have been applied in many areas, including ubiquitous
computing [84] and even Smart Metering [20]. In particular, a core technical strategy is to provide
privacy by default, thus ensuring that “the settings that apply when the user is not required to take
any action are as privacy-protective as possible” [19]. Such an approach includes efforts to put
users in possession and control of their data [21, 94].
From the individual perspective, the objective is to facilitate and support privacy-related

user behavior. Attempts to achieve this goal involve a variety of approaches such as providing
usable privacy features, increasing privacy awareness, and providing privacy decision support.
HCI research, more specifically usable privacy research, seeks to ensure that privacy management
mechanisms are available and designed to be usable and understandable by non-experts [53, 132,
143]. Apart from a few notable exceptions, there is little published research on the impact of present
practices on driving behavior in systems of the future.
The regulatory, technical, and individual perspectives are not mutually exclusive but are in-

tertwined and must thus work in concert. This means that the design of privacy management
interfaces must be informed not just by user demands but also by legal compliance requirements
and technical constraints. More importantly, privacy approaches targeting the individual have
suffered from low adoption rates if not backed by corresponding regulatory enforcement [123, 127].
Therefore, no matter which perspective is employed, providing effecting privacy mechanisms
requires integration with the other perspectives. While the legislative prescription of applying PbD
principles to Smart Metering in Europe considers regulatory and technological perspectives, it has
mostly ignored human factors [20, 132].

2.4 The Role of Practice in Designing for Usable Privacy
Usable privacy, at a basic level, begins with applying general usability principles when designing
technological systems and interfaces related to privacy. As Langheinrich [85] pointed out, systems
must “balance privacy practices and goals with the (in)convenience associated with them. If people
need to go to great lengths to protect their privacy, they won’t.” Some specific guidelines include
enabling privacy management as a part of normal system usage without inhibiting established
usage practices [86], e.g., taking into account mental models of the system operation [91] and
providing mechanisms for managing access to personal data [72].

Closely related to existing guidelines and legal requirements demanding ex ante transparency for
obtaining users’ informed consent, there is a line of research attempting to raise individual attention,
perception, and cognitive capacity regarding which personal data is recorded by whom and how the
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recorded data is stored, processed, and used [112]. Additionally, there are several general guidelines
mentioned in the literature, such as including understandable privacy notices [125] or providing
feedback and control regarding data disclosures [12]. A well-known general requirement in many
design guidelines, such as PbD, as well as in legislation is the call for the provision of privacy related
awareness and decision support by devices and services, especially since the collection of data in
ubiquitous computing environments is often not readily apparent [85]. Support for privacy-related
decisions aims to simplify privacy decision-making and guide users in making informed tradeoffs
based on potential positive and negative consequences [10, 79, 89, 112]. Other similar commonly
used strategies for making implications visible include using heuristic threat models that aim to
assess risks [71] or providing justifications for requesting personal data [81]. With data becoming
more and more abstract, making data collection, processing, and usage understandable to the user
remains a challenge [129, 136]. As Cranor [29] points out, “There is increasing agreement that we
need to design secure systems that people can actually use, but less agreement about how to reach
this goal.”
From a practice-theoretical perspective [117], current practices drive how users understand

and appropriate technologies, at least to some degree. As a result, practice based research on
usable privacy starts with understanding how individuals and households appropriate and make
sense of systems and data in relation to their everyday life practices. Grinter et al. [60, 61], for
instance, uncovered practical challenges in making home networks work. Focusing on support
for power consumption advice, Fischer et al. [43] found that referring to household routines and
practices made data more meaningful. Tolmie et al. [136] provided power consumption feedback
for households to uncover and make sense of their routines and activities and found that social
interpretation of data is key to sensemaking, thus demonstrating the role of practices for ‘data work’
as a type of articulation work. Leaving aside the accuracy of Big Data algorithms for interpreting
data, the significance, granularity, frequency, and flow of data are obviously connected to privacy
management as well as economic considerations.

For Smart Metering, individual practices related to interpreting data for making privacy decisions
are largely unknown. We therefore aimed at a better understanding of the practices connected to
assessing Smart Metering data and making it accountable by either keeping it private or sharing it
with others. Uncovering these practices makes them accessible as a dual resource: (i) for designers
to provide usable privacy to individuals, and (ii) for policy makers and industry to devise regulations
and technical solutions based on people’s privacy demands related to ubiquitous technologies.

2.5 Privacy Protection for Smart Metering
So far, research on protecting privacy in Smart Metering has largely examined privacy protection
from the regulatory or technical perspectives; the individual perspective is largely missing. The
Dutch case mentioned above and the BSI protection profile in Germany are examples of policy
based on the regulatory perspective.
From the technical perspective, essential privacy and security protection are addressed via

technical mechanisms, such as encryption, authentication, and anonymization [57]. The two
main approaches for embedding privacy in Smart Metering involve manipulating or reducing
the amount of data disclosed in order to try to thwart personal identification. The first approach
involves statistical strategies such as distortion [124], data anonymization [90], random noise
integration [137], and obfuscation via local buffers [76]. The second approach provides anonymity
via aggregation [122] implemented in one of two ways [37]:
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(1) spatial aggregation that summarizes the readings of a larger grid segment (e.g., all households
attached to one converter station), thus concealing individual households within a larger
group, or

(2) temporal aggregation that uses longer intervals between data collection and data transmission
in order to avoid revealing fine-grained and potentially sensitive information.

Efthymiou and Kalogridis [36] suggest switching the mode of data disclosure according to the
specific purpose of an authorized service: low-frequency readings (for instance, one reading per
week or month, which does not compromise privacy) for billing and high-frequency readings
(as frequent as multiple readings per minute) for other services (for instance, providing feedback
regarding power consumption practices). However, these statistical and aggregation techniques
create overhead, thus potentially reducing flexibility and affecting service quality for consumers
(e.g., the utility of the consumption feedback) [57]. As a potential solution, Pallas suggested the
introduction of a ‘data trustee’ responsible for storing data securely and eliminating the necessity to
fall back on trusting non-neutral parties to handle consumer privacy [109]. Such legal and technical
measures can be complemented by the processes for local privacy management according to end
user preferences. Thus, individually personalized privacy mechanisms can help consumers make
informed data disclosure decisions that balance utility and privacy according to the needs of the
specific context and services at hand.

To the best of our knowledge, research has rarely considered the design of interfaces for privacy
management in Smart Metering. A notable exception is the work by Döbelt et al. [34], who focused
on consumer concerns and trust-building rather than on the design of the user interface (UI) and UX
for Smart Meter privacy managers. How to design a usable privacy manager for Smart Meters that
could help households make informed data protection decisions based on perceived and potential
benefits and risks remains an open question. In particular, such design ought to consider that
people are often unaware of their electricity consumption and, consequently, do not realize the
extent to which the collected data reveals personal domestic routines. Moreover, the privacy risks
attached to Smart Meter data arise not just from a single data point but from the aggregation and
secondary use of large volumes of data collected as a continuous stream. Further, Smart Metering
is a new technology where novices and non-experts are the norm, not the exception. Owing to the
novelty and inexperience, individuals may easily overlook or misinterpret perceived risks as well
as benefits.

We addressed this gap via two research questions:

(1) How can individuals be empowered to manage privacy in Smart Metering based on their
understanding and conceptualization of the benefits and risks of Smart Metering?

(2) How can the insight generated from a user-centered approach to privacy management in
Smart Metering inform and complement the requirements and considerations developed
from the regulatory and technical perspectives?

3 METHOD
Our methods were informed by the design case study methodology [145], a multi-staged, action-
research approach [68] that combines methods from ethnographically-oriented research on user
behavior and the corresponding rationales underlying the behavior [115] with those from design
research in which ‘probes’ are used in a range of ways, from stimulation of creative ideas to
evaluation of prototype artifacts [26, 51]. The basic purpose of a design case study is to provide
a means to relate the in-depth knowledge of current practice that an ethnographic orientation
provides along with a means to assess the viability and consequences of technological intervention
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Design Case Study
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Fig. 1. An overview of our multi-stage research approach.

with users. As such, design is understood as an open-ended process with a transformative potential
informed by the current context.
Our perspective on methods is in line with Randall et al. [115] who suggest that qualitative

methods in general, and the ethnographic approach to studying practice in particular, should be
understood in relation to analytic commitments instead of being considered a distinct method. Such
a view is in keeping with a broadly ‘anti-method’ line found in ethnomethodological work [93].
The point here is that an understanding of practice does not require a specific method but a
commitment to the idea of members’ rationales [64], especially if we are to take seriously the
individual perspective we spoke of above (see Section 2.3). In principle, rationales can be elicited
in a variety of ways. In our case, practical difficulties of access for obtaining individual responses
were by far the most important consideration. At the same time, we decided against soliciting
questionnaire responses online since we wanted to target the views of those who had less experience
with technology. We also decided against street interviews to ensure that participants would have
the time to respond to open-ended questions.
Figure 1 outlines how we utilized the general principles of the design case study. In the initial

exploration phase, we used an open-ended questionnaire as the first step for constructing a broad
picture of how people relate to Smart Meters and Smart Metering data. While individuals may
have opinions on privacy and trust regarding Smart Metering, they may well hold these opinions
from a position of ignorance. Yet, privacy decision making should be supported before, during, and
immediately after the installation of a Smart Meter, such that it applies from the very beginning.
Moreover, research shows that experts and non-experts have different usability and information
presentation needs [22, 58]. We therefore decided explicitly to target non-experts.
Guided by the insight from a thematic analysis of open-ended questionnaire responses, we

proceeded to the second step of conducting four in-person focus groups aimed at a deeper unpacking
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of the salient aspects identified via the questionnaire. We opted for a complimentary combination
of open-ended questionnaire and focus groups in part because of the sheer difficulty of collecting
reliable data by purely observational means. Our third step involved a design probe [13] created to
serve a dual purpose. First, the probe served as a tool to implement the design ideas that emerged
from the earlier empirical findings. Second, the probe provided an artifact to study the reactions
and engagement of individuals.
All steps were carried out in German, the native language of the participants. The description,

screenshots, quotes, and other relevant details have been translated into English for the purposes
of this paper. The next subsections describe our research setting followed by more details on each
component of the study.

3.1 Study Setting
Our study was situated in Siegen, a mid-sized German city (of about 100,000 inhabitants) surrounded
by several rural communities. In Germany, a ‘soft’ rollout of Smart Meters has recently begun.
Smart Meters are mandatory for new buildings and for existing structures that choose to make
renovations. In all other cases, Smart Meters can be purchased and installed on a voluntary basis.
Currently, these Smart Meters do not allow communication with third parties. To establish a secure
and safe communication infrastructure, Smart Meter Gateways are currently under development.
A recently released governmental roadmap has defined the lower consumption limit for mandatory
installation of Smart Meters at 6,000 kilowatt hours per year. As a result, in the near term, Smart
Meters will remain optional for most private households. Successful realization of a comprehensive
Smart Grid in Germany depends heavily on consumer interest and acceptance. Legal privacy
compliance is an important consideration since Germany has strong data protection and privacy
laws in comparison with other countries.
Although the rollout has begun, consumers in Germany are largely unfamiliar with Smart

Metering [38]. Since Smart Meter Gateways are not being universally deployed as yet, few pri-
vate households are experienced in, or knowledgeable about, the capabilities of Smart Meters to
communicate with utility providers or third parties. This lack of awareness and experience is an
unavoidable feature of studying future technologies [70, 75, 134]. For the Smart Metering case,
this holds true for two main reasons. First, fundamental decisions related to standardization are
difficult to change once infrastructure becomes part of everyday life, and it may be too late to
accommodate and address emergent user concerns about the technology thereafter. Therefore, an
early understanding of user beliefs and concerns is essential for informing and influencing the
processes of development, regulation, and dissemination. Second, effective privacy management
requires that privacy settings are specified during or before installation. As a result, providing
usable privacy for Smart Metering needs to take into account the views, values, knowledge, and
practices of novices who have not previously had Smart Meters installed in their homes.

3.2 Open-endedQuestionnaire
For an initial exploration of people’s views on Smart Metering, we pseudo-randomly distributed a
paper questionnaire with open ended questions similar to an interview [126] throughout the city
and neighboring regions during the summer of 2014.
The questionnaire included several questions covering attitudes related to power consumption

and security, views on sharing power consumption data, hopes and fears regarding Smart Metering,
and demographics (The complete questionnaire instrument is available in Section A.) In order
to introduce the concepts of Smart Metering and Smart Grid, we included a short easy-to-read
description. We asked 18 open-ended questions seeking detailed responses on the envisioned usage
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and benefits of Smart Meters, attitudes and expectations regarding the collected power consumption
data, and expectations pertaining to privacy and security.

The questionnaire was distributed to 200 households with a stamped addressed return envelope.
Those who filled out and returned the questionnaire were entered in a raffle for one of four e20
gift certificates for Amazon, the local mall, or a drugstore. Without any prior or follow-up contact,
we received 34 completed responses, a response rate of 17 percent. Respondents were between 20
and 76 years old, with nearly three in four responsible for handling the utility services for their
households (14 female, 17 male, and two who did not specify a gender).
The responses were analyzed by two of the authors and a student research assistant using

thematic analysis [15] which emphasizes paying attention to how people express their expectations,
concerns, and needs. Thematic coding is situated within the broad tradition of grounded theory [56]
but allows focused research questions. We chose this approach largely because we shared its broad
phenomenological orientation and lack of emphasis on theory building. Rather than generating
theory, our primary interest was in eliciting a rich description of the phenomenon of making
privacy decisions regarding Smart Meters. Using the MaxQDA coding software1, the three coders
individually coded three randomly chosen questionnaire responses. Besides looking for ways of
expressing privacy expectations related to Smart Metering, no pre-defined codes were used. For
our purposes, codes were defined as the ways in which respondents expressed their views on
stakeholder involvement in Smart Metering and the Smart Grid. Afterward, the three researchers
consolidated the codes identified during this process into a shared code set. This code set was
subsequently applied to the analysis of the remaining responses and was critically and iteratively
refined throughout the analyses conducted by the coders. Newly identified codes within the
remaining questionnaire responses were added to the individual code sets and were discussed in a
final round of consolidation.

3.3 Focus Groups
Questionnaire responses revealed that individuals operationalized the privacy risks of Smart
Metering in relation to what third parties could know or infer about their everyday lives. Although
respondents generally demonstrated good understanding of the technology, they repeatedly referred
to the consequences of disclosing Smart Metering data in terms of what they believed others could
derive from the data disclosed. This insight served as the starting point for our second step, aimed
at unpacking the detail and nuance of such perceived risks and benefits. We tackled this goal
by conducting four in-person focus groups during which we specifically discussed the perceived
positive and negative consequences of disclosing Smart Metering data. In contrast to the sampling
approach for the questionnaire, we specifically sought technologically savvy individuals for the
focus groups.While such a sample could potentially reduce the variety of perceived risks and benefits
elicited, we preferred participants who we believed could quickly grasp possible implications of
future technology. As a result, we were able to dig deeper into the envisioned benefits and perceived
privacy risks and refine the broad initial insight gained from the questionnaire responses.
We recruited focus group participants by soliciting tech-savvy students to take part in our

research study. Focus group sizes varied between four and six participants per session with a total
of 17 participants (3 female and 14 male). Most participants were Business or Business Informatics
undergraduate students (aged between 24 and 37). Participants received no compensation.While this
approach does not take into account the heterogeneity of prospective Smart Meter users, we deemed
it sufficient for collecting information about possible privacy risks not identified by the questionnaire
responses. Each focus group lasted about 70 minutes and followed identical procedures. First, we

1https://www.maxqda.com
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Fig. 2. Screenshot from the introductory video on Smart Metering and the Smart Grid (https://
www.youtube.com/watch?v=iyvAwd4p6ds).

showed an introductory video on Smart Metering produced by an independent foundation (see
Figure 2). The video focuses on potential power savings and efficient grid management as the core
benefits of Smart Metering. The video does not mention privacy implications, thus avoiding priming.
As a result, the focus group discussion was relatively balanced in terms of the impact of Smart
Metering on society as well as individuals. Next, participants were asked to imagine and describe
how they might use Smart Metering technology in their everyday lives, first individually and,
subsequently, in an open group discussionmoderated by a researcher. The group then collaboratively
listed potential scenarios for the use of Smart Metering data on Post-It notes distributed across the
table. Finally, the participants were asked to evaluate the generated scenarios in terms of perceived
benefits and risks. Each participant was provided with five positive and five negative markers to be
distributed freely across the scenarios. We audio recorded and transcribed the focus group sessions
and photographed the artifacts collectively generated by the participants during the sessions.

Two independent coders (an undergraduate student researcher and one of the authors) analyzed
the focus group responses. Our joint analysis was composed of five steps:
(1) Coding the transcripts of the focus group sessions to augment the thematic analysis of the

questionnaire responses.
(2) Classifying the participant evaluation of the generated scenarios for the use of Smart Metering

data into perceived benefits and perceived risks.
(3) Categorizing the scenarios into themes based on the interpretation of the participants.
(4) Consulting technology experts and the literature to assign themes to scenarios which could

not easily be associated with a theme via the codes.
(5) Identifying possible service providers and malicious actors for each theme.
The coding focused on the interrelation between the various categories of benefits and risks, akin

to the kind of thematic analysis advocated by Braun and Clarke [15]. Our code set was iteratively
derived. Differences in categorization were discussed to identify subjective interpretations and
discrepancies were jointly resolved. The analysis resulted in a collection of possible value-added
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services for Smart Metering and associated privacy risks on the basis of the data collected by Smart
Meters. Subsequently, we used the collection of benefits, risks, themes, and services as a resource
for implementing a privacy management design probe for Smart Metering.

3.4 Design Implementation
In the third step, we designed and implemented an app for Android tablets that presented a
hypothetical privacy decision-making interface for Smart Metering, featuring the collected themes
and scenarios along with the corresponding benefits and risks. We were interested in understanding
whether making the implications of data distribution to third parties visible to end users could
empower them to make informed decisions regarding the collection, distribution, and processing
of Smart Metering data. Specifically, our design promoted an approach to privacy management
that presents the consequences of privacy decision-making as a resource for fostering awareness.
This immediate feedback loop is typically unavailable in real-life settings unless incorporated as an
educational or training feature in privacy management systems. The app instantiated an interface
for a privacy manager allowing the configuration of privacy settings by selecting from a menu
of value-added Smart Metering services that were identified from the questionnaires and focus
groups.

To design the app, we coupled our knowledge of user-centered privacymechanismswith guidance
from relevant literature. The app was designed to provide information on the benefits and risks of
data disclosure [32] for possible Smart Metering services. As mentioned earlier, two techniques are
commonly used to support privacy in Smart Metering: spatial aggregation and temporal aggregation.
In essence, these techniques aggregate data across groups or over time to avoid revealing individual
data points.
Although our design incorporated temporal aggregation principles [37, 122], representing an

enhancement to the concepts proposed by Efthymiou and Kalogridis [36], we did not include
spatial aggregation because the vast majority of mentioned benefits and envisioned services rely
upon the provision of personalized data to some degree. It should be noted that we did not deal
with the possibility of service providers or third parties triangulating the data from other sources
or triangulating the usage of different individuals to learn about the data subjects. We utilized a
five-point scale to show the differences in implications based on the granularity of the chosen
data disclosure. Apart from an introductory video, the app was composed of two main parts (see
Figure 3):

(1) A menu of Smart Metering services (taken from the themes identified from the questionnaire
and focus group responses), and

(2) A list of risks and benefits for each service that varied based on the chosen temporal granu-
larity of data disclosure.

The interface of the app required only three steps for getting to know about Smart Metering and
managing privacy (see Figure 4). First, we provided a general introduction to the topic of Smart
Metering and the Smart Grid. Second, the user was asked to choose desired Smart Metering services
(see Figure 3a). Third, the user was shown a list of benefits and risks corresponding to the respective
services. The list was compiled from the questionnaire and focus group findings (see Figure 3b).
The presented privacy implications were based on the granularity of the data transfer chosen in
the previous step. For each chosen service, users were presented with the implications of the data
disclosure at five levels (every 15 minutes, daily, weekly, monthly, and never), each corresponding
to a different granularity of data disclosure. The first option (i.e., every 15 minutes) was selected by
default as it is the default interval for transferring Smart Metering data in Germany. In this third
step, users could specify the desired privacy setting for the services selected earlier and refine or
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Please choose the services that interest you:

Grid Operator
You can share your power consumption information and
contribute to the success of sustainable power generation.

Utility Provider
You may receive efficient and flexible service contracts and 
feedback on your power consumption.

Cloud Based Consumption Feedback
You can view and analyze your power consumption data
via feedback tools provided by a cloud based service.

Household Comparison Portal
You can compare your power consumption with other
anonymous households via a Web based portal.

Family Comparison
You can compare power consumption practices within
your family.

Smart Home
You may check the status of power consumption and 
devices within your home from everywhere.

Social Media
You can compare your power consumption with that of
your friends on social media services.

Personalized Advertising
You may receive recommendations and offers for energy
efficient products and services based on your consumption.

10:10

Smart Metering Services

(a) Screen for choosing and configuring Smart Metering services.

Utility Provider

Benefits Risks

10:10

Smart Metering Services

Never Yearly Monthly Daily Every 15 minutes

• Avoid the necessity for a yearly meeting with 
 a service technician.

• Facilitate the generation of tips for increased savings.

• Receive a detailed invoice broken down by daily usage.

•  Eliminate the need for advance payment deposits by
 paying the precise amount based on actual daily usage.

• Avail of offers for optimized electricity rate contracts.

• Utility provider automatically receives daily 
 power consumption information.

• Power consumption patterns may enable recognition of
 (in)activity patterns (e.g., being away on vacation).

(b) Screen for the case of the ‘Utility Provider’ service with ‘Daily’ data collection providing corresponding
information on the privacy implications and the option to change the data disclosure interval.

Fig. 3. Screenshots of the tablet based app for Smart Metering privacy management.
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1
Introductory Video

(a) Providing information regard-
ing Smart Metering and the
Smart Grid.

2
Choosing Services

Please choose the services that interest you:

Grid Operator
You can share your power consumption information and
contribute to the success of sustainable power generation.

Utility Provider
You may receive efficient and flexible service contracts and 
feedback on your power consumption.

Cloud Based Consumption Feedback
You can view and analyze your power consumption data
via feedback tools provided by a cloud based service.

Household Comparison Portal
You can compare your power consumption with other
anonymous households via a Web based portal.

Family Comparison
You can compare power consumption practices within
your family.

Smart Home
You may check the status of power consumption and 
devices within your home from everywhere.

Social Media
You can compare your power consumption with that of
your friends on social media services.

Personalized Advertising
You may receive recommendations and offers for energy
efficient products and services based on your consumption.

10:10

Smart Metering Services

(b) Presenting value-added
Smart Metering services.

3
Implications Based

Privacy Management
Utility Provider

Benefits Risks

10:10

Smart Metering Services

Never Yearly Monthly Daily Every 15 minutes

• Avoid the necessity for a yearly meeting with 
 a service technician.

• Facilitate the generation of tips for increased savings.

• Receive a detailed invoice broken down by daily usage.

•  Eliminate the need for advance payment deposits by
 paying the precise amount based on actual daily usage.

• Avail of offers for optimized electricity rate contracts.

• Utility provider automatically receives daily 
 power consumption information.

• Power consumption patterns may enable recognition of
 (in)activity patterns (e.g., being away on vacation).

(c) Adjusting data disclosure
based on the corresponding pri-
vacy implications.

Fig. 4. Interaction flow of the design probe.

revoke the initial data transfer choices. Changing the granularity of data disclosure updated the
benefits and risks shown.

3.5 User Evaluation
We utilized the app as a design probe to examine whether it was understandable and easy to use
for managing Smart Metering privacy. Additionally, we were interested in examining whether
providing real-world implications influenced privacy decision-making and whether the choices
varied across services.

We carried out the evaluation by recruiting 205 participants from public places (100 female,
105 male, ranging in ages from 19 to 70 with an average age of 30 and median of 26). Two sites
were used for recruiting participants: the university campus and the pedestrian zone of the town’s
main shopping area. As a result, participants were a roughly equal mix of university students and
non-student residents of the town. Passers-by were randomly asked to participate in a research
study. Upon consent, we invited participants to a quiet outdoors area. We then introduced the study
in detail and handed over the tablet on which the Smart Metering video used for the focus groups
(see Figure 2) was shown (see Figure 4a). Note again that the video makes no reference to privacy.
Subsequently, we offered to answer questions regarding Smart Metering before letting participants
proceed to the privacy management screens.
The probe presented participants with the scenario that a Smart Meter would be installed in

their home and the app would allow them to choose Smart Metering services. Prior to and while
navigating the app and making choices, we encouraged participants to verbalize their thoughts.
Incorporating the service subscription scenario allowed us to let participants choose privacy settings
as a natural extension of their actions and choices (see Figure 4b). This flow served two purposes:
first, we wanted to minimize priming regarding privacy, and second, we mimicked the “real”
situation of managing privacy as a secondary aspect of subscribing to a service. When participants
chose services, we provided brief explanations for the services, if asked. During the phase of trading
off data disclosure versus service quality (see Figure 4c), we explicitly avoided priming respondents.
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On campus as well as at the pedestrian zone in the town, the study team consisted of two
undergraduate students. The first guided participants through the study and conversed with them
during the tasks. The second took field notes and observed participant behavior. We did not restrict
the time taken by participants to make decisions. On average, study sessions lasted approximately
five minutes. After participants completed the study, we conducted a brief post-study interview on
their impressions of the user experience of the probe (especially the usefulness of the presented
benefits and risks), their knowledge of Smart Metering in particular and technology in general, and
their attitudes regarding privacy (in general as well as specific to Smart Metering). The interviews
lasted between four and ten minutes and were audio-recorded and transcribed for analysis.

3.6 Ethical Considerations
Our research included the collection and analysis of personal data. Handling such data safely
and securely was an important consideration throughout the research activities. The research
procedures were designed by taking into account international and German national legislation. In
Germany, the equivalent of an Institutional Review Board (IRB) evaluation is not necessary when
conducting field research. Nonetheless, we paid extensive attention to ethical issues. For instance,
we obtained informed consent for study participation, anonymous reporting of the findings, and the
use of the audio recordings and photos. For safeguarding participant privacy, we anonymized the
data by assigning a unique code to each participant of each research phase. We utilized self-provided
names or addresses only for the purposes of contacting the winners of the raffle for the participation
incentive and for further questions or clarifications, if needed. No personal data was used for any
other purpose. All data was stored securely on the servers of our university.

One of our key research and design goals was to help people protect their privacy in the context
of Smart Metering. Owing to our user-focused approach, ethical compliance was integral to the
design of the app since it was implemented to enable people to manage privacy and maintain
control over their Smart Metering data.

4 FINDINGS
The following subsections describe the findings of each phase of our study, respectively. We began
with the exploratory open-ended questionnaire on electricity use and Smart Metering, where we
identified the ways that people consider the data disclosure pertaining to these matters. In the
subsequent focus groups, we refined our understanding to determine how people’s characterizations
and preferences could be applied to guide privacy decision-making in Smart Metering.

4.1 Open-endedQuestionnaire: Exploring Characterizations of Benefits and Risks of
Smart Metering

The initial exploratory questionnaire served two purposes. First, we aimed at gaining an under-
standing of practices and attitudes linked to power consumption in general and Smart Metering
in particular. In this regard, we found that participants were interested and curios about Smart
Metering. The technology was perceived to provide a number of possible benefits for individuals,
utility providers, grid operators, society, and the environment. Second, we wanted to investigate
people’s understanding and characterizations of Smart Metering data disclosure. Here, participants
indicated a principled desire to be in control of their Smart Metering data such that they would
be able to decide, for instance, which parties could access the data under which circumstances.
Thematic analysis revealed that participants often described privacy expectations and concerns in
terms of everyday life practices along with judgments on whether it was acceptable for various
other parties to know about the corresponding practices. In the following subsections, we describe
the main themes identified in the questionnaire responses.
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4.1.1 Envisioned Benefits and Success Factors. When considering the real-world implications of
Smart Metering, respondents were able to foresee several benefits for themselves and third parties.
The perceived individual benefits included control over specific appliances, savings achieved via
flexible tariffs and reduced prices, comparisons with the power consumption of other households,
facilitation of environmentally friendly habits, and personalization of advertisements and offers.
With regard to third parties, institutions like grid operators, utility providers, and appliance man-
ufacturers were believed to gain the most from the rollout of Smart Meters. A few respondents
mentioned benefits to public institutions, e.g., guidance for public policy or savings for communal
housing.
Respondents mentioned ease of use and potential savings as the main factors important for

the deployment of Smart Meters to be successful and acceptable. Interestingly, another aspect
important for a successful rollout was communication of best practices and possible advantages.

“A lot of education with the people, savings for the customer, environmental aspects /
CO2 savings.” — P6 (M, 37)
“First, the benefits to the consumer must be clarified. Just creating yet another gadget
for a smartphone will not be enough [to make Smart Metering attractive].” — P8 (M, 45)

Adaptability to daily use and to the demands on the infrastructure was a factor as well. For
example, respondents desired that Smart Meters be easily integrated into households and existing
meter boxes. In terms of usability, the success of Smart Meters was seen to depend on their
integration with everyday life.

“An important feature is ease of use, which allows one to have an overview of power
consumption quickly and easily. In addition, failure and disruption rates should be as
low as possible. Usability should be managed such that one feels safe with the Smart
Meter after a short time.” — P23 (F, 20)

Respondents wanted usable interfaces. For example, they wished to control Smart Meters and check
consumption via personal computers or smartphones. Elderly respondents additionally stressed
that Smart Meters should be designed in an accessible manner.
Most respondents were willing to accept the installation of Smart Meters. However, in a few

exceptional cases, respondents reported complete opposition to the introduction of Smart Meters
even at the cost of having to file a lawsuit.

“I would choose a utility provider who does not use such nonsense, and, if necessary,
join lawsuits against such an ordinance [of introducing Smart Metering].” — P8 (M, 45)

4.1.2 Safety and Security. Respondents demanded safety in terms of protection from physical
harm, including the safety of nuclear power plants and the correct installation, isolation, and use of
electric wires. Uninterrupted availability of electricity was deemed crucial for everyday life, both
individually and socially, and taken for granted.

“Ever since my childhood, I have experienced constant availability of electricity, such
that I never had to consider this topic.” — P2 (M, 27)

Another theme was a demand for technological security, such as data transport security, pro-
tection against hacking, fraud, and data theft. The worries respondents expressed about the data
getting lost or falling into the wrong hands underscore the need for safeguarding the data.

“A reservation for me is the high threat of misuse of data, such that the data will fall in
the wrong hands.” — P23 (F, 20)

4.1.3 Privacy Expectations and Behaviors. Overall, we found high sensitivity to privacy aspects in
Smart Metering. At the same time, keeping data private was a relative value with respondents being
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open to tradeoffs based on perceived benefits. Respondents largely focused on obvious possibilities
such as power consumption feedback. However, they possessed limited knowledge regarding the
capabilities of Smart Metering and pointed towards a lack of information on possible benefits.
Few respondents had personal experience with Smart Metering. Therefore, it could have been

difficult for them to evaluate how the new technology could impact their privacy. In general, it is
unclear to people what information is encoded in the vast amount of data continuously collected
by a Smart Meter, especially when analyzed in combination with other data sources. This aspect is
further exacerbated when the purposes of data analyses are unknown or unclear. In this regard,
respondents admitted not knowing enough to understand why and to what degree the data in
question might be sensitive.

“In principle, I would prefer savings [over privacy]. However, I am probably lacking
information on what utility providers or other parties can do with my data. The extent
[of what might be done] is not clear to me.” — P32 (F, 53)

Yet, our questionnaire uncovered diverse privacy expectations regarding Smart Metering. A
minority of respondents stated that power consumption data collected by Smart Meters and
customer data maintained by the utility provider (i.e., billing address and account information)
were unimportant to them.

“I do not have a problem with third parties having access to my power consumption
data, even hourly data.” — P16 (gender unspecified, age unspecified)

However, a majority of respondents wanted to set boundaries for the data related to their power
consumption and customer accounts. Most often, addresses and account details were understood to
be private and were not to be disclosed. In contrast, power consumption data was perceived largely
as a resource to be traded for value-added services that provided individual or societal benefit.

“If it was for a certain benefit, such as reducing power consumption costs or promoting
sustainability, that’d be okay.” — P24 (F, 23)

Respondents showed a willingness to take a high degree of responsibility for appropriate rights
management and access control, demonstrating that provision of user-control was implicitly
assumed. Respondents commonly suggested allowing consumer control over Smart Metering data
distribution.

“Trust always plays a big role with regard to data. As long as each person can decide
who gives what data about his or her own power consumption, I think Smart Meters
can be a great thing.” — P23 (F, 20)

Regulatory agencies and utility providers were frequently perceived as responsible for data protec-
tion, but respondents recognized their own responsibility as well.

“The legal framework, the general terms and conditions of the utility provider, and thus
ultimately myself [are responsible for data protection and privacy in Smart Metering].
I have to read the terms and either object to the disclosure of the data or prohibit it.” —
P21 (F, age unspecified)

4.1.4 Potential Negative Consequences. Respondents often feared that the installation and/or use
of Smart Metering could result in higher costs. When considering the most important factors, costs
typically played a major role:

“The success of a project to spread intelligent electricity meters will in any case be
measured by the potential savings achieved by the customer, not by means of politically
allocated subsidies, but by the saved kWh, and therefore by the customer’s Euros, as
well as by the benefit to the environment.” — P11 (M, 53)
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Respondents perceived several undesired real-world implications of Smart Metering, such as
the threat of social exclusion due to technological advances. Most fears were regarding unwanted
advertisements or potential hacking leading, in turn, to unstable electricity supply or incorrect
billing. Additionally, a few respondents envisioned potential misuse by public institutions and moral
shaming if a household was found to be consuming more power compared to similar households.

We found concrete ideas about how Smart Metering data could be abused, if shared. For example,
respondents feared that data access by unwanted third-parties could impact them negatively:

“I don’t want my power consumption information or customer data to be passed on in
any way, used for advertising purposes, or the amount or time of consumption passed
on to third parties. I do not want any kind of ‘offers’ due to my consumption data.” —
P21 (F, age unspecified)

From a phenomenological perspective, data is always interpreted by individuals within a specific
context. Thus, the respondent’s comment above should be understood not as related to the sheer act
of passing on data to another human, machine, or organization, but as regarding the information
that can be deduced or action(s) that can be taken on the basis of the transferred data.

“When and what month is observed makes no difference. I would find it strange if
someone saw exactly how long I watched TV or used the computer. That’s rather
private.” — P24 (F, 23)

The underlying fear was often related to the potential linking of power load with daily routines
and habits. For instance, as in the case mentioned above, respondents were concerned about third
parties being able to deduce the usage of specific appliances and, consequently, infer specific
activities in the home. The potential ability to utilize power consumption data to gain knowledge of
the routines and activities, including absence from home, was considered an undesirable implication
of Smart Metering data analysis.

“The main problem is again, as already mentioned, the creation and possibly criminal
exploitation of when someone is absent from home.” — P11 (M, 53)
“Others could even ‘see’ when you are going to bed [by seeing when you] switch off
the lights.” — P21 (F, age unspecified)

We found recurring mentions of such real-world practices as an explanation for reservations
toward Smart Metering. When respondents deemed data sensitive, they were implicitly referring
to what information could be derived from the data in question. We also found several instances
where respondents explicitly referred to the undesired implications of what could be done with
the data (see Table 1). In other words, rather than describing specific data to be privacy sensitive,
respondents mentioned information regarding living conditions, practices, or behavior as worth
protecting.

“Additionally, my private sphere needs to be maintained, which is why information
regarding the use of the sauna and solarium as well as the TV and the Internet should
be considered off limits.” — P11 (M, 53)

A deeper examination of these sentiments revealed that they typically referred to the benefits
and risks connected to everyday life practices. In a few extreme cases, this was taken so far as
to fear surveillance of Internet and TV use, including specific sites visited or programs watched,
respectively. Although such threats would be possible only on the basis of highly granular data
transmission [59], other threats are more basic and require less data.

These potential negative consequences served as ways to express and prioritize privacy concerns.
Instead of referring to the nature and the amount of data, participants were concerned about how
the data might be used. We explored this aspect in depth in the subsequent focus groups.
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Table 1. Implicit and explicit references to the implications of data transfer.

Benefit Risk

Implicit / vague
expression

“I could share my personal
power consumption with those
I trust.”

“A reservation for me is the high
threat of misuse of data, such
that the data will fall in the
wrong hands.”

Explicit / concrete
expression

“I could check the power con-
sumption of individual appli-
ances and replace them if nec-
essary or use them less.”

“When and what month is ob-
served makes no difference. I
would find it strange if someone
saw exactly how long I watched
TV or used the computer. That’s
rather private.”

4.2 Focus Groups: Refining Characterizations of Benefits and Risks of Smart Metering
Our focus group design was motivated by the ways in which questionnaire respondents character-
ized beneficial and undesired uses of Smart Metering. Our goal was to utilize the focus groups to
collect more details on these perceived benefits and risks. The findings reported in this subsection
are derived from group discussions and therefore the corresponding quotes are not attributed to
a single person. Overall, across the questionnaire and focus group responses, we identified 36
scenarios connected to the use of Smart Metering data (16 related to benefits and 20 to risks) (see
Table 2). We organized these scenarios under several higher level themes.

4.2.1 Relationship with the Utility Provider. The scenarios that fell under this cluster were concerned
with the relationship and interaction with the utility providers, such as saving costs by switching
between tariff tiers or negotiating a tailored contract. Many positive features were mentioned,
linked largely to contracts. One of the most commonly mentioned benefits was a flexible tariff
structure that could help optimize power consumption and lower electricity costs. For instance,
participants found value in automated control of appliances such that they could be operated during
periods of cheaper tariffs. Participants desired that the utility provider help shift the power load to
periods of low tariff.

“Utility provider could provide added value in allowing the control of air conditioning
or heating according to peak loads.”

In addition, participants found it beneficial that a Smart Meter could be read remotely, thus
eliminating the need for an in-person appointment for meter readout.

“The utility provider could access power consumption data remotely, so the annoyance
of scheduling appointments with service technicians will become obsolete.”

Ironically, flexible tariffs, a much-advertised consumer benefit from Smart Metering, were per-
ceived by some as a potential disadvantage. Participants feared that they could face price discrimi-
nation without their knowledge or have their electricity bills go up if their power consumption
patterns lacked flexibility.

“Less flexible households must consume power at peak price times.”
Additionally, participants cautioned that electricity could be wasted on unnecessary uses simply
because it is cheap during periods of lower tariffs.
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Table 2. Perceived benefits and risks with number of corresponding mentions in the questionnaire and focus
group responses, respectively.

Perceived Benefits Perceived Risks

Feedback
• Consumption data could be available online
anytime, anywhere. (31/4)
• Consumption data could be compared and
shared with family and friends. (10/4)
• Consumption data could be collected anony-
mously for comparison with similar house-
holds / appliances. (13/4)
Savings
• Tariffs could be made flexible. (3/1)
• Tariffs could be optimized for individual
households. (2/2)
Flexibility
• Tariffs could be simplified. (1/1)
• Meters could be read remotely (without an
in-person appointment). (0/1)
• When moving, account changes can be pro-
cessed faster. (0/1)
Sustainability
• People could be incentivized to engage in en-
vironmentally friendly habits. (6/2)
Independence
• People could manage how other parties access
the data. (2/3)
Advertising
• Advertising could be optimized through per-
sonalization (e.g., showing ads for a more effi-
cient fridge based on meter readings). (6/2)
Safety/Security
• People could receive a warning message in
case an appliance (e.g., stove) is not turned off.
(12/2)
• People (especially the elderly) could receive
a call/text message when no consumption is
recorded or consumption differs from daily
routines. (5/1)
• People could check on appliances from remote
locations. (4/1)
Infeasible
• People could remotely (e.g., via mobile appli-
cations) switch appliances on/off. (3/0)
• People could separate the consumption of in-
dividual households in buildings with a Smart
Meter shared across all apartments. (1/0)

Actions of Utility Providers
• The utility provider could engage in price dis-
crimination. (1/3)
• The utility provider could get sensitive infor-
mation. (20/2)
• The utility provider could switch off power.
(3/1)
Exposure of Life Practices
• One may become a ‘transparent citizen’ and
have privacy violated. (31/4)
• Home presence could be deduced. (8/2)
• Third parties could derive behavior patterns
and create profiles. (11/3)
• Employers could engage in employee surveil-
lance (e.g., coffee maker/computer use). (1/0)
• Others could know of one’s purchases. (1/0)
Advertising
• Advertisers could personalize ads. (21/4)
• Salespersons could know when someone is
home. (1/0)
Abuse
• Power could be disrupted by bad actors. (7/2)
• Consumption data could be modified by hack-
ers. (11/2)
• Private information could be collected by ma-
licious actors. (4/0)
General Concerns
• Smart Metering systems might be hard to han-
dle. (8/0)
• People may waste electricity when it is
cheaper. (0/1)
• Consumption sharing may create moral expo-
sure by the need to justify choices. (7/1)
Infeasible
• Manufacturers could analyze the use of spe-
cific products. (1/1)
• The agency that collects fees to support public
broadcasting could check for the existence of
specific appliances. (1/0)
• Movie industry could target people based on
their content consumption. (1/0)
• Neighbors in apartment buildings could con-
trol each other’s power consumption. (1/0)
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4.2.2 Third Party Services. Participants were able to identify many beneficial third party services
that could operate by using Smart Metering data. Most of these services were data driven and made
use of power consumption monitoring. Infrastructure benefits were also mentioned.

4.2.3 Power Consumption Feedback. The most frequently mentioned scenarios were related to
information regarding power consumption and, in turn, using that information to provide feedback
that could help control and optimize consumption. Some participants liked the opportunity to learn
about their own consumption patterns.

“Real time feedback would allow me to learn about my power consumption in the first
place. With the current meter in your basement, you get a bill only once a month, if
not once a year.”

This, however, was perceived as a double-edged sword as it could lead to the potentially uncomfort-
able discovery that one is consuming high amounts of power. Participants came up with a variety
of additional possible uses for the feedback such as comparing one’s power consumption with
peers, family members, or households with similar appliances.

Real-time feedback was deemed valuable for optimizing power consumption. Participants men-
tioned that such feedback could help identify appliances that use high amounts of power so that
these could be turned off or replaced if necessary. Another foreseen benefit was the ability to utilize
the feedback to save money by shifting power consumption to exploit the variable tariffs offered by
Smart Metering.

“I can analyze my own data. Based on my power consumption, maybe I should run the
washing machine at night. In doing so, I can save money and maybe I can plan better
knowing: ‘Ah, I consume more in the winter.”’

Along with the benefits, participants identified privacy risks such as unwanted sharing of power
consumption data with third parties and the potential for inferring personal routines based on the
data (see Section 4.2.8).

4.2.4 Home Control. Some participants discussed scenarios that considered a Smart Meter as a
piece within a larger ‘Smart Home,’ thus envisioning that Smart Metering data could make the
Smart Home more ‘intelligent.’ For example, one participant indicated that the Smart Meter could
send text alerts to a mobile phone in situations such as a stove left on by accident. Participants
were also interested in remote access to the home to ensure that everything was in order in their
absence.

“Alarm functions in case an appliance does not work properly or is not shut off.”
Similar to the features promised by other Smart Home products, participants felt that Smart
Metering data could be applied to support safety checks for elderly people living on their own.

“Checking on whether elderly relatives are still active at home, or whether their
behavior is abnormal, compared to normal days.”

4.2.5 Sustainability. Improved sustainability was second only to efficiency as a core benefit ex-
pected from the Smart Grid. Scenarios pertaining to sustainability expressed a general desire to
utilize the capabilities of Smart Metering to engage in environmentally responsible behavior, such
as reducing individual and societal carbon footprints and avoiding electricity wastage. By having a
Smart Meter installed, participants wished to help grid managers save power by effectively man-
aging the overall power load and distribution. For example, participants mentioned that the grid
operator could use global power consumption data to manage the grid more effectively, reducing
societal cost.
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“The power provider could better regulate its power supply because it has better control
over when and where there is more or less power consumption.”

4.2.6 Transparency and Trust. While participants showed a strong interest in Smart Metering,
feelings about the benefits of the system were mixed. As a prerequisite, participants desired a high
levels of transparency from the system and demanded that consumers be allowed control over data
disclosure.

In line with the current state of knowledge on how consumers rate the trustworthiness of their
utility providers, our participants indicated that trust – or lack thereof – would play a major role in
decisions regarding the acceptability of Smart Metering. Participants saw the provision of means to
control Smart Metering data distribution as a potential way to promote trust in the service providers.
Yet, participants felt that those collecting and recording the data should bear the main charge of
enforcing appropriate rights management and access control. While discussing the measures for
helping people understand and control data disclosure, one participant mentioned the potential
exploitation of a lack of sufficient information on the part of the users.

“Users will be pushed in directions favorable to third parties.”
Similarly, another participant feared gaining nothing from Smart Metering and was not willing
to have a Smart Meter installed because she perceived the current circumstances as unfair to
consumers such as herself.

“Consumer will not have benefits while service providers get sensitive information.”

4.2.7 Power Load Monitoring. Similar to most perceived benefits, security and privacy risks were
connected to power load monitoring by third parties. In this regard, data collection was perceived
to be ambiguous and data disclosure preferences depended on balancing the corresponding benefits
and risks.

4.2.8 Potential Exposure of Everyday Practices. A frequently mentioned fear was the ability of
third parties to derive information about routines and habits. As in the questionnaire responses,
the identification of patterns of personal behavior was a regularly expressed concern in all of the
focus groups.

“[. . . ] One could see who is lying in front of the TV all day . . . that guy could maybe
receive a higher bill or something.”

Participants came up with many possible scenarios connected to the disclosure of living patterns
within a home. Most of these centered on third parties being able to identify appliances by power
load monitoring:

“[People] can be surveilled during work times. How often was the coffee machine
used? When was the computer shut down?”
“The GEZ [Gebühreneinzugszentrale, the agency that collects fees to support German
public broadcasting] could check which kind of appliances exist in a home [to calculate
fees].”

4.2.9 Advertising. A readily identified theme was the potential for Smart Meters to collect and
disclose data that could be used for personalized advertising. While advertisements in general were
perceived as annoying, a few participants did see value in some forms of personalized advertising
such as those for devices or appliances that could or should be replaced based on their power
consumption patterns.

“Manufacturers could have an interest in tracking the power consumption of their
appliances.”
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“Personalized advertising (i.e., for power saving fridges based on measured power
consumption data).”

In general, participants expressed that it was absolutely necessary to have the ability to control
the amount and kind of such advertising. Many participants foresaw unwanted access to their data
for personalized advertising. In this regard, participants worried that salespersons would be able to
plan their visits when power consumption indicated that someone was home.

“Salespersons get to know when somebody is home.”
A related scenario was the possibility of advertising by the utility providers themselves. Although
the consumer could potentially benefit from such advertising, e.g., by becoming aware of cost
saving opportunities, it was regarded as bothersome and inconvenient.

4.2.10 Potential for Abuse. Aside from legitimate third-party processing of power consumption
data, participants imagined scenarios of abuse and manipulation. Participants were worried about
the possibility of malicious actors viewing and changing billing information and stealing power.

“[. . . ] now it gets in somebody’s head: ‘Oh, wouldn’t it be fun to cut off my neighbor’s
power supply!’ Then he somehow hacks the meter, because, you know, like it has never
happened that an IT-based system was hacked [. . . ].”

These possibilities of manipulating power consumption data or the electricity supply itself were
commonly mentioned fears. Ironically, preventing such abuse is touted as one of the benefits of
Smart Metering. Yet, we found that some participants were worried about security related aspects,
such as hacking and other malicious attacks.We excluded these scenarios from further consideration
because they are out of the scope of a privacy management tool.

4.2.11 Usability. Although not directly connected to privacy, participants considered the usability
of Smart Meters to be important. They worried that a system that is difficult to understand and use
could result in unwanted data disclosure and bad power consumption decisions.

4.2.12 Infeasible Scenarios. Six of the scenarios mentioned by the participants were infeasible due
to technological constraints (two deemed as benefits, four as risks; see Table 2). For example, some
believed that third parties could use Smart Metering data to identify and read TV and computer
screens.

“The movie industry could check which movies were watched and identify pirated
copies.”

Even though these risks are unrealistic, since people perceive them as real, they are part of the
motivational factors that shape people’s attitudes towards Smart Metering. During the study, we
did not point out the unrealistic nature of these fears as we did not wish to influence attitudes but
to understand ones that currently exist. However, the infeasibility of these scenarios was explained
at the end of the study. These six scenarios were excluded from further consideration as these are
unsuitable for a realistic consideration of benefits and risks of Smart Metering.

4.3 Design Probe: Evaluating Benefits and Risks Information as a Privacy
Management Resource

The questionnaire and focus group responses provided a rich picture of how people characterize
the benefits and risks of Smart Metering in terms of anticipated real-world scenarios that highlight
the desired and undesired implications of data disclosure. These implications frequently impacted
disclosure decisions. Therefore, we created a design probe to evaluate whether we could assist people
in making Smart Metering privacy decisions by presenting the respondent-generated implications
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as additional information related to the respective services. The probe was designed as an Android
application featuring the three steps described in Section 3.4.

The design probe involved watching an introductory video followed by choosing Smart Metering
services from a set of eight services, without any information on the implications of choosing the
services. The service choice utilized the common all-or-nothing approach that lacks the ability
to control the granularity of data disclosure. There was no information about, or instructions
pertaining to, privacy. The eight services were based on the potential benefits that respondents
in the questionnaires and focus groups expected from Smart Metering (see Figure 3a). After
choosing services of interest, one was provided additional information regarding the implications
of the subscriptions and allowed to adjust the granularity of the data disclosure or even cancel
the subscription (see Figure 3b). Each service and level of granularity was associated with a
corresponding set of benefits and risks regarding quality of service and privacy. By asking for basic
interest in the service first and providing implications second, the probe was designed to uncover
whether one was likely to change his or her mind based on the information presented.

The 205 individuals who interacted with the design probe subscribed to 597 services (an average
of 2.9 services per participant) with all but 13 subscribing to at least one service. As noted above,
this initial step offered no settings for privacy preferences. Instead, the disclosure option with the
highest granularity was chosen by default (see Section 3.4).
Figure 5 shows the distribution of the choices across the services. The most subscribed service

(N=137) was Smart Control, followed Family Comparison (N=85). On the other hand, Personalized
Advertising (N=43) was the least popular. For most of the services, between 7% to 9% of the initial
subscribers decided to cancel the service altogether during the subsequent step of examining the
disclosure implications. Only the Social Media (0%) and Family Comparison services (2.4%) included
fewer dropouts.
For all services, an overwhelming majority of participants adjusted their disclosure settings in

the second step. The analysis of the adjustments made in the second step found that participants
chose to change their disclosure settings or cancel their subscriptions in more than 86% of the cases,
which provides strong support for the relevance and usefulness of the implications we included to
facilitate more informed privacy decision-making. Figure 5 shows the percentages of participants
who changed the default for each of the services. These are further split into those who reduced
the granularity of the disclosure and those who chose to cancel the subscription altogether.

It could be argued that changes to the disclosure setting may not stem solely from the information
provided by the probe but could instead be due to a general desire to avoid the default high-
granularity data disclosure. However, it should be noted that the proportion of participants who
adjusted their settings is very high. Further, more than 6% of the participants chose to cancel their
initial subscriptions completely when they encountered the privacy implications. The desire to
change granularity does not explain the complete revocation of a subscription, thus indicating that
the privacy implication information provided did impact the data disclosure preferences. In terms
of granularity, the most preferred setting was data disclosure on a monthly basis (43%) followed by
the daily option (35%). These choices demonstrate that the probe helped participants choose the
benefits of Smart Metering achievable within the constraints of their privacy desires.

Analysis of the post-study interview responses indicates that a vast majority of the participants
found our design probe useful for understanding the Smart Metering technology and making
related privacy decisions. The mean initial adoption rate of 2.9 services per participant gives us
reason to believe that participants found the services offered to be valuable as well. A large group
of participants reported using the provided implications as an important guideline. The implication
information was found beneficial for deciding how to achieve a personally acceptable tradeoff
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between the benefits and privacy risks of the subscribed services. For instance, one participant
remarked:

“[..] just watching the pros and cons was helpful for me, when it showed me that they
could know when I get up, when I do something and so on. I didn’t think it would be
so clear based on when I use electricity.” — E13 (M, 24)

More than half of the participants mentioned that the implication information helped them choose
an appropriate level of information disclosure. As a participant explained:

“[It helped] that you can see the different service providers and the decision regarding
how often data should be transferred . . . that one sees there directly, what influence it
[the decision] has on the individual service provider and on your privacy based on the
information that is passed on.” — E17 (M, 26)

About one third of the participants made privacy decisions based primarily on the options for
setting the temporal granularity of data disclosure.

“I really kept my mind on the intervals in question. Annually or monthly would be
okay, or maybe semiannual or quarterly, but certainly not more often.” — E108 (F, 53)

This participant prioritized ‘intervals’ as a criterion for data disclosure decisions. However, simply
providing interval based options does not signal the sensitivity of the corresponding disclosure and
could still lead to undesired information sharing unless the settings are accompanied by information
on the implications of each interval choice as included in our design probe. Therefore, those who
focus mainly on temporal intervals when making data disclosure decisions can still be well served
by the corresponding implications.
In particular, those without a professional or technological educational background reported

that they found the additional information useful for privacy assessment. In contrast, those who
indicated they were privacy-sensitive or technically savvy, reported comparatively lower benefit
from the presented benefits and risks. These participants mentioned that they already knew the
information provided.

“I guess I was already able to judge the risks and benefits before I saw them. What was
written there had some influence, but generally speaking, my decisions were already
clear beforehand.” — E7 (M, 19)

Note that this tech-savvy participant alludes to an indirect guiding influence of benefits and risks
despite indicating that he did not find the information overly useful. Many other factors for making
disclosure decisions are suggested by the literature, such as reliance on past experience or trust
in the service provider. However, even those who mentioned preferring other decision-making
resources did not react negatively to the benefits and risks we described, thus suggesting that
inclusion of the information poses no adverse effects even if the information is not consulted.

Age or prior knowledge of Smart Metering made little difference in terms of perceived usefulness
of the provided benefits and risks. While only a few participants stated that the design probe did not
help their privacy decision-making, about 17% were undecided about the utility of the probe. Even
though we imposed no time limit for completing the tasks, these participants felt that they needed
more time and information to reflect on Smart Metering before feeling sufficiently confident in their
ability to make appropriate privacy decisions. A few participants found the provided implication
information insufficient or overly detailed. As a potential remedy for these issues, one person
suggested personalizing the implications:

“I believe it is hard to generalize [the implications] with only a few statements. You
would have to look at it in a more personalized manner.” — E61 (F, 19)
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Fig. 5. Service subscription decisions of the participants after encountering the corresponding privacy impli-
cations.

The participant generally understood and valued the mechanism used to make the implications
accountable but called for an even stronger connection via personalizing the information.

5 DISCUSSION AND IMPLICATIONS
Our primary goal was to connect existing practices that serve as meaningful resources for judging
information disclosure in Smart Metering. We found that people harbor significant concerns
regarding the collection and sharing of power consumption data collected by Smart Meters. Our
findings contribute to the ongoing discourse on usable privacy in three ways:

• First, we uncover concrete instances of ‘privacy work’ in Smart Metering that point to the
relevance of existing everyday practices in making disclosure decisions.

• Second, we suggest supplementing the dominant data-centered approach to privacy man-
agement with a perspective that makes the privacy implications of information disclosure
accountable and meaningful in terms of people’s practices.

• Third, we provide a set of methods and a starting point for intertwining regulatory, techno-
logical, and individual perspectives on privacy.

5.1 Make Data Accountable via Connection to Practices
Legislation, such as the GDPR [41] and FIPPS [138], demands the provision of ex ante transparency
for service subscribers, commonly interpreted as a key requirement for informed consent. As
we discussed earlier, there is plenty of research on providing feedback on privacy settings and
evaluating various privacy management mechanisms. We have taken a further step by looking at
how users go about becoming informed and applying their privacy choices when they are given
certain kinds of information. In this regard, our approach is similar to practice based research on
data work [43]. However, our approach differs by taking a strict ex ante perspective since Smart-
Meter-equipped households will need to make their privacy decisions up-front. We, therefore,
refrained from collecting and showing actual Smart Metering data, looking instead at existing
practices and the refinement of these practices as and when individuals are provided relevant
information about the practices.
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Analysis of the open-ended responses in the questionnaire highlighted that concerns regarding
Smart Metering were commonly expressed in terms of what third parties could get to know about
everyday practices based on the data collected by a Smart Meter. As we have shown, many of the
attitudes on display were connected to the degree of trust in utility providers and third parties. Few
respondents mentioned issues of trust within the family context, though some were concerned with
surveillance by others in the neighborhood. Motivated by the findings of our initial exploration, we
delved deeper into the relevance and utility of supporting privacy decision-making by providing
people with the implications of their choices framed in terms of existing life practices. Our results
demonstrate that connecting data disclosure its potential real-world consequences is a promising
design technique for usable privacy. For example, many participants were concerned that Smart
Metering data could reveal domestic activities and routines, such as the presence of someone at
home or usage patterns of appliances.

Even though we identified a wide variety of scenarios, some individuals found these too vague or
impersonal to connect with their own practices. The complexity of privacy is itself well described,
e.g. by Barkhuus [11]. Still, highlighting the implications for everyday life seems to serve as a
design resource that non-experts find relatable, thus distinguishing it from the typical complex
and technology-dominated discourse related to ubiquitous computing technologies. In this regard,
our work is similar to Crabtree et al. [28] who found people managing their ‘attack surface’ in the
digital world against third parties. However, it is important to note that privacy related choices
were shaped by not just the potential but also the perceived implications of data disclosure. The
folk theories that people have about such matters often guide behavior [113].

5.2 Support Information-centered Privacy Management
Privacy legislation typically stresses the importance of the data to be transferred along with its
transfer frequency and recipients. Such data-centric perspective is also seen in privacy management
tools across systems, such as social networks [62], organizational information systems [16], and
e-commerce [3]. In our study, we too frequently found users being concerned about ‘who gets
what and how often.’ By taking a data-centered approach prevalent privacy mechanisms lead to
users being burdened with interpreting the consequences of the data disclosure. In cases where the
data provided is relatively familiar, such as credit card information when shopping online, attack
vectors may be largely clear. However, as IoT applications become commonplace, more and more
sensors are collecting abstract data which users as yet cannot judge in terms of informational value
for themselves or third parties.

Our study showed the relevance of another, often complementary, collection of related practices
of making the disclosed data accountable, revolving around worries concerning the information
third parties could derive in terms of “what do they know about me?” [116]. These viewpoints are
not well covered by the privacy protection mechanisms currently envisioned for Smart Metering
or addressed at all in the related privacy protection legislation. Our collection of perceived privacy
implications and potential value-added services provides a substantial addition to an otherwise
one-sided discourse focused on the data rather than the potential or feared consequences of its
disclosure. In this regard, Crabtree et al. articulate a main challenge in human data interaction
(HDI): “If users are to have the ability to exercise agency within an HDI system in any meaningful
way, data sources must provide a minimum level of legibility as to what data they contain, what
inferences might be drawn from that data [. . . ]” [27].

Forms of impact assessment are known from technology research and computer ethics [69, 73].
With regard to privacy impact assessment [23], there are frameworks for companies or developers
to assess the ethical impact of their technologies and products [144]. For highly sensitive data,
such as data regarding health or religion, the GDPR prescribes such impact assessment [41]. The
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literature and the GDPR argue for enabling individuals to handle their online privacy. Our study
suggests that individuals could potentially perform a privacy impact assessment for themselves. In
this regard, we have shown that connecting data disclosure to existing practices is a promising
way to provide meaningful information to support data work. Implementing the design probe by
incorporating the scenarios collected via questionnaire and focus group responses was a successful
approach; participants used the corresponding implications in their privacy decision-making as a
resource for making sense of Smart Metering data .

We argue for extending the traditional data-centric view to information-centered privacy manage-
ment, thus allowing non-experts to engage in personal privacy impact assessment. We demonstrate
that individuals may perceive information in varied ways, and the implications of privacy settings
can be made accessible such that they could be judged in accordance with existing life practices,
even when the data in question is abstract. Opening up the design space in this way provides
greater flexibility to support a range of privacy related behaviors by surfacing the potential for
secondary uses of data and perceived threats brought about by the data disclosure. Jones and
Soltren [74] provided a such a threat analysis of privacy management on Facebook, albeit not in a
user-centered manner. While tools for abstract risk-benefit analysis do exist, we suggest grounding
their design in everyday routines and practices, thus providing a bridge to technologically complex
and abstract information on the data to be transferred. Optimally, the users themselves would
generate relevant scenarios and the corresponding implications, although the implications could
arguably be extended and/or managed by domain experts as well. Generation of scenarios and
their implications could also be crowd-sourced. Further, the scenarios and implications connected
with specific data or services could be made available publicly as a community design resource
for practice based privacy management in ubiquitous computing technologies. In this regard, our
user-generated benefits and risks of Smart Metering provide the basis for privacy impact assessment
that could be conducted by non-experts.

5.3 Include End Users in the Development of Smart Infrastructures
The current discourse on privacy is largely concerned with regulatory factors and/or stresses the
importance of security mechanisms and privacy algorithms from a technological perspective. The
introduction of smartphones and their privacy implications were largely unforeseen from the
policy perspective and, as a result, PbD guidelines are mainly encountered in the technological
regulation of ubiquitous computing devices. In contrast to industry representatives, users typically
have no voice or representation when decisions are made about the requirements to inform system
design. At the same time, the purposes of data collection are only vaguely specified. Concrete
potential implications visible to consumers would extend purpose-assignment of data disclosure
required by German law [54]. Without understanding consumer demands, decisions on usability or
interfaces to specify privacy parameters lack a grounding in practice and, consequently, are based
on speculative assumptions about a hypothetical ‘average’ user. Beyond the concrete case of Smart
Metering, we argue that consumers should not be reduced to passive objects subjected to political
forces and technological measures. Instead, consumers should be considered active subjects in the
standardization process of Smart Infrastructures. Otherwise, technologies face an increased danger
of lacking user acceptance [120] as reflected in the acceptance problems regarding electronic health
records [18] or digitally enhanced ID cards [101, 134]. In this regard, user-centered design [2], and,
more specifically, multilateral security [111], provide appropriate and well-established process
models.
Our research provides a method to uncover the role of practices in privacy decision-making,

in turn opening up the design space for industry, designers, and policy makers. A majority of
our study participants had not heard of Smart Metering and the Smart Grid prior to the study.
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Nevertheless, the participants grasped the basic concept quickly and produced a number of ideas
for possible benefits and undesirable aspects. Our findings show that even non-experts are able to
develop and express an understanding of a complex technology before actively experiencing its use,
thus demonstrating that non-experts can articulate privacy demands regarding future technologies.
Not having to rely on experts allows stakeholders involved in long-term legislative procedures
to generate a realistic assessment of the demands for possible protective measures, not only for
existing services and products but, more importantly, also for the ones yet to come. We argue that
our approach can help generate more usable solutions for privacy management in a number of
different domains. For instance, current technological trends that could be addressed by such an
integrative view of privacy are Smart Homes, Smart Cities, or Connected Cars. Knowing how people
react to and use information about privacy-related implications (and, indeed, other information
resources) ought to provide useful and complementary insight to inform design decisions.

6 LIMITATIONS
Given that we have drawn our insight via three distinct methods, we are fairly confident in the
robustness of our findings. That said, several limitations must be kept in mind when considering
the general applicability of these results.

The sample sizes for the questionnaire and the focus groups are relatively small, and the partici-
pants in all three parts of the research hail from a single geographical region in Germany. Therefore,
we cannot claim to have included a representative sample of users of Smart Meters. Even so, in the
sense of theoretical sampling [25], our findings cover a broad spectrum of participants. Moreover,
Germany is considered a leader among Western societies in its treatment of privacy and data
protection issues. With the advent of the GDPR [41], these aspects will become more pressing in
the rest of the EU as well.

The response rate for the questionnaire was relatively low (17%), resulting in a potentially skewed
sample that may disproportionately include those with strong opinions on privacy or high interest in
Smart Metering. Such self-selection is a common shortcoming of questionnaire responses collected
by mail. We tried to minimize this bias by providing an incentive to respond to the questionnaire.
Further, the questionnaire responses served only as a starting point for understanding how people
characterize privacy considerations in Smart Metering. The focus groups served the purpose of
validating the insight from the questionnaire responses in addition to providing more information
about the implications of data disclosure.
The focus groups were not gender-balanced, with a relatively small proportion of female par-

ticipants. However, the focus groups were conducted primarily to verify and expand the insight
gained from the earlier questionnaire responses. Moreover, the questionnaire and evaluation phases
were reasonably gender balanced. While it is possible that additional female participants in the
focus groups could have provided more/other insight, it should be noted that we did not aim
for an exhaustive list of scenarios for the use of Smart Metering data. Rather, our goal was to
utilize the collected scenarios as a basis for the design of usable privacy management features.
The evaluation via the design probe was gender balanced with nearly 50% female participation
(100 female participants out of 205 participants), and we did not find any gender differences in
usefulness of the provided scenarios.

Although we obtained a large sample for interacting with the design probe by soliciting partici-
pants in public places, the sample may be biased based on self-selection and the recruitment times
and places. It could be further argued that the approach may have led to the recruitment of those
who may not have been fully attentive to the study. Further, the design probe had no actual effects
because the service subscriptions and privacy settings chosen during the study were hypothetical.
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While we feel that the design probe was real enough to provide useful results, generalizing from
the hypothetical to the real should be treated with caution.
As mentioned above, our collection of scenarios and corresponding privacy implications is not

exhaustive. Our research was intended to provide an initial insight into how people treat privacy
matters when additional relevant information is provided. An important aspect of this approach
was uncovering the relationship of data disclosure preferences with existing practices and privacy
concerns. As such, we argue that our collection provides a basic set of implications relevant to
privacy decision-making in Smart Metering, thus constituting a starting point to inform design. The
list can be extended by future work. Additionally, it would be useful to investigate the relevance
and effectiveness of expert-generated implications to support privacy expectations and choices of
non-experts.
None of the participants had a Smart Meter installed in their homes. When Smart Meters are

eventually deployed, users must inevitably make privacy decisions without prior experience with
these systems. In line with the research on technology appropriation [133], we wanted to understand
perceived privacy issues in Smart Metering with non-experts (in the sense that, regardless of
familiarity with other technologies, they had no direct exposure to Smart Metering). Future studies
should aim for more balanced and representative samples of those with Smart Meters installed at
home.

7 FUTUREWORK
In the future, as suggested by Solove [131], we plan to evaluate the concept of making the implica-
tions of data disclosure transparent to users in contexts other than Smart Metering. Our approach
could be applied to a variety of services and infrastructures which collect data automatically and
(mostly) invisibly. We are especially interested in technologies already in widespread use. For
example, smartphones are complex devices with an extensive ecosystem of apps, supported by
the data collected (often invisibly) by a multitude of sensors on the phone. Similarly, ordinary
households are increasingly adopting Smart Home devices that capture and potentially reveal
fine grained information about domestic life. Another upcoming domain is the automotive sector
which is currently investigating Connected Cars for autonomous driving and value-added services.
The approach we utilized to study privacy aspects of Smart Metering can be useful for unpacking
privacy considerations in these cyber-physical systems.
We described how to support privacy decision-making related to abstract fine-grained data.

Yet, even when privacy management UX is usable, it is typically perceived as a burden and an
overhead [148]. More research is needed on techniques to alleviate this burden. To this end, privacy
agents based on Artificial Intelligence (AI) are promising for suggesting or presenting personalized
recommendations for privacy choices [92]. Similarly, peers or experts could be leveraged for
supporting privacy management [49].
One challenge in trying to map the potential privacy consequences arises from the potential

triangulation of data from different sources (e.g., Smart Metering data combined with data from so-
cial network sites, Web browser histories, etc.). Such triangulation may examine data relationships
across sources to derive sensitive private information. Choosing to leave out triangulated relation-
ships across multiple data sources could make privacy-relevant information and implications less
precise. Yet, including the information could lead to information overload, potentially lowering
the quality of privacy decision-making. Further exploration is needed to understand effective and
optimum UX for helping users make sense of the privacy implications due to the fusion of data
from diverse sources, such as IoT.
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8 CONCLUSION
We presented an understanding of the privacy demands in Smart Metering from a consumer
perspective. Based on a design case study approach [145], we derived design implications for usable
privacy management in Smart Metering and demonstrated how to integrate the perspectives of
future users into the design of novel technologies.
Connected technologies are increasingly introduced into everyday life, sometimes voluntarily

(e.g., Smart Home technology), sometimes without choice (e.g., Smart Metering in some countries).
The potential of such technologies for collecting and transmitting sensitive personal data about
everyday practices poses challenges for individual privacy decision-making.

Most of our participants were able to articulate privacy needs for Smart Metering without prior
exposure to such a system. Our findings thus demonstrate that non-experts can contribute to
framing privacy demands for novel technologies. While these initial reactions may change as
the technology is appropriated [33], privacy demands of novices should nonetheless be taken
into account to foster user acceptance and adoption in the first place. Taking privacy needs and
concerns seriously can guide the design of appropriate tools and controls to manage the disclosure
of personal data, not only in Smart Metering, but in an increasingly networked world.

Specifically with regard to design, our research revealed that participants made their assumptions
about the disclosure of power consumption data accountable by referring to the information
that could be derived from the data. Consequently, data disclosure decisions were driven by an
assessment of the privacy impact of disclosing the derived information. As a result, highlighting the
potential consequences of data disclosure in terms of everyday practices helped people understand
the implications of the available privacy choices.
In contrast, current privacy management systems typically highlight data and its recipients,

disconnected from the practices of the individuals. Therefore, we advocate that privacy tools
strive to make abstract data more accountable by framing privacy decision-making in terms of the
real-world consequences of the privacy decision in question. To this end, we contribute an initial
collection of user-generated scenarios with corresponding benefits and risks to serve as a basis for
making privacy management systems more usable.

We see three relevant strands for future work. First, we need a deeper understanding of privacy
implications of Smart Metering based on real-world usage. As people get used to Smart Metering and
gain expertise, their privacy attitudes and behaviors will likely evolve beyond the initially expressed
desires in the novice phase. Second, we seek to transfer our approach for investigating privacy
demands from a user perspective to other domains like smartphones, Smart Homes, and Connected
Cars. As upcoming technological developments, such as IoT devices, continue to introduce new data
sensors into everyday life, privacy management is becoming increasingly complex and non-trivial,
thus raising the burden on users. To alleviate this burden in a useful and usable way, privacy
management tools will have to balance comprehensiveness with the needs of minimizing the
required effort. Third, policy makers can apply the methodological starting point we have provided
to cater to people’s desire for usable privacy management. The HCI community has the potential
to inform and enrich regulatory initiatives related to future technologies by service as the voice of
the end users.
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A QUESTIONNAIRE INSTRUMENT
A.1 Background Text
Rising electricity prices are a trending topic in recent years. For many people, electricity costs are
increasingly an important factor in the household budget. But where and how can you save? In
the near future, a Smart Meter, which simply replaces your old electricity meter, could provide
you with information and assistance about precisely this issue. A Smart Meter captures the power
consumption of your household and can immediately display and evaluate it. It can also, for example,
accurately assess past power consumption to reveal electricity usage and leaks that might have
gone unnoticed. In addition, the Smart Meter can provide information on how much power was and
is currently being consumed (e.g., via an App on a smartphone or a tablet, a laptop, or a computer).
Thus, the consumer can gain control and, ultimately, power consumption can be lowered.

The utility providers themselves gain various advantages from Smart Metering. The Smart Meter
can transmit power consumption in near real-time to the respective utility providers, allowing
more detailed calculation of the power required, thus limiting excessive overproduction. Such a
mode of operation also protects the environment because the buffer capacity needed to keep the
grid stable can be reduced. Smart Meters thus provide important benefits to consumers as well as
providers.
The German federal government has initiated a process so that Smart Meters may be installed

voluntarily on the request of the consumer in each household. In this questionnaire, we want to
learn about your personal attitude toward Smart Metering.

Please answer the following questions in complete sentences or bullet points. Please be as clear
as possible.

Note:We will hold a raffle that includes all carefully completed questionnaires. The raffle will be
for 4 vouchers each with a value of 20 Euros for Amazon, the local mall, or the DM drugstore. (More
information about the raffle is at the end of the questionnaire.) Personal data will be used only
for conducting the raffle associated with this questionnaire. All addresses will be destroyed after
collecting questionnaire responses and holding the raffle. Youwill receive no further correspondence
from us unless you win the raffle or want to be kept informed about the project.

A.2 Demographics
To understand your opinion and analyze your responses, please tell us some information about
yourself.

• Gender:
– Male
– Female

• Age:
• Do you own your place of residence?
– Yes
– No

• How many people live in your household?
• Are you responsible for paying for the electricity in your household?
– Yes
– No

• What is your monthly gross income? (Optional)
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– None
– 1–450e
– 451–2000e
– 2001-4000e
– >4000e

A.3 IntroductoryQuestions on Electricity
• What comes to your mind when you think about the topic of electricity as connected with
safety?

• What comes to your mind when you think about the topic of electricity as connected with
privacy?

• What is important to you when it comes to your power consumption data and customer
information provided to the utility company?

A.4 Settings and Profiles for Smart Meters
Imagine that you could assess the information on the power consumption of any person or group
of people participating in Smart Metering if, in return, you share your information as well.

• With whom would you want to share your data? (e.g., neighbors, friends, family, other people,
the utility providers, the federal government or the Federal Office of Energy and Environment,
anonymous comparison websites, other companies involved in the electricity supply, etc.)

• Why would anonymous power consumption data from other households be of interest to
you?

• What do you think about the fact that others could view, for example, your power consumption
for the current day, the previous day, or the previous month?

• How would you characterize the differences based on what can be viewed and when?
• Who do you see as responsible for ensuring that your power consumption data is accessible
only to those people and organizations you would want to have access to the data?

A.5 Privacy in Smart Metering
People might share the data on their power consumption because they perceive value in comparing
their consumption with others.

• Which safeguards would you wish to have in order to protect your data?
• Which concerns do you have in distributing the data? What data do you consider particularly
worthy of protection?

• How do you rate the difference between others knowing your total power consumption in
Watts and others knowing the consumption based on individual appliances?

• People who can access your complete consumption data could, for example, determine which
appliances are on. What would you possibly worry about?

• To what extent would electricity cost savings compensate for possible for privacy and security
concerns related to Smart Meters?

• What is your take on the following tension: More privacy provides less savings while less
privacy allows more savings?

• To what extent would you be interested in a Smart Meter that would transfer only the current
total power consumption in Watts, but not the consumption values of individual appliances,
to the utility providers and possibly other parties, such as the Consumer Association? (You
yourself can access all consumption data, including the consumption of individual appliances.
Note that this would mean that you would not receive any hints or tips to save electricity.)
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A.6 Security
• You can save money with Smart Metering but criminals could interrupt or access the data
transmission to the utility providers, e.g., to manipulate consumption information. How
would you assess this risk?

• Imagine that a Smart Meter comes with a seal of approval or certificate by a federal office (for
example, the Federal Office for Security in Information Technology). To what extent would
this alleviate your concerns, if any?

A.7 Acceptance
• What qualities of Smart Meters are the most important to you? What role does usability
play?

• What would be the most important benefits you would expect from a Smart Meter? What
else should a Smart Meter be able to achieve for you?

• How do you rate additional functions such as generating an alarm when the stove is left
on or receiving personalized advertising when the Smart Meter notices relevant power
consumption patterns (e.g., the refrigerator consuming too much power)?

A.8 Deployment
As a consumer, you may have to pay an annual fee for a Smart Meter.

• Who do you think should bear the cost?
• What is the financial responsibility of the household given the potential electricity savings?
• What do you think is essential for the successful adoption of Smart Meters?

A.9 Contact Information
Unless you win the raffle or want to be kept informed about the project, you will not receive any
more mail from us.

• Would you like us to update you on the project?
– Yes
– No

• If you would like to participate in the raffle, we need the following information:
– Last name:
– First name:
– Street and house number:
– Postcode and town or city:

• If you win, which of the following prizes would you like to receive?
20-Euro Gift Certificate from:
– Amazon
– City Gallery mall
– DM store
(Note that only complete questionnaires with valid and complete address information will be
included in the raffle.)

Thank you for your time and effort!
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