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Abstract—Energy-efficient and robust-time synchroniza-
tion is crucial for industrial Internet of things (IIoT). Some
energy-efficient time synchronization schemes that achieve
high accuracy have been proposed recently. However, some
unsynchronized nodes namely isolated nodes exist in the
schemes. To deal with the problem, this paper presents R-
Sync, a robust time synchronization scheme for IIoT. We use
a pulling timer to pull isolated nodes into synchronized net-
works whose initial value is set according to level of span-
ning tree. Then, another timer is set up to select backbone
node and its initial value is related to the distance to parent
node. Moreover, we do experiments based on simulation
tool NS-2 and testbed based on wireless hardware nodes.
The experimental results show that our approach makes all
the nodes get synchronized and gets the better performance
in terms of accuracy and energy consumption, compared
with three existing time synchronization algorithms TPSN,
GPA, STETS.

Index Terms—Energy efficient, industrial Internet of
things (IIoT), robust time synchronization, trust service.

I. INTRODUCTION

THE industrial Internet of things (IIoT) applications have
been widely studied and developed in recent years includ-

ing wireless networks, mobile computing, and sensor devices
[1]–[3]. A number of industrial IoT projects have been con-
ducted in areas such as agriculture, food processing industry
[4], [5]. The trust service, data processing, and information
exchanging are required in the industrial wireless applications
[6]–[8]. Consequently, wireless sensor nodes need a trust and
robust time synchronization scheme, so that they could coordi-
nate to finish the same task in IIoT [9]. Besides, much attention
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has been paid to energy consumption in IIoT [10], which is an
important factor affecting network lifetime.

Time synchronization is a procedure offering a common no-
tion of time for distributed system [11]. Network time protocol
(NTP) [12] is a well-known time synchronization protocol for
distributed networks, and it has many advantages for the compli-
cated networks environment. When applied to IIoT, NTP brings
many critical issues due to the limitations of energy consump-
tion, adverse channel condition and the dynamic topology, etc.
Therefore, many existing time synchronization protocols have
been proposed for sensor networks [13].

As for distributed systems, program runs on more than one
CPU so that it cannot guarantee the consistency of the start time.
This leads to the initial time offset among CPUs. Moreover, the
clock of CPU is driven by the internal crystal oscillators with the
different frequencies. The light difference between CPUs, but
nonignorable, might bring the clock [14]. In IIoT, sensor nodes
that are deployed randomly, generate different local clock un-
der the effect of clock drift and time offset. FTSP [15] and
FCSA [16] were proposed to reduce the time error caused by
clock drift as much as possible, but did not involve the energy-
efficient improvement. In order to improve the accuracy of time
synchronization, a majority of time synchronization algorithms
have been presented, which focus on how to achieve high accu-
racy [17], [18]. Because of large amounts of packets exchanging
and complex calculations, high accuracy is obtained at the sac-
rifice of too much energy consumption. The energy is valuable
in IIoT, so it has become a crucial factor to evaluate a time syn-
chronization algorithm. Pair broadcast synchronization protocol
(PBS) [19] and Groupwise Pair Selection Algorithm (GPA) [20]
for multicluster sensor networks reduce the energy consumption
of the entire process, and achieve time synchronization in whole
network.

The energy consumption and accuracy are two critical issues
in designing time synchronization scheme due to the energy
limitations of sensor nodes. Thus, energy consumption should
be further reduced for a synchronization protocol without los-
ing synchronization accuracy. In our previous work, a spanning
tree-based energy-efficient time synchronization (STETS) [21]
effectively decreases the energy consumption based on the com-
bination of receiver-to-receiver protocol (RRP) and sender-to-
receiver protocol (SRP). Especially in densely connected and
large-scale networks, the energy-efficient performance is ob-
vious. However, STETS cannot synchronize all the nodes in
some cases through the theoretical analysis and simulation. The
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main reason is that passive node (PN) in STETS cannot broad-
cast any message and fails to find some unsynchronized nodes
(isolated nodes) in its communication range. Due to defect of
algorithm design or missing message, some nodes do not join
the synchronization process.

The main contributions of this paper are as follows.
1) We propose R-Sync, a robust time synchronization

scheme for IIoT. Two timers are adopted in the scheme.
One timer is for time synchronization using two-way
message exchange. Each node sets up another timer at
the beginning of synchronization process. The timer is
used to pull isolated nodes to join the synchronized net-
works. So R-Sync is a trust time synchronization scheme.

2) A root node selection algorithm is given, which aims
to balance energy consumption among sensor nodes. We
choose a neighbor of last root node with the most residual
energy as new root node. If hardware node cannot esti-
mate the residual energy, the node with least broadcast
messages is selected. The algorithm can also extend the
lifetime of IIoT.

3) We do simulation using NS-2 and experiment based on
wireless hardware nodes to evaluate the performance of
R-Sync, and we compare R-Sync with other three existing
time synchronization algorithms: TPSN [11], GPA [20],
and STETS [21]. The results show that R-Sync makes all
the nodes synchronized and is more energy-efficient than
GPA and TPSN.

The rest of this paper is organized as follows. We give the
related works and problem statement in Section II. The prelimi-
naries are introduced in Section III. In Section IV, the algorithms
are designed for topology construction and time synchroniza-
tion. In Section V, we do the simulation using NS-2 to give
the performance of R-Sync and compare with GPA, TPSN, and
STETS. We implement R-Sync on the wireless hardware nodes
to verify our proposed algorithm. Finally, the conclusion and
future work are given in Section VI.

II. RELATED WORKS AND PROBLEM STATEMENT

A. Related Works

There are many approaches for time synchronization, which
have been extensively studied. Lim et al. recently presented
TATS [22] that combines fast flooding and message delay com-
pensation. TATS achieves submicrosecond synchronization er-
ror, but it is not involved in isolated nodes. Lenzen et al.
employed a rapid-flooding time synchronization protocol Puls-
eSync [23]. It also depends on the choice of a message delay cal-
ibration and on the distribution of propagation delays between
sensor nodes. Each node uses a linear regression to estimate the
clock of the root node. In FCSA [16], Yildirim and Kantarci
et al. employed a clock speed agreement algorithm among sen-
sor nodes to force all the nodes run at the same speed. FCSA is a
slow-flooding-based time synchronization, but does not involve
energy consumption affecting the entire network lifetime. In
FTSP [15], sensor nodes broadcast the message using media ac-
cess control (MAC)-layer timestamp and calculating skew based
on linear regression. Also based on MAC-layer timestamp, a re-

cursive time synchronization protocol was proposed by Akhlaq
and Sheltami et al. in RTSP [24]. Unsynchronized node sends re-
quest recursively until synchronized node receives the request. It
achieves low energy consumption owing to linear recursion be-
tween two nodes and infrequent broadcasting of reference node.
By using MAC-layer timestamp, RTSP achieves high accuracy.
MAC-layer timestamp can eliminate many source of errors, but
it is not available in some real-hardware devices. It is assumed
that any variations in processing delay is insensitive. In GTSP
[25], Sommer and Wattenhofer et al. designed the algorithm to
optimize the time error between neighbor nodes. The time syn-
chronization is completely decentralized. At present, other time
synchronization protocols are divided into two types typically,
which are RRP [17], [26], [27] and SRP [11], [18], [28]. In SRP
model, two sensor nodes synchronize with each other by a two-
way message exchange. The messages carry the value of local
timestamps. Nodes calculate the time offset through four col-
lected timestamps. For RRP model, sensor nodes synchronize
with reference node by listening the two-way message. RRP
model is used to reduce the energy consumption.

RBS [17] is a typical approach based on RRP, which was
proposed by Elson et al. The reference node broadcasts mes-
sage, and other nodes receive the message to synchronize with
each other. It reduces the timing critical path, which improves
the accuracy, but energy saving cannot be guaranteed because of
large amounts of exchanging timestamps to collect samples. The
method limiting the transmission distance to reduce the power
consumption has been proposed by Jain and Sharma et al. in
OPRBS [27] based on RBS. But the number of broadcast mes-
sages does not decrease and the energy problem is still serious.
Also based on RBS protocol, the reference node is changed
periodically to avoid the over high consumption of the refer-
ence node in R4syn [26]. A maximum likelihood method is
used to improve synchronization accuracy [29] based on RRP,
which was presented by Djenouri et al. The accuracy is related
to the number of samples, which means message-exchange.
Gong et al. proposed an energy-efficient coefficient exchange
synchronization protocol (CESP) [30] based on RRP. It uses
synchronization coefficient to reduce communication overhead
and improves RBS. But CESP relies on a fixed reference node
that consumes much energy. Ganeriwal et al. proposed TPSN
[11], which established a spanning tree in the network and ex-
changed messages from the root to leaves. Then each node can
synchronize with its parent node. In TSBST [28], He proposed
a novel spanning tree synchronization algorithm. Each parent
node selects only one child node to calculate the time offset.
Then it broadcasts the offset and child nodes synchronize with
it according to the offset. The approach has low energy con-
sumption, but the accuracy of TSBST depends on selected child
node, which is not stable.

Furthermore, Noh et al. presented the GPA [20], which is
one of meaningful pair selection algorithms in the extension of
PBS [19]. PBS proposed the combination of RRP and SRP. The
entire network is divided into many groups. The nodes in the
same group separately use SRP and RRP model to synchronize
with the group leader. GPA largely reduces energy consump-
tion after grouping and maintains high accuracy. But grouping
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Fig. 1. Traditional time synchronization process based on spanning tree. (a) Spanning tree structure. (b) Two-way message exchange. (c) Isolated
nodes.

process consumes much energy, especially in dynamic organiz-
ing topology that needs to be regrouped.

STETS [21], which is a spanning-tree-based time synchro-
nization protocol, has been proposed. When applied to densely
connected IIoT, low energy consumption is more evident. All
nodes in the network are divided into three types. Undefined
node (UN) is in the initial state, which is unsynchronized in
IIoT. Backbone node (BN) is in the state, which forms the span-
ning tree, like black node in Fig. 1(a). The dashed circle means
communication range of BNs in Fig. 1(a). And BNs synchro-
nize with each other using SRP. By listening the information
between two BNs, PNs could synchronize with the parent BN.
PNs cannot send any broadcast message leading to some unsyn-
chronized nodes. The type of node is only a flag in node. The
transition just means that the value of flag is reassigned.

B. Problem Statement

There are many time synchronization algorithms [17], [18],
which need to consume much energy. These methods get high
accuracy at the sacrifice of energy consumption. Excessive en-
ergy consumption is likely to cause nodes failure, and further
reduces the network lifetime.

After analysis, we find that GPA [20] consumes much en-
ergy when the topology is changed. The corresponding proof is
given in Section V. STETS [21] gets a better performance for
the volatile topology. A timer is used to avoid the collision and
construct spanning tree. However, some isolated nodes exist in
some algorithms based on two-way message exchange, which
is described in Fig. 1(b). The dashed circle means communica-
tion range of node A in Fig. 1(b). Node A broadcasts a sync1
message at T1. Node B receives the sync1 message at T2 and
replies a sync2 message at T3. Then node A receives the sync2
message at T4. Next, node A calculates the time offset between
node A and node B according to four timestamps (T1 to T4)
using SRP. Then node B receives the time offset to calibrate its
local clock. Node C lies in the common communication range
of node A and node B. So it is a PN node, which only listens
to the overhead messages (sync1 and sync2). Node C records
timestamp T5 at the moment of receiving sync1 message that

carries the timestamp T2. Then it employs RRP to synchronize
with node A. The two cases of isolated nodes are shown in
Fig. 1(c). 1) Node F , G, H , I only lie in the communication
range of a PN node (node C), but they are out of communica-
tion range of any BN. 2) Node K, J , L miss the message in
two-way message exchange process due to poor signal or packet
loss. In IIoT, sensor nodes are usually deployed in harsh outdoor
environment and unstable channel condition, so packet loss is
likely to happen. If any message is missed during exchanging
timestamps, time synchronization is interrupted. They are all
isolated nodes and do not join the networks. Since the topology
is irregular and network environment is complex, the situations
are likely to occur in IIoT. Besides, the phenomenon that only
BN sends messages leads to unbalance energy among nodes in
IIoT.

To provide a robust and energy-efficient time synchronization
scheme, our approach is proposed.

III. PRELIMINARIES

A. Assumptions

We assume that the distance between the node and its neigh-
bors can be calculated. Classic distance estimation algorithm
RSSI (received signal strength indicator) is widely used in wire-
less applications [31]. In this paper, we use RSSI to estimate the
distance as

Prcd = c ∗ Ptx/(dα ). (1)

In (1), Prcd stands for the received signal power and Ptx is the
transmitted signal power. d is the distance we require, and c, α
are parameters related to the propagation model.

The symbols are described in Table I.

B. Message Format

There are six types of messages appearing in different sce-
narios. The message format used in the algorithm is defined as
follows.

1) DestAddr: destination address of the message.
2) SrcID: unique identifier of the sender.



QIU et al.: ROBUST TIME SYNCHRONIZATION SCHEME FOR INDUSTRIAL INTERNET OF THINGS 3573

TABLE I
SYMBOLS AND DESCRIPTION

Symbol Description

Ti ith timestamp
bl lth BN
pl,i ith PN whose parent node is lth BN
Δ(x, y) Measured time offset between node x and node y
LE(x) Local error of node x
GE(x) Global error of node x
LT(i) Local time of node i
CT(i) Calibration time of node i

DestAddr SrcID Type ParentID RTS STS Level

3) Type: the type of messages including ChRoot (for root
selection), SetT (for setting up Pulling Timer), Init (for
setting up Sync Timer), Sync (synchronization message),
Ack (acknowledgement for receiving the Sync message),
Pulling (for synchronizing isolated nodes).

4) ParentID: the unique identifier for the parent node. It is
filled by NULL for root node.

5) RTS: the timestamp at the moment receiving the Sync
message. Its default value is −1.

6) STS: the timestamp at the moment sending the Ack mes-
sage. Its default value is −1.

7) Level: the level on the spanning tree.

C. Local Time Error and Global Time Error

The time error is an important factor to describe the difference
among the values of calibration time for synchronized nodes.
And calibration time of one node is the sum of local time and
measured time offset. The local time is obtained by crystal
oscillator within node and the measured time offset is calculated
using SRP or RRP. Thus, time error can be used to represent the
accuracy of time synchronization algorithm.

Definition 1: Local time error represents the difference of
calibration time between a node and its parent node in spanning
tree (i.e., one hop error). The local time error for a BN and a PN
is shown in (2) and (3), respectively. LE means the local error.
CT is the calibration time.

LE(bl) = |LT(bl) + Δ(bl−1, bl)− CT(bl−1)| (2)

LE(pl−1,l) = |LT(pl−1,l) + Δ(bl−1, pl−1,l)− CT(bl−1)| . (3)

For a BN and its parent node, the measured offset is gained by
SRP using timestamps. PNs use RRP to calculate the measured
offset.

Definition 2: Global time error represents the difference of
calibration time between a node and the root node in spanning
tree. The global time error of a BN and PN is shown in (4) and
(5). GE is the global error and root is the root node.

GE(bl) = |LT(bl) + Δ(bl−1, bl)− LT(root)| (4)

GE(pl−1,l) = |LT(pl−1,l) + Δ(bl−1, pl−1,l)− LT(root)| . (5)

Similarly to local time error, we may deduce global time error.
All the nodes aim to get synchronized with root node, so root
node does not need to calibrate time (i.e., CT(root) = LT(root)).

IV. ALGORITHM DESIGN

A. Main Idea

As mentioned previously, TATS [22] and PulseSync [23] are
proposed to significantly improve time synchronization accu-
racy. But both of them are not involved in isolated nodes. GPA
[20] and TPSN [11] are two typical protocols based on spanning
tree, which mainly focus on accuracy and energy and also do
not include isolated nodes. Our approach R-Sync reduces en-
ergy consumption compared with GPA, and avoids the isolated
nodes by setting up a pulling timer (PT) for every node. R-Sync
consists of three parts.

1) Preparation for time synchronization is for root selection
and the construction of spanning tree using flood protocol.

2) Initial time synchronization is for message-exchange al-
gorithm by combining the SRP and RRP.

3) Pulling process is for avoiding the isolated nodes.
We simply describe the main idea. Once a node N does

not synchronize in the certain time, its PT expires. It would
broadcast a message requesting for time synchronization. Its
neighbors whose node type is PN, response to node N . If there
is no response due to missing message or without PN neighbors,
node N resets up PT to wait. When more PNs receive the request,
node N chooses first-reply PN to synchronize with and ignores
other PNs.

Our main idea is shown in Fig. 2. The solid line without ar-
row indicates that two nodes lie in the communication range of
each other. The dashed line with arrow indicates the sending
message. The dashed circle indicates the communication range
and solid circle represents the synchronized area. All nodes are
UNs at the beginning. In the first round, root node is randomly
selected based on node identifier. We select node A as the root.
When initializing the topology, the root node A broadcasts a
message to all neighbors. Any node that receives the message
sets up the PT, and forward the message until all nodes set up the
timer shown in Fig. 2(a). The initial value of PT is set accord-
ing to level of spanning tree. When the node is synchronized,
it cancels the PT. Fig. 2(b) shows the finished initial time syn-
chronization. Then the PT of one unsynchronized node expires
such as M in Fig. 2(b). It broadcasts a message to request for
time synchronization. If there is no PN among its neighbors or
the message is missed, M must reset up the PT. In contrast,
the request message of node K and node R can be received by
one PN in Fig. 2(c). Node G and node J receive the message
and they convert themselves to BN. Thus, they begin to exe-
cute message-exchange synchronization algorithm using SRP
and RRP, shown in Fig. 2(d). This process is repeated until all
the nodes are synchronized, as shown in Fig. 2(e). Fig. 2(f)
shows the process for root node selection. At the next round of
the time synchronization, the node that lies in communication
range of last root node and has the most residual energy, is se-
lected as new root node such as B. Because it owns the most
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Fig. 2. Process of main idea. (a) Process of setting up PT. (b) One case of resetting up PT. (c) UNs broadcast a Pulling message. (d) PNs change
to BNs. (e) Finished time synchronization. (f) Root selection strategy.

energy in all neighbors of node A. Therefore, the more the time
synchronization rounds are, the better energy-balance is.

B. Time Synchronization Process

In this section, we present pulling mechanism with two timers.
The sensor nodes are deployed in a certain area as shown in
Fig. 2.

1) Preparation for Time Synchronization: In the beginning
of each round of time synchronization, all nodes are UNs. Each
UN has to set up a PT. Node A is selected randomly as root
node in the first round. At first, it becomes a BN and its level
is 0. Then the root node A broadcasts a SetT message. Other
nodes that receive the message, set their levels to L + 1 (L
indicates sender’s level), set up the PT, and forward the messages
continuously. If a node has already set up a PT, it ignores the
message. The SetT message of node A is filled as follow. The
0xFFFF in DestAddr means that the message is a broadcast
message.

DestAddr SrcID Type ParentID RTS STS Level

0xFFFF A SetT Null −1 −1 0

2) Initial Time Synchronization: In this process, there are
four phases to achieve the initial time synchronization using
two-way message exchange.

Phase 1: After all nodes have set up the PT, the root node A
broadcasts an Init message. The Init message of node A is filled
as follow.

DestAddr SrcID Type ParentID RTS STS Level

0xFFFF A Init Null −1 −1 0

Phase 2: For each UN that receives an Init message (e.g.
node C, B, G): If PT of the node is working, it is cancelled. The
sender node A is marked as ParentID. Then it sets up a Sync
timer (ST), which is used to select BN. It is different from PT.
After ST of node C expires first, the node type of C converts
from UN to BN. Then node C sends back a Sync message
recording the local time T1.

Phase 3: For the node that receives a Sync message:
Case 1: If the node is an UN, DestAddr in the message is

not equal to UN’s ID (e.g., node B,G). It records the local
timestamp T5 at receiving the message and cancels the ST.
Then it changes its node type to PN.

Case 2: DestAddr in the Sync message is equal to the node’s
ID (e.g., node A). It records the local timestamp T2 when re-
ceiving the message and replies an Ack message at the moment
T3. The Ack message carries the timestamps T2 and T3 in the
field of RTS and STS.

Phase 4: For the node that receives an Ack message:
Case 1: DestAddr in the Sync message is equal to the node’s

ID (e.g., node C). The local timestamp T4 is recorded at receiv-
ing the message. The offset can be calculated by four timestamps
T1, T4, RTS, and STS using SRP. So that it can synchronize
with its parent node A by local clock and the offset. Then it
broadcasts an Init message.

Case 2: If the node is a PN, DestAddr in the message is not
equal to node’s ID (e.g., node B,G). According to timestamp
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Fig. 3. Process of time synchronization.

T5 and RTS carried in the message, the time offset to its parent
node can be calculated using RRP.

Phases 2–4 are repeated in the topology continuously. When
BN at the leaves of spanning tree broadcasts an Init message
without any reply, the initial time synchronization phases finish.
But some UNs are not involved in the initial time synchroniza-
tion. The UNs, which only lie in the communication range of
PNs or miss message, are isolated (e.g., node K, O). In order to
save these unsynchronized UNs, the PT starts to work.

3) Pulling Process: When node K’s PT expires, it must be
an UN. Then it broadcasts a Pulling message. If it does not
receive any response (i.e., Init message) or misses the message,
it resets up the PT immediately.

For the node that receives a Pulling message (e.g., G): Node
G converts its node type from PN to BN. Then it broadcasts
an Init message. Thus, phase 2-phase 4 in initial time synchro-
nization can be repeated. One time synchronization process and
corresponding timing chart are shown in Fig. 3.

4) Root Selection for Next Round: When neighbors of root
node A get synchronized, they send their residual energy to
node A. The root node selects one neighbor (e.g., node B) with
the most residual energy. Then the root node sends a ChRoot
message to node B. The node B is changed to the new root
node, when it receives the message.

The pseudocode of above four processes is shown in Ap-
pendix. As for algorithm complexity of R-Sync, in addition to
root node, each PN or BN only stores the offset in space com-
plexity. The calculations for offset are not involved in loops.
Thus, time complexity of PN isO(1) at best or worst case. BN’s
time complexity depends on the number of its child nodes. There
is extra time cost for nodes that have to send Pulling message. It
depends on the number of hops to the recent PN. In densely con-
nected and large-scale network, the number of Pulling message
is limited. So R-Sync is a lightweight algorithm.

C. Timers Initialization

For PT, we acquire the average time each hop of synchroniza-
tion process through simulation, named AT Period. Average
time each hop refers to time cost of two-way message exchange
process. One process starts when father node broadcasts initial
message and ends until son nodes finish time synchronization.
The results of AT Period in simulation is shown in Fig. 4.
And we get the specific value of AT Period according to

Fig. 4. Average running time of each hop.

Fig. 5. Initial value for two timers. (a) Case of setting up PT. (b) Case
of BN selection.

network size. Moreover, we name the period of time Init T ime
for topology initialization at the beginning. And the root node
starts time synchronization after topology initialization. The
initial value of PT is set according to nodes level of spanning
tree. And initial value of PT is L ∗AT Period+Init T ime. In
Fig. 5(a), node A is the root node without setting up PT. The
initial value of node G is AT Period+Init T ime and node H
is 2* AT Period+Init T ime. Setting up PT according to level
is used to reduce the situation of PT resetting up.

For ST, if the initial value is randomly selected, two BNs may
be closer to each other. It is likely to slow the propagation of
time synchronization process, such as node A and B in Fig. 5(b).
Therefore, we should choose a BN as far as possible. Two BNs
can cover more nodes when they are farther from each other.
And the period of time synchronization can be reduced. The
node can calculate the distance to the sender according to (1).
So the initial value of ST is determined by the distance. The
farther the distance is, the smaller the initial value is. The initial
value of ST is α + 1/distance, where α is a constant.

V. SIMULATION AND PERFORMANCE EVALUATION

A. Simulation Setup

We use network simulation tools NS-2 to compare and an-
alyze R-Sync with TPSN [11], GPA [20], and STETS [21].
Stochastic topology method is used in simulation, and all sen-
sor nodes are randomly deployed in area of 1000 m × 1000 m.
The model of radio propagation is two-ray ground that is suitable
for long distance transmission. We use energy model in NS-2
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Fig. 6. Required number of messages. (a) Different communication ranges. (b) Different number of nodes.

to evaluate the energy consumption. The transmission power
is 0.6 w, receiving power is 0.3 w, and idle power is 0.15 w.
We focus on the number of broadcast messages, the percentage
of synchronized nodes, time synchronization error, and energy
balance to show the performance of R-Sync. In order to reduce
the impact of random errors, we run 10 000 cycles for each
experiment and get the average value of them.

B. Number of Messages

Here all the messages required broadcast are used to exchange
timestamps and construct initial network architecture.

Lemma 1: Let MTPSN be the number of required broadcast
messages in TPSN, then MTPSN = 4L− 3, where L is the num-
ber of overall nodes in IIoT.

Proof: For TPSN, the tree is constructed in the beginning.
L messages are required. Since each node is connected to its
parent node except the root node, there are L− 1 edges in a
tree. In addition, three messages are required in every edge [11].
Thus, the number of required broadcast messages in TPSN is
MTPSN = L + 3(L− 1) = 4L− 3. �

Lemma 2: Let MGPA be the required number of broadcast
messages in GPA. Then MGPA = 3L + 3B − 5, where B is the
number of BN (the BN in each group) in the network.

Proof: All the nodes are divided into several groups, which
need L messages. Also, the group leader has to master the
connection information among all the child nodes in a group to
calculate the maximum connection child node. For every group,
each child node needs to broadcast one connection discovery
message to other child nodes and then sends another message
carrying the number of connection child nodes to group leader,
so 2 ∗ (L− 1) messages are required. Besides, three messages
are used for each nonroot node in every pairwise synchronization
and the number of BN node is B [20]. Therefore, the number of
required broadcast messages in GPA is the sum of above three
parts: MGPA = L + 2(L− 1) + 3(B − 1) = 3L + 3B − 5.

Lemma 3: Let MR-Sync be the number of required broadcast
messages in R-Sync. Then MR-Sync = L + 3(B − 1) + R,
where R is the number of Pulling messages in pulling process.

Proof: The spanning tree is constructed and the PT is set up
at the beginning of R-Sync. Each node needs to broadcast one

Fig. 7. Time synchronization percentage.

message. In the initial time synchronization phases, the message
number is three times as many as the number of BN link in
the network. Additionally, extra required message is Pulling
message. Thus, the number of required broadcast messages in
R-Sync is MR-Sync = L + 3(B − 1) + R. �

Compared with GPA, the nodes are not grouped in R-Sync.
Some Pulling messages exist in pulling process, but the number
of these messages is quite limited. Furthermore, in densely con-
nected network, B and R decrease due to the increasing number
of covered nodes. L is fixed for a certain topology. Thus, MR-Sync

decreases through Lemma 3.
In Fig. 6(a), the broadcast number of R-Sync is compared with

that of TPSN and GPA under different communication range
in the entire network. In the simulation, the sensor nodes are
randomly deployed in the area 1000 m × 1000 m. The number
of sensor nodes is set to 240. It can be seen that R-Sync requires a
much lower number of broadcast messages than TPSN and GPA
with the communication range increasing. From the Lemma 1,
the number of broadcast messages in TPSN is only related to the
number of sensor nodes, so the numbers of broadcast messages
in different communication ranges are almost same. Besides,
the proposed R-Sync decreases faster than GPA due to that the
Pulling messages decrease more sharply according to Lemma 2
and Lemma 3.
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Fig. 8. Energy consumption distribution. (a) TPSN. (b) GPA. (c) R-Sync.

Fig. 9. Average time error. (a) Local time error. (b) Global time error.

Fig. 10. Hardware experiment. (a) Topology of experiment. (b) Global time error. (c) Local PN error versus local BN error.

In Fig. 6(b), we evaluate the performance of R-Sync, TPSN,
and GPA with different number of sensor nodes assuming the
same simulation settings as in Fig. 6(a). The communication
range of each node is set to 85 m. It can be seen that R-Sync
increases slower than GPA and TPSN. Besides, for R-Sync, the
number of broadcast messages is the least among the algorithms.
Therefore, the energy consumption of R-Sync is lower than GPA
and TPSN especially in densely connected and large-scale IIoT.

The number of broadcast messages is a crucial metric
to evaluate whether an algorithm is energy-efficient because
transmitting messages require maximum energy consumption
during the lifetime of a node.

C. Synchronization Percentage

We compare the synchronization percentage (the proportion
of synchronized nodes in all nodes) of each algorithm with

different number of nodes in Fig. 7. The communication range
is set to 85 m. The results show that R-Sync, GPA, and TPSN
almost make all the nodes synchronized, but STETS has a poor
performance despite of the synchronization percentage increas-
ing. In addition, when the number of nodes is in the range of 200
to 300, it is inevitable that some nodes that lie in the unconnected
area cannot be synchronized.

D. Energy Balance

In Fig. 8, the performance of nodes energy consumption dis-
tribution is illustrated. The number of nodes is set to 300 and
the communication range is 100 m. The standard deviation of
energy consumption in R-Sync is 0.017. And standard devia-
tion of energy consumption in GPA and TPSN are 0.030 and
0.031, respectively. It can be seen that energy consumption is
less and energy distribution is more balanced in R-Sync than
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GPA and TPSN. For TPSN, the access time in MAC layer is
varying, so that the energy distribution in TPSN is less unbal-
anced. In GPA, the distribution of energy consumption is more
unbalanced, because no specific method of energy balance is
given.

E. Local Time Error and Global Time Error

As an effective time synchronization algorithm, the synchro-
nization accuracy is an essential factor. The average local time
error of R-Sync, GPA and TPSN is shown in Fig. 9(a). The cal-
culations of local time error follow (2) and (3). The communica-
tion range is set to 100 m. It can be observed that the local time
error of R-Sync and GPA are lower than TPSN. In TPSN, only
SRP is used to calculate the time error in overall the network,
so the channel is more busy, especially in dense and large-scale
networks. In order to avoid the packet loss, the packet must wait
until it can access the channel in the MAC layer. It increases the
access time, so the sender-side error increases. Although MAC-
layer timestamping can reduce the sender-side error, it needs so-
phisticated implementation. Without MAC-layer timestamping,
it has been proved that the accuracy of RRP is better than SRP
in TPSN. So the time error in TPSN is larger. In Fig. 9(b), global
time error is described and compared among the algorithms fol-
lowing (4) and (5). The standard deviation of global time error
in R-Sync and GPA are 90.88 and 106.25, respectively. The
accuracy of R-Sync is more stable than GPA. As global time
error represents the difference of calibration time between the
node and root node, the global error is larger than the local error
normally. Therefore, the time error in R-Sync is smaller.

F. Implementation on Sensor Modules

The performance of R-Sync is tested on wireless hardware
nodes based on ARM Cortex-M3 (88MZ100) with 32 MHz high
precision crystal oscillator. The topology is shown in Fig. 10(a).
The blue region indicates the pulling process. The dashed circle
indicates the communication range. The mixed region of pink
and yellow indicates the initial time synchronization. There are
eight hops BNs in initial time synchronization (i.e., b0 to b8).
The module b9 changes from PN to BN in the pulling process.

In order to calculate the time error, we connect a general-
purpose input/output (GPIO) interface from wireless sensor de-
vices to an external measuring-module. The measuring-module
is programmed to emit a pulse in a interval. The sensor modules
record the timestamps as soon as external interrupt is triggered
by a pulse from measuring-module. The timestamps of each
sensor module are sent to PC. And the difference between the
timestamps represents the time error in PC. The experiments
are repeated many times to reduce the impact of random errors.
Both sensor and measuring module support the clock at the mi-
cro second level. Thus, the measured time error among sensor
modules is reliable and accurate.

In Fig. 10(a), the experiment shows that the average global
time error almost increases with hop number. Due to the various
uncertain factors in real experiment such as unstable channel
condition, hardware delay, or some interferences, the time error
in experiment is a little greater than that in the simulation. With

time changing, the local errors for PN and BN in simulation and
hardware are compared in Fig. 10(b). Because the topology in
experiment is not a densely connected network, the PN error
and BN error are close to each other. It shows the clock drift in
simulation and hardware. Due to temperature, the local error of
hardware is almost 0 at the beginning. The drift of simulation is
a little lower than that of hardware.

VI. CONCLUSION

In this paper, a robust time synchronization scheme for IIoT
has been proposed, namely R-Sync to greatly reduce energy
consumption on entire synchronization process. R-Sync elim-
inates the isolated nodes and makes all the nodes in networks
synchronized. R-Sync also combines the SRP and RRP, so low
energy consumption is required in the time synchronization.
Besides, the nodes are not grouped in R-Sync. Thus, no extra
energy consumption is required.

R-Sync is a trust and robust approach and synchronizes over-
all nodes by setting up a PT on each node at the beginning of
the algorithm. The spanning tree is constructed. At the same
time, PT is setting up. The order of the started PT is from the
root to leaves in the spanning tree to avoid the reset of PT.
After PT expires, one PN changes to BN, so that the isolated
nodes are recovered. We also propose a root selection algorithm,
which makes the energy balanced among nodes and extends the
lifetime of sensor networks. In the simulation, we evaluate the
performance of R-Sync, TPSN, GPA, and STETS on NS-2. Sim-
ulation results show that the energy consumption of R-Sync is
obviously lower than GPA and TPSN, especially in densely con-
nected and large-scale network. The percentage of synchronized
node in R-Sync is greater than that in STETS. Therefore, the
low energy consumption is achieved. The energy of R-Sync is
more balanced than TPSN and GPA. Moreover, we use 28 sensor
modules to evaluate the global error over multihops and clock
drift on the ARM Cortex-M3-based testbed. The experimental
results are close to that in simulation.

The major disadvantage of R-Sync is that the period of syn-
chronization process might be prolonged due to the extra pulling
process. The further research work will be focused on how to
improve time synchronization accuracy with low energy con-
sumption and shorten the synchronization period in the future.
In order to achieve high accuracy, the MAC-layer timestamping
will be applied in the scheme.

APPENDIX

Algorithm 1: Root Selection For Next Round.
1: �Upon receiving < DestAddr, SrcID, Type,

PrntID,RTS, STS,Level >
2: if Type = ChRoot and DestAddr = ID then
3: isRootNode← True
4: nodeType← BN
5: myLevel← 0
6: end if
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Algorithm 2: Preparation For Time Synchronization.
1: Initialization
2: if isRootNode = True then
3: nodeType← BN
4: broadcast < 0xFFFF, ID, SetT,Null,

−1,−1, 0 >
5: end if
6: �Upon receiving < DestAddr, SrcID, Type,

PrntID,RTS, STS,Level >
7: if Type = SetT and PT is idle then
8: set up timer PT
9: myLevel← Level + 1

10: broadcast < 0xFFFF, ID, SetT,Null,
−1,−1,myLevel >

11: end if

Algorithm 3: Initial Time Synchronization.
1: if isRootNode = True then
2: broadcast < 0xFFFF, ID, Init,Null,

−1,−1, 0 >
3: end if
4: �Upon ST expires
5: nodeType← BN
6: T1← ReadCurrentT ime()
7: broadcast < MyPrntID, ID, Sync,MyPrntID,
−1,−1,myLevel >

8: �Upon receiving < DestAddr, SrcID, Type,
PrntID,RTS, STS,Level >

9: if Type = Init and nodeType = UN then
10: cancel PT
11: set up timer ST
12: MyPrntID ← SrcID
13: else if Type = Sync then
14: T2← ReadCurrentT ime()
15: if PrntID = MyPrntID and nodeType = UN

then
16: nodeType← PN
17: cancel ST
18: else if DestAdrr = ID then
19: T3← ReadCurrentT ime()
20: broadcast < SrcID, ID,Ack,MyPrntID,

T2, T3,myLevel >
21: end if
22: else if Type = Ack and SrcID = MyPrntID then
23: T4← ReadCurrentT ime()
24: if DestAddr = ID then
25: offset← SRP (T1, RTS, STS, T4)
26: localtime← localtime + offset
27: broadcast < DestAddr, ID, Init,

MyPrntID,−1,−1,myLevel >
28: else if nodeType = PN then
29: offset← RRP (T2, RTS)
30: localtime← localtme + offset
31: end if
32: end if

Algorithm 4: Pulling Process.
1: �Upon PT expires
2: broadcast < 0xFFFF, ID, Pulling,Null,
−1,−1,myLevel >

3: set up PT
4: �Upon receiving < DestAddr, SrcID, Type,

PrntID,RTS, STS,Level >
5: if Type = Pulling then
6: nodeType← BN
7: broadcast < 0xFFFF, ID, Init,MyPrntID,
−1,−1,myLevel >

8: end if
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