Abstract

This paper addresses the automatic detection of microaneurysms (MA) in color fundus images, which may play a key role in computer assisted diagnosis of Diabetic Retinopathy (DR), a serious and frequent eye disease.

The algorithm can be divided into 4 steps. The first step consists in image enhancement, shade correction and image normalization of the green channel of the color fundus image. The second step aims to detect the candidates, i.e. all patterns which may correspond to MA, which is achieved by the diameter closing and an automatic threshold scheme. Then, features are extracted, which are used in the last step to automatically classify candidates into real MA and other objects; the classification relies on kernel density estimation with variable bandwidth.

A data base of 21 annotated images has been used to train the algorithm. The algorithm was compared with manually obtained gradings of 94 images; sensitivity was 88.5% at an average number of 2.13 false positives per image.
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1 Introduction

Diabetic Retinopathy (DR) is one of the most serious and most frequent eye diseases in the world; it is the commonest cause of blindness between 20 and 60 years. DR is a complication of diabetes mellitus and although the disease does not necessarily coincide with vision alteration, about 2% of the diabetic patients are blind and 10% suffer from vision loss after 15 years of diabetes [13], [16] due to complications of DR.

Over and above that, the situation may not improve in the future. At the contrary: due to the increasing number of diabetic patients, the number of people affected by DR is expected to increase; DR is becoming a real problem for our society and for the national health systems. According to [15], blindness due to diabetic eye disease produces costs of about 500 million dollars a year in the United States.

The main cause of the disease is the elevation of glucose in the blood, resulting in an alteration of the vascular walls whose first manifestations are MA, tiny dilations of the capillaries. They can be seen as the first unequivocal sign of DR. This first abnormality does not affect the vision itself, but progression of DR to later stages conducts to complications like new vessels and macular edema, possibly leading to vision impairment and blindness. Both of these two main complications can be prevented by a proper treatment if the disease is detected early enough. Hence, early diagnosis of DR is essential for the prevention of vision impairment and blindness threatening a large number of persons in our society.

One of the easiest ways to diagnose DR, is the analysis of color fundus images: their acquisition is cheap, non-invasive and easy to perform and the most important lesions of DR are visible in this type of images. Although fluorescein angiographies (FA) allow detection of MA with a greater sensitivity, they are invasive and costly and therefore not adapted for screening purposes.

As DR is a silent disease in its first stages, i.e. many patients are not aware of its presence, it often remains undiagnosed in its earlier stages [12]. Annual examinations of all diabetic patients are therefore highly recommended [13], [15]. The problem is however, that this would produce tremendous costs, because the number of examinations would be enormous. Over and above that, there are not enough specialists to perform so many examinations; especially in rural areas, a mass-screening of DR is not feasible at present. An automatic pre-diagnosis based on image processing may help to overcome this problem by identifying automatically all “abnormal” retinas, i.e. all color images showing typical lesions for DR.

A further field of actual problems in the diagnosis of DR is the quantitative
evaluation of different examinations in order to assess the evolution of the disease. At present, this is done only qualitatively. MA counts are a good indicator for the progression of DR though [13], [11], [16]; such a quantitative approach can therefore be based on MA counts. The aspect of quantification is extremely important for the assessment of the efficiency of a treatment or of a new drug. However, a manual comparison between different images is a very time-consuming and error-prone task. Once again, computer assisted diagnosis may help to overcome this problem (see also [34], [37]).

In both mass-screening and monitoring, the automatic detection of MA plays a key role, because they are the first unequivocal sign of DR as well as an indicator for its progression [16]. Therefore, we believe that a system of computer assistance should rely on a robust detection of MA.

The paper is structured as follows: First, we present former approaches for MA detection in color fundus images and angiographies. Then, we describe a new method for the automatic detection of MA based on criteria closings and classification. We discuss the results of the algorithm and conclude.

2 State of the art

As the detection of MA is crucial to computer assisted diagnosis of DR, there is a large number of publications addressing this problem. The majority of these publications deal with the detection of MA in fluorescein angiographies. The problem is quite similar: in the green channel of color images, the MA appear as dark patterns, small, isolated and of circular shape. In FA, they appear as bright patterns and better contrasted, but the shape characteristics remain the same.

The first algorithm for the detection of MA in FA has been presented in 1983 by BRUNO LAŸ [14]. The author introduced the radial opening $\gamma^{sup} = \bigcup L_i$, i.e. the supremum of morphological openings with linear structuring elements $L_i$ in different directions in order to remove the MA but to preserve the piecewise linear vessels. The difference image (the so called top-hat transformation) $f - \gamma^{sup}(f)$ extracts details which may correspond to MA. Variants of this technique have been used subsequently by most of the authors working on the automatic detection of MA.

In [27], the authors propose a shade correction and a normalization of the dynamic range. The candidates are detected by means of a matched filter approach. This candidate filter is not well adapted to distinguish between MA and elongated structures, which is done in a second step.
The authors of [21] propose a quite similar prefiltering procedure; the candidates are found by morphological hit and miss transform. Even if this approach was not further investigated, it was the first publication about the detection of MA in color images.

In [28], SPENCER ET AL. propose more advanced image correction procedures for FA (using additional “control” images) as well as a more complete and much more efficient MA detection algorithm; they were the first to propose an additional classification step (rule based) after the top-hat based segmentation. They also showed the limits of the method presented in [14], which will be discussed later on.

In [28], [6] and [18] variations of this methods are proposed; namely the prefiltering and classification procedures are improved or changed. A much more sophisticated classification method has been proposed in [1].

In [33], [35], criteria based closings have been applied as candidate filter; as classification method, the $kNN$ method was used. These were former versions of the algorithm presented in this paper.

In [20], the authors aim at detecting MA and hemorrhages with a similar method, but with a segmentation step based exclusively on the pixel color. Whereas this seems to be a very promising approach for the detection of larger lesions for which there is no information about size and shape (like hemorrhages), it does not seem appropriate for the detection of MA. The authors come to the result that a hybrid approach is preferable, i.e. that the detection of hemorrhages and microaneurysms are two separate image processing tasks.

3 An automatic method for the detection of MA in color fundus images

MA appear as small reddish isolated patterns of circular shape in color fundus images [16]. They are characterized by their diameter which is always smaller than 125$\mu m$. As they come from capillaries, and as capillaries are not visible in color fundus images, they appear as isolated patterns, i.e. disconnected from the vascular tree. MA have typically low contrast and they may be hard to distinguish from noise or pigmentation variations.

The pipeline of the method presented in this paper is illustrated in figure 1. First, a shade correction algorithm is applied to the green channel in order to remove slow background variations due to non-uniform illumination. Then, candidates are detected by means of the diameter closing [33] and an automatic
threshold scheme. In a third step, features are calculated for these candidates allowing the final decision whether they are to be accepted as real MA or rejected. As classification procedure, we use the kernel method [7].
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Fig. 1. The principle of the algorithm for microneurysm detection

In the following, we will detail and discuss each step of this algorithm.

In this study, we used an image set of 115 digital images taken with a SONY color video 3CCD camera on a Topcon TRC NW6 retinograph with dilatation of the pupil. The images have a size of 640x480, a resolution of 13.6 m per pixel and they have been taken with an angle of 45 degrees. The algorithm parameters we give refer to these images.

### 3.1 Use of color information

In publications concerning fundus image analysis, it can often be read that the green channel is the most contrasted one, that the red channel is saturated and that the blue channel does not contain any information. In this subsection, we want to make a few remarks on this observation; a more detailed discussion can be found in [36] and [19].

In [22] and [4], an interpretation of the color content of fundus images is given, based on a radiation transport model. After having entered the inner eye through the pupil, the light transverses its different layers where it is partly reflected, absorbed and transmitted. The percentages of reflected, absorbed and transmitted light depend on the tissue properties and in particular on the concentration of the two pigments melanin and hemoglobin.

The violet and blue light entering the eye is strongly absorbed by the lens pigments. Also, the absorption coefficients of melanin and hemoglobin for blue light are higher than for other wavelengths; as a consequence, most of the blue light is absorbed within the eye and does not much contribute to the spectrum of a color fundus image. Over and above that, the dispersion of blue light is higher than for light of higher wavelengths. That is why opacities disturb blue light more than light of lower frequency.

For green light, there is a particular situation because the absorption coefficient of hemoglobin has a peak in this part of the spectrum. As a consequence, features containing hemoglobin absorb more green light than the surrounding tissue; they appear dark and well contrasted in images taken with green light. The green light is reflected on the retinal pigment epithelium and the choroid.
Green light is less absorbed by the fundus layers than blue part of the spectrum, but more than red light, which penetrates deeper into the layers of the inner eye and which is mainly reflected at the choroid. The red light is less absorbed by the pigments of the inner eye, and it dominates the reflected spectrum. This is the reason why the color fundus images appear reddish and why the structures containing pigments are less contrasted than it is the case for green light. Furthermore, the remitted spectrum for red light depends much on melanin concentration in the choroid, as shown in [22].

These considerations explain the observations made by so many authors, that the green channel of the RGB-representation shows the best contrast, that the red channel is often saturated (or at least the brightest color channel), but often has low contrast and that the blue channel is very noisy and suffers from poor dynamic range. This does not mean that there cannot be any useful information in the red and blue channel. It just means that blood containing elements (as MA or vessels) in the retinal layer are best represented and have highest contrast in the green channel.

3.2 Preprocessing

Color fundus images often suffer from non-uniform illumination, poor contrast and noise. The preprocessing step aims at attenuating these imperfections.

In this subsection, we present an operator which performs shade correction and contrast enhancement. We start by defining a global contrast operator and show that its local application results in a shade correction operator. Darkening due to bright lesions is taken into consideration; a filtering step has been proposed in order to avoid it. This operator has first been proposed in [35], a variation of this operator has then been published in [20].

3.2.1 Polynomial contrast enhancement

The polynomial contrast enhancement operator is a simple gray level transformation: it assigns to each pixel a new gray level independently of the neighbor gray level distribution.

Let \( f : E \rightarrow T \) be a gray level image with \( T = \{t_{\text{min}}, \ldots, t_{\text{max}}\} \subset \mathbb{R} \) a set of rational numbers. Let \( U = \{u_{\text{min}}, \ldots, u_{\text{max}}\} \subset \mathbb{R} \) be a second set of rational numbers. A gray level transformation \( \Gamma \) is a mapping \( T \rightarrow U, u = \Gamma(t) \).

We define a polynomial gray level transformation with parameter \( r \) as follows:
\[ u = \Gamma(t) = \begin{cases} 
  a_1 \cdot (t - t_{\text{min}})^r + b_1, & \text{if } t \leq \mu_f \\
  a_2 \cdot (t - t_{\text{max}})^r + b_2, & \text{if } t > \mu_f 
\end{cases} \] (1)

with \( a_1, a_2, b_1, b_2 \) a set of parameters which can be determined in order to obtain a convenient transformation graph, and \( \mu_f \) the global gray level mean of image \( f \).

For convenience, the gray level transformation is constructed in such a way that it assigns the center between \( u_{\text{min}} \) and \( u_{\text{max}} \) to the mean value \( \mu_f \), i.e.:

\[ \lim_{t \to \mu_f^-} \Gamma(t) = \lim_{t \to \mu_f^+} \Gamma(t) = \frac{1}{2} (u_{\text{min}} + u_{\text{max}}) \] (2)

Furthermore, it makes sense to postulate that \( \Gamma(t_{\text{min}}) = u_{\text{min}} \) and \( \Gamma(t_{\text{max}}) = u_{\text{max}} \) in order to make use of the whole range of \( U \). With these four conditions, we can determine \( a_1, a_2, b_1 \) and \( b_2 \) of equation (1), and we obtain for the global polynomial contrast enhancement operator:

\[ u = \Gamma(t) = \begin{cases} 
  \frac{1}{2} \left( \frac{u_{\text{max}} - u_{\text{min}}}{(\mu_f - t_{\text{min}})^r} \right) \cdot (t - t_{\text{min}})^r + u_{\text{min}}, & \text{if } t \leq \mu_f \\
  \frac{1}{2} \left( \frac{u_{\text{max}} - u_{\text{min}}}{(\mu_f - t_{\text{max}})^r} \right) \cdot (t - t_{\text{max}})^r + u_{\text{max}}, & \text{if } t > \mu_f 
\end{cases} \] (3)

The corresponding graph is shown in the figure 2 for different \( \mu_f \). The resulting transformation is not necessarily symmetric to the point \( (\mu_f, \frac{1}{2} (u_{\text{max}} + u_{\text{min}})) \).

With the parameter \( r \), which can be chosen freely, we can control how much the contrast is enhanced. Suppose that \( \mu_f = \frac{1}{2} (t_{\text{min}} + t_{\text{max}}) \). Then, we obtain
a linear contrast stretching operator for \( r = 1 \). For \( r \to \infty \), we apply the threshold \( \mu_f \).

If this operator is applied to the whole image as a global contrast operator, the result is not satisfying due to slow background variation. In fact, the proposed gray level transformation does only enhance the contrast for subsets of \( T \) for which \( \frac{\partial u}{\partial t} > 1 \) (see figure 2). For instance, the contrast of a dark detail situated in a dark region may even be attenuated.

### 3.2.2 Contrast enhancement and shade correction

It is possible however to overcome this problem by applying the contrast operator of equation (3) locally, i.e. we substitute the global mean \( \mu_f \) by a local background approximation. One possibility is to calculate the mean value of \( f \) within a window \( W \) centered in the pixel \( x \):

\[
\mu^W_f(x) = \frac{1}{N_W} \sum_{\xi \in W(x)} f(\xi)
\]  

(4)

As for large window sizes, this operator would be very slow, it is advantageous to make use of integral images [31]. The window size in our study was chosen 25 × 25 pixels.

In this way, a contrast operator is obtained for which the transformation parameters depend on the mean value of the image in a sliding window of a certain size. Hence, besides enhancing the contrast, this operator also removes slow background variations, because the contrast enhancement graph from figure 2 is readjusted in every point to the local mean.

However, for pixels close to bright features, the background approximation may be biased by blurred bright objects. Indeed, we observe a “darkening” close to bright objects as the papilla or exudates. This darkening is a real problem in MA segmentation. Therefore we propose to calculate the local mean value on a filtered image, where all these bright features have been removed. The area opening \( \gamma^a_\lambda \) [30] removes all bright objects having an area (number of pixels) smaller than \( \lambda \) (we have chosen \( \lambda = 2500 \)); it preserves the contours of the remaining objects. As the contour preservation is crucial in this case, this operator seems well adapted to this task. For readability, we write \( \mu^\ast \) for the mean value of the area opened image \( \gamma^a_\lambda f \) within a window \( W \), i.e. \( \mu^\ast = \mu^W_{\gamma^a_\lambda f}(x) \), and we obtain:

\[
[SC(f)](x) = \begin{cases} 
\frac{1}{2}(u_{\max} - u_{\min}) \cdot (f(x) - t_{\min})^r + u_{\min} & \text{ if } t \leq \mu^\ast(x) \\
\frac{1}{2}(u_{\max} - u_{\min}) \cdot (f(x) - t_{\max})^r + u_{\max} & \text{ if } t \geq \mu^\ast(x)
\end{cases}
\]  

(5)
Comparing figure 3(b) with 3(c), we see that our shade correction method has improved significantly. Previous methods of shade correction [28], [6] and [18] produce too many false positives due to the darkening of regions close to bright patterns.

The presented methods relies on the idea that bright, contrasted features are not part of the background. A more general approach for retinal image normalization based on background detection has been proposed in [8] and [9]; it would be interesting to study the influence of these advanced image normalization techniques on the MA detection performance.

After having normalized the image, we apply a small gaussian filter in order to attenuate the noise (width 5 pixels, $\sigma = 2$); it can be seen as a matched filter [27] which will not attenuate gaussian like signals in the way it attenuates the
noise. With \( G \) a gaussian filter, we obtain the preprocessed image \( p \) by:

\[
p = G \ast SC(f_g)
\]

(6)

3.3 Detection of candidates by means of the diameter closing

The aim of the next step is to find “candidates”, i.e. regions which may correspond to MA. According to its medical definition, a MA is a reddish, circular pattern with a diameter less than 125\( \mu m \). As MA appear as dark patterns in the green channel (see section 3.1), we aim at finding all dark patterns in the green channel with a diameter smaller than \( \lambda \) pixels (resolution dependent); additional information is then used in the classification step. We think that this segmentation strategy is the most appropriate one, as the color content in the red and the blue channel are negligible for MA. The segmentation procedure is a direct translation of the medical definition of a MA.

The most straightforward method would be to adapt the method proposed in [14] to the green channel of color images, i.e. to calculate morphological closings \( \phi_{L_i} \) with linear structuring elements \( L_i \) in different directions \( i \) (for definition of morphological operators, see [26], [23]). The closing \( \phi_{L_i} \) removes all dark features in an image which cannot contain the structuring element \( L_i \) of direction \( i \). As for a properly chosen size of \( L_i \), the MA cannot contain any of the structuring elements, independently of their direction, whereas the vessels can contain at least the structuring element in one direction, the operator \( \phi^{\inf} = \cap \phi_{L_i} \) removes only MA and not the vessels, supposed to be piecewise linear. However, in [28], the authors mention a limitation of this method: due to the limited number of considered directions, tortuous vessel like patterns may be treated like MA, as they cannot contain a structuring element either. The ideal operator would be \( \phi^{\inf} = \cap \phi_{B_i} \), with all structuring elements \( B_i \) having a diameter of \( \lambda \) pixels (or more). In this subsection, we propose an algorithm which is optimal in this sense. This method has first been published in [32] and relies on the work of VINCENT [30] and BREEN AND JONES [2].

First, we define the diameter \( \alpha \) of a connected set \( X \) as its maximal extension:

\[
\alpha (X) = \max_{x,y \in X} d(x, y)
\]

(7)

with \( d(x, y) \) the distance between two points \( x, y \in X \). For simplicity, we use the block distance \( d(x, y) = \max_{i=1...n} |x_i - y_i| \) with \( n = 2 \) for 2D images.

With this definition of the diameter of a set, we can define a binary criteria opening (also called attribute based opening). A criterion \( \kappa \) assigns to each connected component set \( A \) a binary value in accordance with a defined condition, i.e. \( \kappa = 0 \), if \( A \) does not meet the condition, and \( \kappa = 1 \) if it does. In
this case, the criterion is \( \kappa = 1 \) if \( \alpha(X_i) \geq \lambda \) and 0 if not.

Let \( X \) be an arbitrary binary image and \( X_i \) its connected components, i.e. \( X = \bigcup X_i \) and \( X_i \cap X_j = \emptyset \) for \( i \neq j \). The diameter opening is the union of all connected components \( X_i \) with a diameter greater than or equal to \( \lambda \):

\[
\gamma^\circ_\lambda(X) = \bigcup_{\alpha(X_i) \geq \lambda} X_i
\]

As the applied criterion \( \alpha(X_i) \geq \lambda \) is increasing \(^1\) \( \gamma^\circ_\lambda(X) \) is an opening; i.e. an idempotent \( (\gamma^\circ_\lambda(X) = \gamma^\circ_\lambda(\gamma^\circ_\lambda(X))) \), increasing \( (X \subseteq Y \rightarrow \gamma^\circ_\lambda(X) \subseteq \gamma^\circ_\lambda(Y)) \) and anti-extensive \( (\gamma^\circ_\lambda(X) \subseteq X) \) operator.

It can be shown that for increasing binary criteria, the associated opening equals the supremum of openings with a family of structuring elements fulfilling the criteria \([35]\) (see also: \([23]\), p.106). In particular, the diameter opening can be written as the supremum of all openings with structuring elements with a diameter greater than or equal to \( \lambda \) \([35]\):

\[
\gamma^\circ_\lambda(X) = \bigcup_{\alpha(B) \geq \lambda} \gamma^B(X)
\]

The diameter closing acts in the same way on the inverted image \( X^c \): it removes all holes \((X^c)_i \) (connected components of the background \( X^c \)) with a diameter smaller than \( \lambda \). Furthermore, it can be written as the infimum of all

\[^1\] Let \( A, B \) be two connected sets. If \( A \subseteq B \) implies that if \( A \) fulfills \( \kappa \), \( B \) also fulfills \( \kappa \), then \( \kappa \) is called an increasing criterion.
morphological closings with structuring elements whose diameter is equal or greater than \( \lambda \):

\[
\left[ \phi^\alpha_{\lambda}(X) \right](x) = X \cup \left( \bigcup_{\alpha((X^c)_i) < \lambda} (X^c)_i \right) \\
= \bigcap_{\alpha(B) \geq \lambda} \phi^B
\]  

(10)

We have now defined the diameter opening and closing for binary images. In order to pass from binary to gray level images, we can apply the binary operator to all level sets (the results of threshold operations for all gray levels \( t \)). Let \( C_x(X) \) be the connected opening, i.e. the connected component of \( X \) containing \( x \) if \( x \in X \) and the empty set if \( x \notin X \). Furthermore, let \( X^+_t(f) \) be the section of \( f \) at level \( t \), i.e. the set of all pixels for which \( f(x) \geq t \) and \( X^-_t(f) \) the section of the background (the “lakes”, see figure 6):

\[
X^+_t(f) = \{ x \mid f(x) \geq t \} \\
X^-_t(f) = \{ x \mid f(x) \leq t \}
\]

(11)

Fig. 6. The flooding of an image \( f \) at level \( s \)

Then, the gray scale diameter opening and closing can be defined respectively:

\[
\gamma^\alpha_{\lambda}(f) = \sup \{ s \leq f(x) \mid \alpha(C_x[X^+_s(f)]) \geq \lambda \} \\
\phi^\alpha_{\lambda}(f) = \inf \{ s \geq f(x) \mid \alpha(C_x[X^-_s(f)]) \geq \lambda \}
\]

(12)

The diameter closing is therefore the ideal operator we have described above: it removes all dark patterns from a gray-scale image with a diameter smaller than \( \lambda \), and can be seen as the infimum of all closings with structuring elements with diameter greater than or equal to \( \lambda \). In this sense, the operator is optimal and a generalization of the approximative method proposed in [14] used by
the majority of authors, where only linear structuring elements fulfilling the
criterion are used.

Criteria based operators can be implemented efficiently by flooding simulation
[30], [2]. The principle is as follows: the flooding starts with the lowest local
minima in the image (i.e. with the global minima). Let \( s \) be the actual flood-
ing level (in the beginning this is the value of the global minima). First, we
determine the diameter of all the lakes with gray level \( s \). If the diameter of a
lake exceeds \( \lambda \), the output image takes the value \( s \) for all the points belonging
to this lake (“the flooding stops for this lake”). Then \( s \) is incremented, the
new local minima at this level are identified, all lakes with gray levels smaller
than or equal to \( s \) are extended until there is no more pixel \( x \) in the image
with \( f(x) \leq s \) not having been processed (i.e. not belonging to a lake). If two
lakes meet, they fuse and the resulting lake is considered as one lake from now
on. Then, when the flooding has been finished for this level, the diameter of
all lakes are calculated. If the diameter of a lake exceeds or equals \( \lambda \) for the
first time (i.e. in previous tests, \( \alpha(X_i) < \lambda \) the output image is set to \( s \) for
all the pixels of this lake. In this way, the whole image is flooded until there
is no more lake with a diameter smaller than \( \lambda \).

This algorithm can be implemented very efficiently with hierarchical queues.
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(a) The preprocessed im-
(b) The diameter closing.
(c) The associated top-

hat transformation.

Fig. 7. Detection of dark details by means of the diameter closing

In figure 7, we show the application of the diameter closing to the detection of
MA. The preprocessed image is shown in figure 7(a); its closing by diameter in
figure 7(b). We note that the MA are mostly removed from the image, whereas
vessel like patterns of the same width remain nearly unchanged. The associated
top-hat \( \phi_\lambda^C f - f \) is shown in figure 7(c). We see that the MA are extracted,
but also spurious objects. From this image, candidates can be extracted by a
global threshold.

However, the choice of a global threshold is not an easy task. Different meth-
ods have been proposed: fix threshold [1], histogram based thresholds [28],
[37]; in [33], the authors propose a mixture of both. As a matter of fact,
we can confirm, that a fix threshold is not the best choice, because depending on the image quality, too many candidates may be segmented, resulting in very asymmetric class distributions. The underlying idea of a histogram based threshold is that only a certain number of candidates is reasonable, i.e. we do not expect the number of MA to be several hundreds, for instance. This means that an image dependent threshold aims to control somehow the number of candidates. If there is a high amount of noise, the threshold should be higher in order not to segment too many false positives; if the image suffers from low contrast (and so do the MA), the threshold should be lower in order to still achieve acceptable sensitivity. We have found that these considerations are closely related to the number of candidates we expect. We therefore propose a threshold which gives as a result at least $K$ candidates. If there is no threshold resulting in $K$ candidates, we choose the threshold giving the maximum number of connected components.

However, a threshold based entirely on the histogram does always segment candidates, whereas there may not be any in the image. We therefore adapt a hybrid threshold scheme: we bound the threshold range to $T_l \leq T \leq T_u$. The values $T_l$ and $T_u$ have been found experimentally: $T_l = 15$ and $T_u = 20$. However, these settings depend much on the chosen preprocessing method and its parameters.

$$
T_{K}' = \begin{cases} 
\min t &, \text{with } CC(X^+_t) > K \\
\min t &, \text{with } \forall \tau \neq t \ K \geq CC(X^+_\tau) \geq CC(X^+_t) \\
T_l &, \text{if } T_{K}' < T_l \\
T_{K}' &, \text{if } T_l \leq T_{K}' \leq T_u \\
T_u &, \text{if } T_{K}' > T_u 
\end{cases}
$$

with $CC(A)$ the number of connected components of set $A$.

In order to obtain a more representative region area, we apply a double threshold. Let $T_K$ be the threshold segmenting at least $K$ connected components (13), and $X^+_{T_K}$ the resulting binary image. Let furthermore be $R_A(B)$ the morphological reconstruction by dilation [26] of marker $B$ under image $A$. Then, we obtain the candidate image by:

$$
C = R_{X^+_{\frac{T_K}{2}}} (X^+_{T_K})
$$
3.4 Feature Extraction

We have used 15 features in order to distinguish real MA from false positives (FP). We distinguish three types of features:

- Binary features like size and shape of the candidate regions.
- Gray-level features based on the gray-level distribution of a gray-scale image within the candidate region.
- Color features based on the color within the candidate region.

In previous versions of this algorithm, we have used less features: 5 in [33], 9 in [35]. In the following, $C_i$ denotes the candidate region (a set of points) with index $i$, $f$ the green channel, $p$ the preprocessed image, $\vartheta$ the top-hat transform associated to the diameter closing of the preprocessed image $\vartheta = \phi_\lambda^C(p) - p$.

Furthermore, we calculate a morphological top-hat image $\phi^{sB}p - p$. This image contains all dark patterns which are too small to contain the structuring element $sB$, i.e. the vascular patterns as well as hemorrhages, MA, and other objects. From this image, we remove all patterns with maximal extension $\lambda$ and we obtain $v = \gamma_\lambda^C(\phi^{sB}p - p)$.

With these input images, we can define the following features:

1. The surface (number of pixels of the candidate region) in order to identify small candidates.
2. The circularity in order to distinguish between circular and elongated objects: $\frac{4 \cdot \text{surf}(C_i)}{\pi \cdot (\alpha(C_i))^2}$.
3. The maximal value of the top-hat by diameter $\vartheta$ is a contrast measure (the depth of the flooded lake).
4. The mean value of the top-hat $\vartheta$ corresponds to the average contrast on the candidate region (mean depth of the lake).
5. The dynamic is a classical morphological contrast measure [26] (in the flooding procedure, the dynamic corresponds to the minimal grey level for which the minimum disappears).
6. The outer mean value of $p$ adds information about the surroundings of the candidate. We define the surroundings of a candidate $C_i$ as $\text{Ex}(C_i) = \delta^{sB}C_i \setminus \delta^B C_i$, with $\delta^B A$ the morphological dilation of set $A$ with the structuring element $B$. On this region, we calculate the mean value of the preprocessed, normalized image $p(x)$ (in contrary to contrast measures, this feature only makes sense if calculated on the normalized image).
7. The outer standard deviation of $p$ gives information about the grey level variation within the surroundings of the candidate.
8. The inner standard deviation of $p$
The inner and outer mean value of $v$ has been designed in order to identify candidates situated on vessels. This value is supposed to be relatively low for isolated patterns.

The inner range is simply the dynamic range of the preprocessed image $p$ in the candidate region ($\max_{C_i} p - \min_{C_i} p$) and exploits the information about smoothness of the transition between the candidate and the environment.

The outer range is the dynamical range of the preprocessed image $p$ on the surroundings of the candidates ($\max_{E_{xi}(C_i)} p - \min_{E_{xi}(C_i)} p$).

The gray-level contrast between inner and outer region are the most discriminative features. They are calculated as the difference between the mean on the candidate $C_i$ and on its surroundings $E_{xi}$. 

The color contrast is the only feature which is not exclusively based on the green channel. We have tested several color features, but the only one which was found useful, was the contrast in the Lab space, defines as the sum of the squared differences between candidate region and surroundings: $(\mu_{ext}(L) - \mu_{int}(L))^2 + (\mu_{ext}(a) - \mu_{int}(a))^2 + (\mu_{ext}(b) - \mu_{int}(b))^2$, with $\mu_{int}$ the mean value on the candidate regions and $\mu_{ext}$ the mean value on the surroundings.

Half-range area is the number of pixels inside the candidate region with a grey level greater than the arithmetical mean of minimum and maximum in the candidate region. It gives additional information about the grey level distribution of the microaneurysm.

Besides these features, we have tested many other features too, but the tests showed that they did not significantly enhance performance. For instance, the contrast measure 12 could be calculated in different images, like different color channels, the original image, the preprocessed image, etc., but we did not find them improving the discriminative power of our feature set. The same holds for the mean value of non-normalized images. A more detailed discussion about the performance of different features can be found in [35].

The features we have extracted, have very different ranges and values; it is therefore indispensable to normalize them in such a way that their mean value is 0 and there variance is 1. Over and above that, it is advantageous to bound them to twice the variance in order to limit the influence of a strange, unforeseen value in one of the features.

Now each candidate is characterized by a vector $z$ in a 15 dimensional feature space; the final step is now to decide whether a candidate is a real MA or a false positive knowing its representation $z$. This step is presented in the next section.
3.5 Classification

The problem is to assign to each candidate, represented by the $P$-dimensional vector $z$ (here $P = 15$), one of the two classes $\omega_1$ (MA) or $\omega_2$ (not MA).

In order to achieve this, we first establish a training set, i.e. a set of candidates for which the feature vector and the classification result are known:

$$\text{TRAIN} = \{(z_i, \omega_k^{(i)}) \mid i = 1, \ldots, N \quad k = 1, 2\}$$

The classification task consists in deriving a general classification rule for unknown candidates from this training set. There exist many methods to solve this kind of problems; to the detection of MA, the k-nearest-neighbor (KNN) method [32], [20], support vector machines [1], linear discriminant analysis, rule based analysis and neural networks [6] have been applied.

For the choice of an appropriate method, there are two important aspects: first, the method should be robust against outliers in the training set, because it is very difficult to obtain an absolutely reliable ground truth. Second, the distribution of the features is unknown. Furthermore, we think that it might be advantageous for further developments to dispose not only of a classification result, but also of a classification confidence.

These considerations have lead several authors to the use of KNN classifiers [32], [20], which consist in assigning to a new candidate $z$ the class to which the majority among the $K$ nearest neighbors of $z$ belongs. The advantages of this method are that for large $K$, the method becomes robust against outliers and that it is non-parametric (i.e. no assumption about the feature distribution must be made). One drawback of the method is that all neighbors have the same weight for the decision, independently from their distance from the candidate to classify. Moreover, the method might not work properly if the training set is very asymmetric for the two classes (i.e. if the sample number of one class is much larger than the sample number from the other class), particularly for large $K$. In order to overcome these problems and to meet the requirements discussed above, we have chosen the kernel method for density estimation, combined with Bayesian risk minimization [24], [3], [7], [10].

The Bayesian risk minimization rule for a two-class problem is to assign to a candidate $z$ the class $\omega_1$ if:

$$\frac{p(z \mid \omega_1)}{p(z \mid \omega_2)} > \frac{\lambda_{21} p(\omega_2)}{\lambda_{12} p(\omega_1)}$$  \hspace{1cm} (15)

where $p(\omega_k)$ is the a priori probability of class $\omega_k$, $p(z \mid \omega_k)$ the class-conditional probability density function and $\lambda_{ij}$ the cost of assigning a pattern to class $\omega_i$ under the condition that it belongs to class $\omega_j$. The teaching (determining the
(classifiers parameters) consists in finding a reasonable value for \( \mu = \frac{\lambda_2 p(\omega_2)}{\lambda_1 p(\omega_1)} \)
and in estimating the class conditional probability densities \( p(z|\omega_k) \) from the
training set. All optimizations and parameterizations have been performed
using exclusively the training set.

The kernel density estimation makes very few assumptions about the real
underlying distribution and is therefore suitable for this task. The multivariate
fixed bandwidth kernel density estimate \( \hat{p} \) of a distribution \( p \) is given by [3]:

\[
\hat{p}(z) = \frac{1}{Nh^p} \sum_{i=1}^{N} K \left( \frac{z - z_i}{h} \right)
\]

with \( K \) the kernel function, which integrates to 1, and \( h \) a parameter, which is
called the bandwidth of the kernel. Different kernels can be used, the Gaussian
kernel seems a reasonable choice:

\[
K(z) = \frac{1}{\sigma \sqrt{2\pi}} \exp\left( -\frac{1}{2} \left( \frac{|z|}{\sigma} \right)^2 \right)
\]

A rather difficult problem is the choice of \( h \), which can be understood as a
smoothing parameter controlling the trade-off between variance and bias of
the estimation.

For low bandwidths \( h \) (narrow kernels), we obtain high variance and low bias,
for large bandwidths \( h \) (broad kernels), we obtain low variance at the cost
of important smoothing (high bias) [3]. Moreover, the feature density is not
uniform, and an ideal \( h \) for a part of the feature space may not be ideal
for another part. One possibility to overcome this problem is to choose the
bandwidth depending on \( z \) (balloon estimators) or depending on \( z_i \) (point
estimators); the latter ones have been shown to be more efficient [3]. The
idea is to use large bandwidths in regions with low sample density in order
to obtain a smooth estimation, and to use low bandwidths in high density
regions. We have tried several automatic bandwidth selection methods; we
obtained satisfactory results with a bandwidth determined by

\[
h(z_i) = \frac{1}{1 + n_{z_i}(d)}
\]

where \( n_{z_i}(d) \) is the number of neighbors of \( z_i \) within a radius of \( d = 0.5 \)
(We note, that the features have been normalized to have a mean of 0 and a
variance of 1). With this bandwidth \( h(z_i) \) for every point of the training set, we
can estimate the class conditional density \( p(z|\omega_k) \) for \( \omega_1 \) and \( \omega_2 \), respectively
(equation (16)).

The compromise between sensitivity and specificity can be adjusted by varying
parameter \( \mu \); we have chosen \( \mu = 1.5 \).
3.5.0.1 Postprocessing  Our segmentation method has been designed in order to extract only small patterns, i.e. patterns whose maximal extension does not exceed a certain value. In particular, the method makes the distinction between vessel like patterns and small dark patterns, possibly corresponding to MA. However, small vessels appear sometimes as succession of small circular patterns. In this case, they are segmented and sometimes classified as MA, as they are visually very similar to MA. As a matter of fact, they cannot be removed by the use of their local properties: it is only the way they are arranged in the image, they can be identified. We therefore propose a postprocessing step, in order remove all candidates situated on vessels (for vessel detection see [25], [38], [29], [36]). We have tested two versions of the algorithms, with and without postprocessing.

4 Results

4.1 Training set and test set

One of the major problems in the detection of MA is to establish a “gold standard”, i.e. a set of annotated images for learning (training set), and another for testing purposes (test set). MA can easily be confounded with other patterns; the manual results are therefore rather subjective. In this study, we have used a training set of 21 images. In all image of the training set, there was some form of showed exudates, 12 hemorrhages. The test set consisted of 94 images of which 68 contain at least 1 MA, in 29 images, exudates were present, in 27 there were hemorrhages. 26 images did not show any form of DR.

In order to obtain a “gold standard”, i.e. a reference which can be seen as ground truth, we have asked three different ophthalmologists to grade the images independently. In order to guarantee the same grading conditions, we fixed a protocol allowing neither zoom nor image manipulation (like contrast enhancement or brightness control). Furthermore, we removed images with more than 20 MA (from the training set and the test set), because we have observed that the sensitivity decreased for all graders when there were many MA. For such images, it is hard to establish a ground truth.

Taking the mean of the three grading results does not necessarily give something closer to the truth than the result obtained by any of the graders. Therefore, we asked the three experts to discuss their results and to find a consensus for every candidate on which they had disagreed in the first reading. Candidates for which they could not find a consensus were marked as doubtful cases; these candidates do not appear in the final statistics. The result of this dis-
cussion was considered as sufficiently confident to establish a “gold standard” to which the automatic method could be compared.

4.2 Comparison of the automatic result with the gold standard

There are two different levels of evaluation: the lesion level and the image level. In this paper, we focused on the lesion level, because we do not present a whole system of automatic diagnosis, but only a part of it; it is therefore interesting to see how good the detection of these lesions really is.

For the 94 images of the test set, we have compared our algorithm to the gold standard. The segmentation algorithm gave 8837 candidates, containing 373 MA, 92 doubtful objects (which were discarded) and 8372 false positives. After classification, 332 out of 373 MA were correctly identified, yielding a sensitivity of 89.0%, the average number of false positives being 2.92FP per image. The algorithm with postprocessing (i.e. with removal of the vessels) gave a sensitivity of 88.47% with an average number of 2.13FP per image. The performance of the two methods (with and without removal of vessels) is illustrated in figure 8.
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Fig. 8. Free Receiver Operating Curve (FROC) for our algorithm with or without vessel removal. These curves are compared to the FROC of a Gaussian classifier (quadratic, with linear covariance matrix).

We compared these results to the performance of a $KNN$ classifier and a
Gaussian classifier, i.e. Bayesian risk-minimizing classifier with normal density estimation, using diagonal, class-dependent covariance matrices, which we found to perform better than the normal-based linear discriminant functions.

For a sensitivity of 88.9%, the KNN-classifier gave an average number of 4.7FP per image. Moreover, we could not find any value for K for which the average number of FP per image was less than 3.6 (sensitivity = 75.2%). The Gaussian classifier gave also an average 4.7FP per image for a sensitivity of 89.0%, but performed better than KNN if less false positives were required, e.g. for 3.3FP per image, a sensitivity of 84.6% was achieved. The FROC of the Gaussian classifier (with diagonal covariance matrices) is shown in figure 8.
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Fig. 9. Error distribution: number of images vs. number of FP (a), and FN (b)

Studying the per image error distributions for false positives and false negatives, we can interpret these results with more detail. In 9(a), we show the number of images (y-axis) plotted against the number of false positives per image (x-axis). We see that in 30 images, there are no FP, in 53 images less than 2. We also see that more than 25% of all false positives are concentrated in 5 images. The reason is that these images were noisy. We note that it never can be excluded that some image shows an abnormally high number of false positives; the most important aspect however is that for the large majority of images, we obtain no or only few false positives.

For the FN-distribution, the plot in figure 9(b) shows that in 69 of 94 images, we do not miss any MA and that in all images but three, we do not miss more than 2 MA.

In 68 out of 94 images, there is at least one MA present. For 66 of these patients, the automatic algorithm detects at least one MA (sensitivity of 97.0%); the two patients which can be considered as FN have both one MA, which is not detected by the automatic algorithm. Among the 26 images without MA, the automatic algorithm detects 18 correctly; in 3 images, the automatic algorithm detects 1 MA, in 4 images 2 MA and in one image 10 MA. If the
threshold for DR was set to 2 MA, the sensitivity would be 100% with a specificity of 80.8%. In contrary to the evaluation on a lesion level, these results must be verified with a larger test set; but these first results are promising.

5 Conclusion

In this paper, we have presented a method of automatic detection of MA, based on diameter closing and kernel density estimation for automatic classification. We have tested this algorithm on a data base containing 94 images and we have obtained a sensitivity of 88.47% with 2.13FP per image.

Although further evaluation of this algorithm on larger populations is still required, these first results are satisfying. Any serious form of DR is unlikely to be missed and this should make ophthalmologists confident in using this automatic method; the moderate number of FP should not increase too much the burden of image grading.

In order to come to a clinical application, the proposed method will be combined with an algorithm for the detection of hemorrhages and an algorithm for the detection of exudates.
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