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ABSTRACT

Estimating a system’s complexity is essential before making
a decision about the architecture to be built or not. Espe-
cially for mobile User Equipments (UE) complexity is a big
issue. Reduced complexity, mainly meaning reduced number
of additions and multiplications in a system, is highly desired
also to minimize power consumption. In order to be able to
compare different systems and architectures, a figure of merit
for the complexity of each specific system has to be intro-
duced. For single rate systems usually the number of opera-
tions needed for one output sample can easily be calculated.
For multirate systems this task is not that trivial, as opera-
tions have to be done on different sampling rates. This paper
introduces methods for gaining figures of merit of complexity
for multirate systems and proposes a novel method which is
believed to be best suited.

Index Terms— multirate, complexity, estimation, com-
parability

1. INTRODUCTION

Estimation of complexity for simulated architectures in digi-
tal signal processing is an important task and has been cov-
ered various fields among information processing. Gaining
information about the complexity of programming algorithms

has been a big issue already in the early 1970s [1], but also
today getting insight into complexity of algorithms is seen as
a very important task. It is both important in pure software
related topics of information processing [2] but also on pure
hardware related tasks [3]. In this paper a method for estimat-
ing the complexity of hardware related, but potentially recon-
figurable algorithms by software is introduced. The goal is,
to make different architectures on multiple rates and multiple
outputs comparable concerning their complexity and there-
fore power consumption. With appropriate estimates and ad-
equate figures of merit for complexity, different implemen-
tation approaches can be compared before being mapped on
a hardware platform. However, finding good figures of merit
for complexity estimates often is not that trivial. In single rate
systems, where all systems like filters, regulators, etc., are
running on the same sampling rate, estimates for complexity
to compare different systems can be gained by counting the
physically present operating units like adders and multipliers.
If multirate systems are to be investigated this is no longer
possible. Although great investigation in multirate systems
has already been done in the past, e.g. in [4,5], in the au-
thor’s opinion no sufficient figure of merit for classifying the
complexity of multirate systems has been defined. Therefore,
more advanced approaches have to be found. In this paper two
possible approaches for treating multirate systems are given
with one of those being considered as optimal. The paper is
structured as follows. Section 2 explains the main problem
and introduces methods for gaining complexity estimates for
single and multirate systems with single and multiple output.
Section 3 treats a real world example and provides an alter-
native description for the gained complexity estimation figure
of merit.

2. COMPLEXITY ESTIMATION

This section describes methods for evaluating the overall
complexity for different system types. For all systems a com-
mon input sampling rate is assumed. Starting with a single
rate system with one output in the following a multirate sys-



tem with one output will be investigated. Finally multiple
output multirate systems are discussed.

2.1. Single Rate System

In a single rate system all components are running on one sin-
gle sampling frequency. Therefore, estimating the complexity
is straight forward. Assuming the system according to fig-
ure 1, the overall complexity can be estimated by adding up
all physically present adders and multipliers. A complexity
estimate for this system would be

C; = (2444 6+ 32)adds+ (4 + 16)mults
= 44adds + 20mults. @)
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Fig. 1: Example of a single rate system.

This estimation is straight forward, but also builds the ba-
sis for further investigations in multirate systems.

2.2. Multirate System with Single Output

Given a multirate system according to figure 2, estimating the
overall complexity is slightly more complicated. The differ-
ent sampling rates have to be considered.
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Fig. 2: Example of a multirate system with single output.

As it can be seen, the single blocks in the system are the
same like in the single rate example, whereas some downsam-
pling blocks are added. Compared to the previous example,
it is no longer valid, to just add up all physically present op-
eration blocks, i.e. adders and multipliers. In fact, the single
operation blocks have to be weighted by the downsampling
factor in front of the blocks. This can be explained by the fol-
lowing: assuming an overall downsampling factor of six, like
given in figure 2, for one output sample six input samples had
to be present before. If one adder is physically present be-
fore the downsampling stage, for one output sample after the
downsampling stage no longer one but six additions have to
be considered, as all six input samples resulting in one output
sample have to pass the only adder. In the given example it
would be as follows: for each output sample at block X4 one
input sample at block X4 is needed. Due to the downsam-
pling by a factor of three, for one output sample at block X4

now three input samples at block X3 are needed. The overall
complexity can be calculated according to

Cy = 1-(32adds + 16mults) + 3 - (6adds + 4mults) +

3-2-4adds + 3 - 2 - 2adds
= 68adds + 28mults. 2)

The result seems surprising on first sight as C, > Cy, al-
though downsampling has been performed and the complex-
ity should decrease. What is not considered in this representa-
tion is, that the output sampling rate in this multirate example
is lower and therefore the number of operations has to be per-
formed less often in a given time window than in the previous
example. The input sampling rate is still assumed to be the
same for both examples. This is an important point to con-
sider. The given problem can be solved by adjusting the num-
ber of operations to a common sampling rate, e.g. the output
sampling rate. In both cases given so far, the number of opera-
tions refer to one output sample gained. For the first example,
the output sampling rate is six times the one from example
two. Assuming a fixed time window of observation, the chain
from the first example had to be processed six times, while the
second example’s chain was only used one time. Considering
this result leads to a complexity for the single rate example of

Ci norm = 6 - C; = 264adds + 120mults > C3.  (3)

This gives a fair comparison, as in 3 the precondition constant
input sampling rate is also considered. However, normalizing
the number of operations in this way leads to some problems
in the case of multirate systems with more than one output.

2.3. Multirate System with Multiple Outputs

In typical applications for multirate systems, e.g wavelet filter
banks or blocker detection units described in [6-9], there is
more than one output present in the system. Also the different
outputs are considered to be at different sampling frequencies.
Figure 3 gives an illustration of this scenario.
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Fig. 3: Example of a multirate system with multiple outputs.
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As it can be seen, the system consists of the same amount
of physically present operating blocks like the others before.
Only the last block (block X4 according to figure 2) has been
split into two identical blocks with half of the operating units
each. Now the question is how to weight these blocks and
again achieve a fair comparison of complexity. In the exam-
ple described in section 2.2, the reference and starting point
for the complexity estimate has been the effort for one output
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Fig. 4: Example chain of a blocker detection unit for LTE systems.
sample to be calculated. In this example more outputs at dif-  Now all three systems can be compared as
ferent sampling rates are present. It would be possible to take
one output sample from outputl as a new reference (coincid- Canorm < C3 < Cy (6)

ing with % of an output sample at output2, which is not treat-
able) or one output sample at output2 (coinciding with three
output samples at outputl). For complex systems this deci-
sion will not be unique and a fair comparison would be very
difficult. A better approach would be to take one input sample
as a reference. In this case the computational effort needed to
process one input sample can be easily estimated. The advan-
tage of this is, that the approach is directly comparable with
the single rate example as the input frame is considered to be
from the same source and same sampling frequency. Also a
comparison with the multirate single output example would
be possible. For this example the complexity given by Cq
refers to one output sample. Due to the downsampling factor
of six this also refers to six input samples. Normalizing C,
to one input sample again would provide a fair comparison of
complexity.

C, 34 14
2 _ 27 adds + ~ mults.

5 -3 “

C2,norm =

For the third example this estimation of complexity can be
done by starting at the input with weight "1’ and following
each path to the output by weighting each stage with the
downsampling factor D~'. We end up with

C; = 2adds + 4adds + % (6adds + 4mults) +
1(16adds + 8mults) + 5 (16adds + 8mults)

= 53—9adds + 23—2mults

(&)

for both additions and multiplications. All three systems now
can be compared w.r.t. their complexity. For these examples,
the single rate model is the most complex while the multirate
example with one output is the least complex.

The approach discussed in this section is considered to be
optimal for most cases, if communication systems are the sys-
tems under test. Those systems typically consist of one input
and multiple outputs. In the next section a realistic example
is discussed and an alternative description is introduced.

3. REALISTIC EXAMPLE AND ALTERNATIVE
DESCRIPTION

Figure 4 shows a realistic example for an architecture taken
from a Long Term Evolution (LTE) blocker detection chain.
This chain is a representative architecture for a blocker de-
tection unit described in [8]. No further details about this
specific application should be given here, the important thing
is the estimation of the overall complexity of the system to
make it comparable to other approaches.

A typical input sampling frequency of this kind of archi-
tecture and class of communication systems is 104MHz. As
it can be seen, multiple stages at different sampling rates are
present. Each stage consists of adders only. Multiple outputs
at different sampling rates have to be considered. This real
world example is of the type described in section 2.3. Ac-
cording to the methods defined there, a complexity estimate



Table 1: Number of real additions for the investigated filter
chain approach per input sample

sampling frequency | number additions
104MHz 2
52MHz 15
26MHz 8
13MHz 38
6.5MHz 23
3.25MHz 8
2.2MHz 8

of this architecture can be given by
Creal: 2+%(8+7)+%8+

a5 (B+ 11+ 7+8+4)+ 55 -8+
52338+ 7+8) + 35553 8

_ 15 19 1,23 1

= 2+7+2+T+Z+Tﬁ+6

= 18.1 [adds] ()

This means, for one input sample mathematically 18.1 ad-
ditions have to be performed while this sample propagates
through the system. Of course, after downsampling by a fac-
tor of two, 1/2 of a sample would be remaining at the down-
sampler’s output, which is not feasible for real systems. This
shows, that the made assumption is only of mathematical na-
ture and only can be used to estimate and compare complexity
of different systems with different structures.

The gained result could also be interpreted differently. At
different stages different sampling frequencies are provided
for the adders. It is possible to write down the actual additions
at those different sampling frequencies, like shown in table 1.
Again by weighting the number of additions at each stage by
J{Li;:zt with fs stqge defined as the sampling frequency at the
specific stage and f; jnpy+ being the sampling frequency at
the input of the system, we end up with 18.1 additions per
input symbol like described above. Both representations are
equivalent.

4. CONCLUSIONS

Estimation of a system’s complexity is an important task in
digital signal processing. Even more important is to find a
common figure of merit of complexity in different systems to
be able to compare more of them w.r.t. complexity and there-
fore power consumption. It has been shown, that this task is
easy to be solved for single rate systems with one input, while
it is more sophisticated for multirate multiple output systems,
which are commonly used in many applications. A method
to be able to compare complexity for these systems was in-
troduced. A novel figure of merit for estimating complexity,
average operations per input sample, has been defined and an
alternative description introduced.
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