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The complex problem of assigning tasks to processing elements in order to optimize a performance measure has resulted in numerous heuristics aimed at approximating an optimal solution.

Jobs needing to be processed in a manufacturing plant, bank customers waiting to be served by tellers, aircraft waiting for landing clearances, and program tasks to be run on a parallel or distributed computer: What do these situations have in common? They all encounter the scheduling problem that emerges whenever there is a choice concerning the order in which tasks can be performed and the assignment of tasks to servers for processing. In general, the scheduling problem assumes a set of resources and a set of consumers serviced by those resources according to a certain policy. The nature of the consumers and resources as well as the constraints on them affect the search for an efficient policy for managing the way consumers access and use the resources to optimize some desired performance measure. Thus, a scheduling system comprises a set of consumers, a set of resources, and a scheduling policy.

A task in a program, a job in a factory, and a customer in a bank are examples of consumers. A processing element in a computer system, a machine in a factory, and a teller in a bank are examples of resources. First come, first served is an example of a scheduling policy. Scheduling policy performance varies with circumstances. While the equitable first-come, first-served policy is appropriate in a bank, it may not be the best policy for jobs on a factory floor or tasks in a computer system. This article addresses the task scheduling problem in many of its variations and surveys the major solutions.

The scheduling techniques we discuss might be used by a compiler writer to optimize the code that comes out of a parallelizing compiler. The compiler would produce grains of sequential code, and the optimizer would schedule these grains such that the program runs in the shortest time. Another use of these techniques is in the design of high-performance systems. A designer might want to construct a parallel application that runs in the shortest time possible on some arbitrary system. We believe the methods presented here can also be adapted to other (related) resource allocation problems of computing.

Suppose a team of programmers wants to divide a programming task into subsystems. Let's say each programmer depends on some other programmer(s) for interface specifications; otherwise, the programmers work in parallel. Thus, the team can be modeled as a parallel processor, and the program to be written can be modeled as parallel tasks. The scheduler now tries to find the assignment of subsystems to programmers that will let the team finish the program in the shortest time.

This article concerns scheduling program tasks on parallel and distributed systems. The tasks are the consumers, and they will be represented through the use of directed graphs called task graphs. The processing elements are the resources, and their interconnection networks can be represented through the use of undirected graphs. The scheduler generates a schedule in the form of a timing diagram called the Gantt chart, which is...
used to illustrate the allocation of the parallel program tasks onto the target machine processors and the execution order of the tasks. Figure 1 shows the components of a scheduling system. Task graphs, target machines, and Gantt charts will be described in a later section.

We will provide models for representing parallel programs, parallel systems, and communication cost. Then, since task scheduling has been shown to be computationally intractable in many cases, we will summarize the NP-complete results. (See the sidebar "NP-completeness.") Solutions to this problem can be categorized into optimal algorithms for some restricted cases and heuristic algorithms for the more general cases. We present several optimal algorithms for solving the scheduling problem in some special cases. We then cover scheduling heuristics and summarize three scheduling tools.

**SCHEDULING MODEL**

A parallel program is modeled as a partially ordered set (poset) \( P = (V, \prec) \), where \( V \) is a set of tasks. The relation \( \prec \) on \( P \) implies that the computation of task \( v_i \) depends on the results of the computation of task \( v_j \). In other words, task \( v_i \) must be computed before task \( v_j \), and the result of the computation of task \( v_i \) must be known by the processor computing task \( v_j \). Associated with each task \( v \) is its computation cost \( A_v \). Associated with each arc \((i, j)\) connecting tasks \( v_i \) and \( v_j \) is the communication cost \( D_{ij} \). The partial order \( \prec \) is conveniently represented as a directed acyclic graph called a task graph \( G = (V, E) \). A directed edge \((i, j)\) between two tasks \( v_i \) and \( v_j \) specifies that \( v_i \) must be completed before \( v_j \) can begin.

The target machine is assumed to be made up of an arbitrary number of processing elements. Each processing element can run one task at a time, and all tasks can be processed by any processing element. The processing elements are connected via an arbitrary interconnection topology that can be represented by an undirected graph.

Three parameters, \( S_p, B_p \), and \( I_p \), are associated with each processing element \( p \), where \( S_p \) is the speed, \( B_p \) is the time to initiate a task on \( p \), and \( I_p \) is the time to initiate a message on \( p \). Associated with each edge connecting two processing elements is the transfer rate over the link between the two processing elements.

Figure 2 shows an example of a task graph and a target machine. The task graph consists of nine nodes, with each node representing a task. The number shown in the upper portion of each node is the task number. The number in the lower portion of a node \( n \) represents the parameter \( G_n \), and the number next to an edge \((i, j)\) represents the parameter \( D_{ij} \); for example, \( A_6 = 6 \) and \( D_{15} = 25 \). The target machine is an eight-node hypercube.

A schedule of the task graph \( G = (V, E) \) on \( m \) processors is a function \( f \) that maps each task to a processor and a start-
ing time. Formally, $f : V \rightarrow \{1, 2, \ldots, m\} \times [0, \infty)$. If $f(v) = (i, t)$ for some $v \in V$, we say that task $v$ is scheduled to be processed by processor $p_i$ starting at time $t$. There exists no $u, v \in V$ such that $f(u) = f(v)$. Note that if $u < v, f(u) = (i, t_i)$, and $f(v) = (j, t_j)$, then $t_i < t_j$. A schedule can be represented informally using Gantt charts. A Gantt chart consists of a list of all processors in the target machine, and for each processor a list of all tasks allocated to that processor ordered by their execution time, including task start and finish times. The scheduling goal is to minimize the total completion time of a parallel program. This performance measure is known as the schedule length or maximum finishing time. Figure 3 shows examples of Gantt charts.

**COMMUNICATION COST MODELS**

Two key components contribute to the total completion cost: execution time and communication delay. Several different models can be used to compute the communication delay. Here, we present three models that can be used to compute the cost of executing a parallel program on a set of processing elements. Communication delay is the key element differentiating these models. Given a task graph $G = (V, E)$ and its schedule $f$ on $m$ processors, we define $\text{proc}(v)$ to be the processor assigned to process task $v$ in $f$ for every $v \in V$. The three models, A, B, and C, are as follows:

Model A

In this model, the Gantt chart that represents the schedule $f$ does not reflect the communication delay, but it shows that the precedence relations between tasks are preserved. Program completion cost can be computed as total cost $= \text{communication cost} + \text{execution cost}$, where execution cost $= \text{schedule length}$ and communication cost $= \text{number of messages} \times \text{communication delay per message}$. Here, the number of messages $= \text{the number of node pairs}(u, v)$ such that $(u, v) \in E$ and $\text{proc}(u) \neq \text{proc}(v)$.

Model B

This model is similar to Model A, but it uses a more practical method in evaluating the number of messages. By counting each arc $(u, v)$ such that $\text{proc}(u) \neq \text{proc}(v)$ as communication using Model A, we may be passing the same information between a given pair of processors several times. For instance, if tasks $u, v$, and $w \in V$ such that $(u, v), (u, w) \in E$ and $\text{proc}(v) = \text{proc}(w) \neq \text{proc}(u)$, then the result of computing $u$ must be communicated to the processor computing $v$ and $w$. This communication is counted twice in Model A and only once in Model B, as follows: Total cost $= \text{communication cost} + \text{execution cost}$, where execution cost $= \text{schedule length}$ and communication cost $= \text{number of messages} \times \text{communication delay per message}$. Here, number of messages $= \text{number of processor-task pairs}(P, v)$ such that processor $P$ does not compute task $v$ but computes at least one direct successor of $v$.

Model C

In this model, we assume the existence of an I/O processor that is associated with every processor in the system. The term processing element is used to imply the existence

![Figure 2. An example of a task graph (a) and a target machine (b).](image)

![Figure 3. Communication models: (a) task graph, (b) Gantt chart (Models A and B), (c) Gantt chart (Model C).](image)
of an I/O processor. A processing element can execute a task and communicate with another processing element at the same time. Communication time between two tasks allocated to the same processing element is assumed to be zero. For any two tasks \( v_i, v_j \in V \), if \( v_i < v_j \) and \( f(v_i) = (k, t) \), then \( v_i \) should be scheduled on either

- processor \( p_k \) on time \( t_i \) and \( t_i \geq t + A_i \) or
- processor \( p_k \) on time \( t_z \) and \( t_z \geq t + A_i + D_{ij} \).

When this model is used, the communication delay can be easily shown on the Gantt chart representing the schedule. Also note that a task can be assigned to a processing element for execution while this processing element is communicating with another processing element. The program completion time is computed as total cost = schedule length.

Example 1
Consider the task graph given in Figure 3a. We compute the program completion cost of this task graph on three processing elements using the three models given above. Suppose that tasks are assigned arbitrarily to processors as follows: Tasks 1, 4, 5, and 8 are assigned to processor P1, tasks 2 and 9 are assigned to processor P2, and tasks 3, 6, and 7 are assigned to processor P3. In this example, we assume (for simplicity) that the communication delay per message equals one unit of time. The Gantt charts shown in Figure 3 reflect the assignment given above. The Gantt chart in Figure 3b shows only the precedence constraints on the tasks; it does not show the communication delay. This Gantt chart can be used to compute the completion cost using Models A and B as follows:

- **Model A**
  - Execution cost = schedule length = 4 units of time
  - Number of messages = \(| (1, 6), (2, 5), (2, 6), (3, 4), (3, 5), (4, 9), (5, 9), (6, 8), (6, 9) | = 9
  - Communication cost = 9 * 1 units of time
  - Total cost = 4 + 9 = 13 units of time

- **Model B**
  - Execution cost = schedule length = 4 units of time
  - Number of messages = \(| (P3, 1), (P1, 2), (P3, 2), (P1, 3), (P2, 4), (P2, 5), (P1, 6), (P2, 6) | = 8
  - Communication cost = 8 * 1 units of time
  - Total cost = 4 + 8 = 12 units of time

**Model C**
The Gantt chart of Figure 3c reflects both the precedence relation and the communication cost on the basis of Model C as follows:

- Total cost = schedule length = 6 units of time

**The NP-Completeness of the Scheduling Problem**
In this section we list some of the NP-complete results in the scheduling problem. It has been proven that the problem of finding an optimal schedule for a set of tasks is NP-complete in the general case and in several restricted cases. For a formal definition of the notion of NP-completeness and other related issues, refer to the literature.

**When communication cost is ignored**
Below, we give the formal definition of some versions of the scheduling problem that were proven to be NP-complete.

- **(Problem 1): General scheduling problem.** Given a set \( T \) of \( n \) tasks, a partial order \( \prec \) on \( T \), and \( k \) processors, and a time limit \( t \), does there exist a total function \( h \) from \( T \) to \(|0, 1, \ldots, k - 1| \) such that
  1. if \( i < j \), then \( h(i) + A_i \leq h(j) \)
  2. for each \( i \) in \( T \), \( h(i) \leq k \)
  3. for each \( 0 \leq t < k \), there are at most \( m \) values of \( i \) for which \( h(i) = t \) and \( A_i \)?

**The following problems are special cases of problem 1:**

- **(Problem 2): Single-execution-time scheduling.** We restrict problem 1 by requiring \( A_i = 1 \), \( 1 \leq i \leq n \). (All tasks require one time unit.)
- **(Problem 3): Two-processor, one- or two-time-units scheduling.** We restrict problem 1 by requiring \( m = 2 \), and \( A_i \) in \((1, 2), 1 \leq i \leq n \). (All tasks require one or two time units, and there are only two processors.)
- **(Problem 4): Two-processor, interval-order scheduling.** We restrict problem 1 by requiring the partial order \( \prec \) to be an interval order and \( m = 2 \).
- **(Problem 5): Single execution time, opposing forests.** We restrict problem 1 by requiring \( A_i = 1 \), \( 1 \leq i \leq n \), and the partial order \( \prec \) to be an opposing forest.

(See the "Definitions" sidebar for an explanation of "interval orders" and "forests.")

In 1972 Karp proved problem 1 to be NP-complete. In 1975 Ullman proved problems 2 and 3 to be NP-complete. Problem 4 was proven to be NP-complete by Papadimitriou and Yannakakis in 1979. In 1983 Garey, Johnson, Tarjan, and Yannakakis proved that problem 5 is also NP-complete. References to the proofs are listed in the literature.

**Considering communication cost**
The complexity of the scheduling problem changes on the basis of which cost model is used to compute communication. The following is a summary of the NP-complete results.
using these models. Using Model A, Afrati et al. showed that scheduling a tree with communication on an arbitrary number of processors is an NP-complete problem. Using Model B, Prastein proved that by taking communication into consideration, even when the execution time for all tasks is identical and equal to the communication cost between any pair of processors, the problem of scheduling an arbitrary precedence program graph on two processors is NP-complete and scheduling a tree-structured program on arbitrarily many processors is also NP-complete. Prastein also indicated that scheduling a tree-structured task graph on two processors, using Model B, is an open problem in general.

Using Model C, Papadimitriou and Yannakakis proved that the problem of optimally scheduling unit-time task graphs with communication on an unlimited number of processors is NP-complete when the communication between any pair of processors is the same and greater than or equal to one. In addition, they introduced an algorithm to approximate the optimal schedule length within a factor of two.

OPTIMAL SCHEDULING ALGORITHMS

Scheduling task graphs is known to be polynomial in only a few cases. In this section we discuss the solutions when communication cost is ignored and those when communication cost is considered.

When communication cost is ignored

There are only three cases for which polynomial-time algorithms can be obtained: tree-structured task graphs on an arbitrary number of processors, interval orders on an arbitrary number of processors, and arbitrary task graphs on two processors.

SCHEDULING TREE-STRUCTURED TASK GRAPHS. In a classic paper, Hu presented an algorithm called the level algorithm, which can be used to solve the scheduling problem in linear time when the task graph is either an in-forest (each task has at most one immediate successor) or an out-forest (each task has at most one immediate predecessor) and all tasks have the same execution time. In this section, we assume that the task graph is an in-forest of n tasks. There is no loss of generality if we assume that all the tasks have unit execution times. The algorithm given in this section is linear in the number of tasks. We first define the following:

Task level

Let the level of a node x in a task graph be the maximum number of nodes (including x) on any path from x to a terminal task (leaf). In a tree, there is exactly one such path. A terminal task is at level 1.

Ready tasks

Let a task be ready when it has no predecessors or when all its predecessors have already been executed.

Algorithm 1

(1) The level of each node in the task graph is calculated as given above and used as each node's priority.

(2) Whenever a processor becomes available, assign it the unexecuted ready task with the highest priority.

Algorithm 1 can be used in the out-forest case with simple modification.

Example 2

Consider the problem of scheduling the task graph given in Figure 4a on a fully connected target machine of three identical processors. Applying Algorithm 1, we first compute the level at each node. At the beginning, among all the ready tasks (4, 5, 6, 7, 8, 9, 10, 11, 12, and 13), tasks 13 and 14 are assigned first, as shown in the resulting schedule given in Figure 4b. Following the path from node 13 (or node 14) to the terminal node 1, we can see that regardless of the number of available processors, at least five units of time will be required to execute all the tasks in the system. With only three processors, the optimal schedule length is six. Note that the schedule shown in Figure 4b is not the only optimal schedule that the algorithm can generate.

SCHEDULING INTERVAL-ORDERED TASKS. The algorithm we present here is for scheduling interval-ordered tasks on an arbitrary number of processors. An interval order is a task graph in which the nodes can be mapped into intervals on the real line and two nodes are related if the corresponding intervals do not overlap. The properties of
interval orders make it possible to apply a simple greedy algorithm to find an optimal schedule when the execution time of all tasks is the same. At any given time, if there is more than one task ready for execution, picking the task with the maximum number of successors will always lead to the optimal solution, since its set of successors will include the set of successors of other ready tasks. This idea is presented in Algorithm 2.

**Algorithm 2**

1. The number of successors of each node is used as its priority.
2. Whenever a processor becomes available, assign it the unexecuted ready task with the highest priority.

This algorithm solves the unit-execution-time scheduling problem for interval order \((V, E)\) in \(O(E + |V|)\) time, since the number of successors of all tasks can be computed in \(O(E)\) time and sorting the tasks according to the number of successors can be done in \(O(|V|)\) time using the bucket sort technique. Step 2 can be implemented in \(O(|V|)\) time.

**Example 3**

Consider the problem of scheduling the interval order given in Figure 5a on a fully connected target machine of three identical processors. Figure 5b shows the resulting schedule after Algorithm 2 is applied.

**ARBITRARY TASK GRAPHS ON TWO PROCESSORS.** When all tasks have the same execution time, there are no known polynomial algorithms for scheduling task graphs on a fixed number of processors \(m\) if \(m > 2\). The first polynomial-time algorithm for \(m = 2\), based on matching techniques, was presented by Fujii et al. The time complexity of their algorithm is \(O(n^{1.5})\). Improved algorithms have been obtained by Coffman and Graham, Sethi, and Gabow. The time complexity of these three algorithms is \(O(n^3)\), \(O(\min(en, n^{1.5}))\), and \(O(n^2)\), respectively, where \(n\) is the number of nodes and \(e\) is the number of arcs in the task graph.

Below, we present the algorithm given by Coffman and Graham. The approach is similar to that used for scheduling trees: Labels giving priority are assigned to tasks, and a list for scheduling the task graph is constructed from the labels. Labels from the set \(\{1, 2, \ldots, n\}\) are assigned to each task in the task graph by the function \(L(x)\), as we explain in Algorithm 3.

**Algorithm 3**

1. Assign 1 to one of the terminal tasks.
2. Let labels 1, 2, \ldots, \(j-1\) be already assigned. Let \(S\) be the set of unassigned tasks with no unlabeled successors. We next select an element of \(S\) to be assigned label \(j\). For each node \(x\) in \(S\) define \(l(x)\) as follows: Let \(y_1, y_2, \ldots, y_k\) be the immediate successors of \(x\). Then \(l(x)\) is the decreasing sequence of integers formed by ordering the set \(\{L(y_1), L(y_2), \ldots, L(y_k)\}\). Let \(x\) be an element of \(S\) such that for all \(x'\) in \(S\), \(l(x) \leq l(x')\) (lexicographically). Define \(l(x) = j\).
3. When all tasks have been labeled, use the list \((T_1, T_2, \ldots, T_n)\), where for all \(i\), \(1 \leq i \leq n\), \(L(T_i) = i\), to schedule the tasks.

Since each task executes for one unit of time, processors 1 and 2 both become available at the same time. We assume that processor 1 is scheduled before processor 2.
Example 4

To understand the algorithm, let's examine the task graph given in Figure 6a. The three terminal tasks are assigned the labels 1, 2, and 3. At this point, the set $S$ of unassigned tasks with no unlabeled successors becomes {4, 5}. Also, note that $l(4) = (2, 1)$, and $l(5) = (3)$. Since $\{3\} > \{2, 1\}$ (lexicographically), we assign labels 4, 5 to the tasks as given in the figure. The algorithm continues until all tasks are labeled. The number within each node in Figure 6 indicates its label. Task 15, with the highest label, is scheduled first on processor 1, then task 10 is scheduled on processor 2. After tasks 15 and 10 complete, the only ready tasks are 13 and 14. Recall that a task is called ready when all its predecessors have been executed. Try the labeling algorithm on the rest of the nodes in the given task graph. Figure 6b shows the output schedule that results after applying Algorithm 3.

**Considering communication cost**

Here we present two cases for which scheduling task graphs with communication is known to be polynomial: scheduling trees on two processors and scheduling interval orders on an arbitrary number of processors.

**Scheduling trees on two processors.** The main idea of the algorithm presented below is to augment the task graph with new precedence relations to compensate for communication. Scheduling the augmented task graph without considering communication is equivalent to scheduling the original task graph with communication. Here we assume that the tree is an in-forest. However, the algorithm can be easily modified to handle the out-forest case. The time complexity of the algorithm is $O(n^2)$. We first define the following:

*Node depth*

A node with no predecessors has a depth of zero. The depth of any other node is defined as the length of the longest path between the node and any node with depth zero.

**Operation swapall**

Given a schedule $f$, we define the operation $\text{swapall}(f, x, y)$, where $x$ and $y$ are two tasks in $f$ scheduled to start at time $t$ on processors $i$ and $j$, respectively. The effect of this operation is to swap all the task pairs scheduled on processors $i$ and $j$ in the schedule $f$ at time $t$, $\forall t_i, t_j \geq t$.

**Algorithm 4**

1. Given an in-forest $G = (V, E)$, identify the sets of siblings $S_1, S_2, \ldots, S_n$, where $S$ is the set of all nodes in $V$ with a common child, $\text{child}(S)$.
2. $E_1 \leftarrow E$
3. For every set $S_i$
   
   * Pick node $u \in S_i$ with the maximum depth
   * $E_1 \leftarrow E_1 - (v, \text{child}(S_i)) \forall v \in S_i$ and $v \neq u$
   * $E_1 \leftarrow E_1 \cup (v, u) \forall v \in S_i$ and $v \neq u$

4. Obtain the schedule $f$ by applying Algorithm 1 on the augmented in-forest $F = (V, E_1)$.
5. For every set $S_i$ in the original in-forest $G$, if node $u$ (with the maximum depth) is scheduled in $f$ in the time slot immediately before $\text{child}(S_i)$, but on a different processor, then apply the operation $\text{swapall}(\text{child}(S_i), x, f)$, where $x$ is the task scheduled in the time slot immediately after $u$ on the same processor.

Example 5

Consider the in-forest shown in Figure 7a. The in-forest, after the new arcs are added, is shown in Figure 7b. Algorithm 1 can be applied to this augmented in-forest to obtain a schedule wherein communication delays are considered. The operation swapall is applied when commu-
the schedule length would have been four instead of three.

HEURISTIC ALGORITHMS

To provide solutions to real-world scheduling problems, we must relax restrictions on the parallel program and the target machine representations. Recent research in this area has emphasized heuristic approaches. A heuristic produces an answer in less than exponential time but does not guarantee an optimal solution. Intuition usually helps us come up with heuristics that use special parameters affecting the system indirectly. A heuristic is said to be better than another heuristic if solutions approach optimality more often, or if a near-optimal solution is obtained in less time. The effectiveness of these scheduling heuristics depends on several parameters of the parallel program and the target machine. A heuristic that can optimally schedule a particular task graph on a certain target machine may not produce optimal schedules for other task graphs on other machines. As a result, several heuristics have been proposed, each of which may work under different circumstances.

One class of scheduling heuristics that includes many schedulers is list scheduling. In list scheduling, each task is assigned a priority, then a list of tasks is constructed in a decreasing priority order. A ready task with the highest priority is scheduled on the task's "best" available processor. The schedulers in this class differ in the way they assign priorities to tasks and in the criteria used to select the "best" processor to run the task. Priority assignment results in different schedules because nodes are selected in a different order. Algorithm 6 shows the general list-scheduling algorithm.

Algorithm 6

(1) Each node in the task graph is assigned a priority.
A priority queue is initialized for ready tasks by inserting every task that has no immediate predecessors. Tasks are sorted in decreasing order of task priority.

(2) As long as the priority queue is not empty, do the following:
* Obtain a task from the front of the queue.
* Select an idle processor to run the task.
When all the immediate predecessors of a particular task are executed, that successor becomes ready and can be inserted into the priority queue.

(1) Each node in the task graph is assigned a priority.
A priority queue is initialized for ready tasks by inserting every task that has no immediate predecessors. Tasks are sorted in decreasing order of task priority.

(2) As long as the priority queue is not empty, do the following:
* Obtain a task from the front of the queue.
* Select an idle processor to run the task.
* When all the immediate predecessors of a particular task are executed, that successor becomes ready and can be inserted into the priority queue.

A different type of scheduling heuristics tries to partition the scheduling process into two phases: processor assignment (allocating tasks to the system processors) and task ordering (scheduling the tasks allocated on each processor). Task graphs can be clustered as an intermediate phase to solve the allocation problem of the scheduling process. Algorithm 7 shows the general idea of this method.

Algorithm 7

(1) Cluster the tasks assuming an unlimited number of fully connected processors. Two tasks in the same
cluster are scheduled in the same processor.
(2) Map the clusters and their tasks onto the given number of processors \( m \). In this step, the following optimizations are performed:

- **Cluster merging.** If the number of clusters is greater than the number of available processors, the clusters are merged into \( m \) clusters.
- **Physical mapping.** The actual architecture is not fully connected. A mapping must be determined such that overall communication between clusters is minimized.
- **Task execution ordering.** After the processor assignment of tasks is fixed, execution ordering is determined to ensure the correct dependence order between tasks.

More details on scheduling heuristic algorithms can be found in the literature.\(^ {5,9-11} \)

**SCHEDULING TOOLS**

Software development is intrinsically difficult and time consuming for both sequential and parallel computing applications. However, designing and writing software for parallel computers is even more difficult because of the increased complexity incurred in dealing with task scheduling, synchronization, and performance. The use of software tools is one way to make software development for parallel computers easier.

The software development process for parallel computers starts with identifying parallelism in an application, continues through task partitioning, scheduling, and performance tuning, and ends with code generation. Experience has shown that it is very difficult to automate this entire process. However, it is possible to automate some phases of the development life cycle to increase programming productivity and take advantage of the computer's ability to perform tedious chores better than humans. Task scheduling appears to be one such chore that would benefit by being automated through software tools. In developing a parallel application, a programmer needs help in answering a number of scheduling-related questions. What is the best grain size for the program tasks? What is the best scheduling heuristic? How can performance be improved? How many processors should be used? Where should synchronization primitives be inserted in the code? Answers to these questions and many others can be determined through cooperation between a tool and a human program developer. Software tools have been used in two different phases of the software development life cycle: design and code generation. Three scheduling tools in particular incorporate many of the heuristics in the literature: Parallax, Hypertool, and Pyrros. We describe them only briefly; more details can be found in the literature.\(^ {10,12} \)

**Parallax**

Parallax is a software tool that aids in parallel program design by automating a number of scheduling heuristics and performance analysis tools.\(^ {12} \) As Figure 9 shows, Parallax produces (1) schedules in the form of Gantt charts for several scheduling algorithms, (2) performance charts in the form of line and bar graphs, and (3) critical-path analysis. With Parallax, a user can

- model a parallel program as a task graph,
- choose a method of optimization from several scheduling heuristics that will automatically produce a schedule,
- choose the topology of the desired target machine (or design an arbitrary topology for the parallel processor of interest), and
- observe anticipated scheduling and performance estimates obtained from scheduling the task graph onto the target machine.

Parallax, which supports most of the scheduling heuristics introduced in the literature, is a tool for investigating scheduling heuristics before actually executing a parallel program. That is, Parallax is a design tool as opposed to a programming tool. It can also be used to refine an existing parallel program after performance data has been collected from one or more runs. The basic idea behind Parallax is to help a human user create a parallel program design as a task graph, enter the target machine as a graph, and then perform a number of "what if" analyses.

**Pyrros**

Pyrros is a compile-time scheduling and code generation tool.\(^ {11} \) Its input is a task graph and the associated sequential C code. The output is a static schedule and a parallel C code for a given architecture. Pyrros has the following components: a task graph language with an interface to C, a scheduling system, a graphic displayer, and a code generator. The task graph language lets users define partitioned programs and data. The scheduling system is used for clustering the graph, load balancing and physical mapping, and computation/communication ordering. The graphic displayer is used for displaying task graphs and scheduling results. The code generator inserts synchronization primitives and performs code optimization for various parallel machines. A user first edits the program with the task graph language to specify the dependence information between partitioned program segments, the associated C code, weights, and the maximum number of processors available. Pyrros can display

![Figure 9. An overview of the Parallax software tool.]
the input dependence graph to help the user verify the correctness of the flow dependence between tasks, and it can also generate the schedule and the code. The user can check the scheduling result by letting Pyrros display the schedule Gantt chart in the graph window and the statistics information in a separate text window. Figure 10 shows an overview of Pyrros.

**Hypertool**

Hypertool takes a user-partitioned program as its input, automatically allocates the partitions to processors, and inserts proper synchronization primitives where needed. First, a designer develops a proper algorithm, performs partitioning, and writes a program as a set of procedures. The program looks like a sequential program, and it can be debugged on a sequential machine. Through parallel code synthesis and optimization, this program is automatically converted into a parallel program for a distributed-memory target machine. Hypertool can then generate performance estimates, including execution time, communication time, suspension time for each processor, and network delay for each communication channel. If the result is not satisfactory, the programmer can use the information provided by Hypertool's performance estimator and explanation facility to try to redefine the partitioning strategy and the size of the partitions. Figure 11 illustrates the Hypertool components.

The goal of scheduling is to determine an assignment of tasks to processors and an order in which tasks are executed to optimize some performance measure. Scheduling is a computationally intensive problem and known to be NP-complete. Because of the problem's intractability, recent research has emphasized heuristic approaches. Optimal algorithms can be obtained only in some restricted cases. Even though several instances of the problem have been proven to be NP-complete, several open problems remain. For example, scheduling task graphs when communication is not considered and when all tasks take the same amount of time on fixed \( m \geq 3 \) processors is still an open problem.

More research is needed to obtain optimal algorithms when certain restrictions are relaxed in the cases that have already been solved. For example, communication delay is a major parameter in parallel and distributed systems and should be considered. Since optimal schedules can be obtained in restricted cases that may not represent real-world situations, a simplified suboptimal approach to the general form of the problem is needed. Recent research in this area has emphasized heuristic construction, evaluation, and application. The challenge is to incorporate real-world parameters into our problem solutions. Another research direction is the development of scheduling software tools to help design parallel programs, automatically generate parallel code, and estimate performance.
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