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Abstract

In this paper, we describe an Information retrieval Model based on graph comparison. It is inspired from previous work such as Kleinberg’s Hits and Blondel et al.’s model. Unlike previous methods, our model considers different types of nodes: text nodes (elements to retrieve and query) and term nodes, so that the resulting graph is a bipartite graph. The results on passage retrieval task show that high precision is improved using this model.

1. Introduction

Information Retrieval Systems (IRS) usually consider documents as units of information: documents correspond to the units to be indexed and more importantly to the units to be retrieved.

The fact that most of the current systems choose this level of granularity is probably linked to the fact that the first automatic IRS handled short documents: generally secondary documents –references to the primary documents. This type of IRS intends to help the users to locate the relevant documents in the library: once secondary documents are selected the users can access paper versions manually. Nowadays, most of the systems handle electronic primary documents. As a consequence, the size of the documents has significantly increased, shifting from a few paragraphs to several pages or more. This change of the information nature should have lead to different retrieval mechanisms and interfaces. One of the cascading effects of this change is that a user may not be satisfied by a system that indicates a document is relevant without helping him to retrieve the specific parts in the documents that really answer his need.

In the literature, different approaches have been proposed to solve this problem by retrieving passages rather than documents. Some approaches aim at retrieving chunks or fixed-size windows of texts [1]; in these approaches the chunk dependency is taken into account by considering overlapping windows. Other approaches take into account the structure of documents and retrieve document components. First works considered SGML documents [2], [3]. More recently, the expansion of XML language leads to new research in component retrieval [4]; many approaches like [5] consider the nested composition of XML elements to decide which element should be retrieved. Passage retrieval in the context of non-structured documents has recently been evaluated in the framework of the TREC program and more precisely in the Novelty Track [6]. In this track, a sub-task consists in retrieving relevant sentences from relevant documents. When considering non-structured documents; it is trickier to consider the dependency that exists between chunks of texts (in our case, sentences). In previous work [7], we acknowledge the sentence contextual dependency and we suggest a model that gives a higher score to sentences that follows sentences that got a high similarity score with the query.

In this paper, we present a graph-based model to represent the sentence dependencies. This model is a generalisation of the Hits algorithm [8], following the ideas developed in [9]. The similarity function we implement considers the structural similarities, which correspond to a relation-dependant function [10], [11]. We evaluate this model in the TREC framework. More precisely, in the context of relevance sub-task of the TREC novelty track and, considering precision at the top 5 documents (respectively 10 documents), we show that our model outperforms vector space model by 88% (respectively 131%).

The remaining of the paper is organized as follows. In section 2, we consider related works. Section 3 describes the background and starting points. Section 4 presents our model. Section 5 presents the evaluation and discusses the results. Finally, section 6 concludes this paper and indicates further research directions.
2. Related works

2.1. Passage retrieval on non-structured documents

TREC 2002 [6] defines passage retrieval at the sentence level in a general framework of redundancy detection. In the TREC framework, the sentences to be retrieved are selected from the documents that human evaluators had selected as relevant. Most of the systems used in TREC consider sentences as documents and applied their system modules at the sentence level instead of the document level without further changes. This, of course, does not take into account the contextual relationships that exist between sentences in a given document or paragraph. Individual sentences were indexed; then systems computed the similarity between sentences and queries. Blind relevance feedback was often used. [12] uses the traditional tf.idf and Language Modelling (LM) based models [13] combined with blind relevance feedback. [14] also uses tf.idf-based retrieval to measure the similarity between sentences and query; queries were expanded according to pseudo-relevance feedback. They studied different types of classifiers based on semantic and lexical features extracted from text analysis in order to remove possible non-relevant sentences. [15] chooses to expand the initial query adding both the terms that were semantically equivalent to the query terms and terms that co-occurred with the query terms. [16] combines blind relevance feedback and automatic sentence categorisation based on Support Vector Machine. [7] introduces a new approach based on term characteristics. Terms were categorised according to four classes: highly relevant, scarcely relevant, non-relevant (stop words), highly non-relevant.

2.2. Graph-based models

As we mentioned before, we propose a passage retrieval approach at the sentence level. We chose to model the sentence dependencies using graphs as they straightforwardly convey the idea of object relationships. Many models consider network or graph based models such as inference networks [18], Bayesian belief network [19], Neural Network [20]. In this section we focus on the models that are most related to ours and that are variations of the PageRank or HITS models. Many works have considered the explicit inter-document relationships described through hyperlinks. PageRank [21], and HITS [8] are examples of such an approach. In these algorithms, citations and backlinks are used in addition to document content to decide the retrieved document order. Other approaches, like ours, are based on documents that are not explicitly linked. In the context of document clustering, [22] models the document collection as a bipartite graph. Rather than clustering either terms or documents, using this model, documents and terms are clustered simultaneously. The method is based on graph partitioning. In the context of text summarization, [23] considers the importance of sentences by computing the centrality on graphs in which nodes correspond to sentences. The sentence similarity is based on cosine similarity which is used to define the graph representation of sentences. Also inspired from the PageRank principle, [24] consider a graph in which nodes are text units (a node can be either a term or a chunk of text) and compute the centrality of these nodes. The method considers undirected links between nodes; in addition these links are weighted. They applied their method to natural language processing applications such as key-phrase extraction and sentence extraction. [25] proposes a structural re-ranking method. The method is inspired by the PageRank and HITS principles, but, rather than using hyperlinks as an evidence of document relationships, these relationships are generated considering that the language model of a document content assigns high probability to another document content.

3. Motivation & Background

The main goal of graph based methods is to enhance the core IR-process of finding relevant documents in a collection of documents according to some user’s need. More precisely, our method aims at enhancing both query-document matching and document ranking using a new graph-based similarity measure. This similarity measure we generate follows previous works related to graph matching and acknowledges the significance of structural similarity in making good comparisons as demonstrated in many psycho-cognitive studies. The method we propose is based on graph comparison and involves recursive computation of similarity.

3.1. Similarities in graphs

Many authors define similarity on two levels: surface and structural level. Surface similarity is defined as an attribute-oriented function while structural similarity is defined as a relation-dependent function. Figure 1 illustrates the different types of similarities [10, 11] which can be described as follows.
Figure 1. Structural and surface similarities between objects.

With regard to surface similarity (type 1 in figure 1), two objects are regarded as similar if they share the same characteristics (objects A and B in figure 1 are both red squares). There are two types of structural similarity. First-type of structural similarity also called “literal similarity” (type 2 figure 1) corresponds to the case when two objects are similar because they share the same characteristics (A and D in figure 1 are similar because they are both squares) and the same relation (they both have the same relation to C). Finally, second-type of structural similarity also called “analogy” (type 3 in figure 1) corresponds to the case when two objects are similar because they share the same role with regard to some relationship (F and G in the figure). Please read [10, 11] for more details.

In our approach, we consider the first type of structural similarity (type 2).

3.2. Blondel et al.’s model

[9] presents a graph-based model as a generalisation of the Hits algorithm [8]. Considering two oriented graphs, the similarity score \( S_{ij} \) between vertex \( i \) of a graph \( A \) and vertex \( j \) of a graph \( B \) can be computed as follows:

\[
S_{ij} = \sum_{r \in E_A, t \in E_B, r \in (i, j)} S_{rt} + \sum_{r \in E_A, t \in E_B, r \in (i, j)} S_{tr}
\]  

(1)

\( E_A, E_B \) are the edge sets of graphs \( A \) and \( B \).

In other words, given a node \( i \) from the graph \( B \) and a node \( j \) from the graph \( A \), the similarity between \( i \) and \( j \) is computed, first, considering the sum of the similarities between each pair of nodes \( r \) and \( t \), such as \( r \) belongs to the graph \( B \) and \( t \) belongs to the graph \( A \) and there is an edge that goes from \( r \) to \( i \) (incoming links), and second, considering the sum of the similarities between each pair of nodes \( r \) and \( t \), such as there is an edge that relates \( i \) to \( r \) (outcoming links).

(1) can be rewritten and normalized in a matrix form as:

\[
S_{k+1} = \frac{BS_kA^T + B^TS_kA}{||BS_kA^T + B^TS_kA||_F}
\]

(2)

The computation of the similarity matrix is recursive; as a result, it is mandatory to define an initial similarity between nodes. Several initialisation strategies have been proposed in the literature [9, 17]. One of the most used strategies considers that the similarity between each pair at the first stage should be equal to 1, considering that there is no evidence that some nodes are closer than others and that each node should be considered equally. The issue of convergence of the similarity matrix series is discussed in [9].

This model could be applied as it is, as long as the handled objects are direct-linked. Hyperlinks provide such a graph structure. In our approach, we consider documents which are not explicitly linked. Contrary to other approaches that consider implicit inter-document relationships on the basis of the document similarities (e.g. cosine); in our approach, we consider implicit links on the more general basis of the terms they share –terms they are related to. As a result, node similarity is computed either between document nodes, between term nodes or between a document and a term node.

4. GVC model

The GVC (Graph Vertices Comparison) Model we propose is based on Blondel et al.’s model with regard to node similarity computation. However, it differs in several points that are described in the following sections.

4.1. Bipartite graph model

In IR we can consider three types of elements: units to retrieve (generally documents but in our approach they are passages), queries and terms. Terms are used either to represent documents or queries. Units to retrieve and queries are elements of the same nature with regard to the fact they can be (and generally are internally) represented by a set of terms. For that reason, the graph we consider is a bipartite one: nodes are of two types, terms or units of texts (documents or queries). In this model, there is no link between nodes of the same type; links relate units of texts and terms. Rather than considering two graphs, as it is generally the case when dealing with graph-vertices comparison, we consider a single graph and compute node similarities (the same graph is compared to itself).

4.2. Information retrieval principle
Information retrieval is based on the following process:

First we compute the similarity that exists between text nodes; following formula (2). This similarity is based on term node similarities (for those nodes that are in relationships with the considered texts), which are in turn computed according to text node similarities. These calculations are repeated until the system reaches convergence. Notice that a query is considered as a document is.

When the system converges, it results in a similarity square matrix in which columns and rows correspond to texts and terms. At this step, the query node row is extracted and sorted so that the most similar text nodes occur first. They correspond to the list of retrieved “documents”.

4.3. Initial graph and similarities

Given N the number of text units to retrieve and M the number of indexing terms, the generated bipartite graph $G$ is composed of $N+M+1$ nodes (1 corresponds to the query). Text nodes are not connected to each other, nor are term nodes. Terms correspond to indexing units; as a result, links between text units and terms are not directed. One could consider that if a term node $i$ is connected to a text $j$; then the text $j$ is connected to the term $i$. This would lead to computation cycles when considering the node similarities. For that reason, we arbitrary consider that only directed links going from document nodes to term nodes exist – links from terms to documents are not considered.

As explained in section 3.2, we also need to set the initial similarity between nodes. They have been set as follows:

The similarity between 2 text nodes is based on the cosine of the two texts (based on tf.idf, bag of words measure). In the same way, the similarity between 2 term nodes is initially computed as the cosine of the two terms (also based on tf.idf). Indeed, usually documents are represented as vectors in the term space; reversely, terms can be represented as vectors in the document space. Finally, the similarities between nodes of different nature are set to 0. That is to say similarities between any term and any document are set to 0.

4.4. Recursive similarities

Similarities between nodes are computed following the formula (2) with $A=B=G$.

$$
S_{k+1} = \frac{GS_k G^T + G^T S_k G}{\|GS_k G^T + G^T S_k G\|_F}
$$

Modulo the fact that we normalize the resulting $S_0$ so that $S_{ii}=1$ and $S_{jj}=1$.

[9] shows that the algorithm converges for the series $2k$ and $2k+1$. That means that it is possible to stop the process once $S_{ij}$ at the $(k+2)^{th}$ iteration do not differ (more than a threshold) from $S_{ij}$ at the $(k)^{th}$ iteration and $S_{ij}$ at the $(k+3)^{th}$ iteration do not differ from $S_{ij}$ at the $(k+1)^{th}$ iteration. [17] shows that the adaptations that have been made to the graph model do not affect the convergence property. In addition, when considering the initial similarities as they have been set in section 4.3, [17] also show that whatever the iteration number is, the similarities between nodes of different nature remain equal to 0.

5. Evaluation

5.1. Collection

TREC Novelty 2004 is used to evaluate the model.

An example of a TREC topic is presented figure 3.

```
Topic: 35
Title: NATO, Poland, Czech Republic, Hungary
Type: event
Narrative: Identity of current and newly-invited members, statements of support for and opposition to NATO enlargement and steps in the accession process and related special events are relevant. Impact on the new members, i.e., requirements they must satisfy, and their expectations regarding the implications for them are relevant. Progress in the ratification process is relevant. Future plans for NATO expansion, identification of nations admitted on previous occasions, and comments on future NATO structure or strategy are not relevant.
```

Figure 2. TREC topic

A document set is associated to each topic. Each document is composed of sentences (provided by TREC), some are considered by TREC evaluators as relevant to the topic, other are considered as non relevant to the topic. The features of this collection are presented in figure 2.

```
#sentences per query | #relevant sent. per query | %relevant sent per query
1057 | 166 | 15.70
```

Figure 3. Features of the TREC Novelty track collection (averaged over queries)

5.2. Results
The first version of our model has been evaluated using the collection depicted in section 5.1.

Texts (sentences and queries) are processed using the following method:
- Stop words are removed,
- Remaining terms are stemmed
- Stems are weighted according to the tf.idf function

We get an average of 2877 term nodes and 1057 text nodes for per test collection. The graph has been built according to the method depicted in section 4 and similarities computed according to the formula in the same section. Notice that as similarities between documents and terms remain equal to 0 whatever the iteration, some elements of the similarity matrix do not need to be stored (we need to store the similarities between term nodes and between text nodes).

Results are compared to the vector space model: documents are represented by bags of weighted terms; the cosine measure is used to calculate the similarity between texts and the query and texts are retrieved according to decreasing similarity. This method corresponds to the baseline.

Figure 4 reports the recall precision graph obtained using the cosine measure and the GVC method.

Because in our method, we did not set the number of retrieved elements, this number can vary from 1 to the entire collection. Figure 5 compares the results obtained when considering the baseline. It indicates the average precision according to the number of documents retrieved per topics. This figure shows that our method improves high precision (when a few documents are retrieved). The difference in terms of precision between the two methods decreases when the number of retrieved units becomes higher.

Figure 5. Average precision at top n for the TREC 50 topics

Finally, Figure 6 reports the precision at top documents (precision when 5 and 10 documents are retrieved) and the R-Precision (when R units are retrieved, R being the number of relevant units).

<table>
<thead>
<tr>
<th></th>
<th>Cosine</th>
<th>Graph</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>P@5</td>
<td>0.270</td>
<td>0.510</td>
<td>+88.88%</td>
</tr>
<tr>
<td>P@10</td>
<td>0.222</td>
<td>0.513</td>
<td>+131.08%</td>
</tr>
<tr>
<td>R-precision</td>
<td>0.237</td>
<td>0.400</td>
<td>+68.78%</td>
</tr>
</tbody>
</table>

Figure 6. Comparison with the vector space model

The details on the results obtained by the TREC participants are not available in detail. [26] reports that most of the participants that year get F-Measure between 0.36 and 0.40. The best participant got 0.42 as a F-Measure (LRIaze3 run).

6. Conclusions and future works

In this paper, we presented a new model based on graph comparison. Compare to the other model from which it is inspired, in our model, links do not need to be explicit. In addition, implicit links between text units or documents are based on explicit links between terms and documents. This model has been evaluated in the framework of passage retrieval (passages being defined as sentences). We have compared the model we defined with the vector space model and show high improvement, specifically for high precision, which is one of the most important criteria in the user’s point of view. Further experiments have to be made on other collections and results must be compared to methods more sophisticated than the cosine.

The main weakness of our method is its high computational complexity which makes it unaffordable in the context of large document collections for now. However, we could use it in a MAC/FAC [27] architecture. MAC/FAC is a two-stage process in which a computationally cheap filter (MAC) is used to select a restricted subset of likely good candidates that are conveyed to a more accurate
and computationally expensive filtering process (FAC). Our graph vertices comparison method can be used as a FAC filter in association with a MAC method which will easily and quickly eliminate unnecessary documents. This is roughly what Kleinberg’s HITS algorithm [8] does in order to reduce the computational its cost. HITS isolates a relatively small citation subgraph related to a given topic before detecting the authoritative ‘sources’ it contains.

In this preliminary model we consider that there is no relationship between terms; which is rather simplistic. Taxonomies or other terminological resources such as WordNet could be considered in order to better take into account term relationships. We also consider that documents are not linked each to other. When considering the web, this assumption is no more valid. In the context of the TREC collection we use, we could also consider that some links exist between the text units such as the fact that one sentence follows another sentence [7] or the fact two sentences belong to the same document or the same paragraph. We are working on a new model that would include all these types of links.
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