
A High-performance OC-12/OC-48 Queue Design Prototype forInput-bu�ered ATM SwitchesHaoran Duan; J. W. Lockwood, S. M. Kang, and J. D. WillUniversity of Illinois at Urbana{ChampaignNSF ERC for Compound Semiconductor Microelectronics�Department of Electrical and Computer Engineeringand Beckman Institute for Advanced Science and Technology405 N. Mathews Ave., Urbana, IL 61801, U.S.A.(217) 244-1565 (Voice), (217) 244-8371 (FAX)email: hd@ipoint.vlsi.uiuc.eduWWW: http://ipoint.vlsi.uiuc.eduAbstractThis paper presents the design and prototype ofan intelligent, 3-Dimensional-Queue (3DQ) for high-performance, scalable, input bu�ered ATM switches.3DQ uses pointers and linked lists to organize ATMcells into multiple virtual queues according to prior-ity, destination, and virtual connection. It enforces pervirtual connection Quality-of-Service (QoS) and elim-inates Head-Of-Line (HOL) blocking. Using Field-Programmable-Gate-Array (FPGA) devices, our proto-type hardware can process ATM cells at 622 Mb/s (OC-12). Using more aggressive technology (Multi-Chip-Module (MCM) and fast GaAs logic), the same 3DQdesign can process cells at 2.5 Gb/s (OC-48). Using3DQ and Matrix-Unit-Cell-Scheduler (MUCS) as essen-tial components, an input-bu�ered ATM switch systemhas been designed, which can achieve near-100% linkbandwidth utilization.1 IntroductionThe queuing strategies of ATM switches can bebroadly classi�ed as input-queuing (IQ), output-queuing(OQ), or shared-memory (SM). Combining two of theabove results in input-output-queuing (IOQ), input-shared-queuing (ISQ), or output-shared-queuing (OSQ)[1] [2] [3]. Of all queuing con�gurations, the IQ structurerequires the least memory bandwidth for bu�ering ATMcells. Each queue module of an IQ switch only bu�erscells at the arrival rate of a single port, rather than ata multiple of the arrival rate as with other structures[4] [5] [6] [7] [8]. In addition, it has been found throughsimulation that with the same bu�er size, an IQ switchhas more tolerance for bursty tra�c [9]. Moreover, formulticast tra�c, a burst of n cells that are to be deliv-ered to m output ports only needs n cell bu�ers for the�This research has been supported by National Science Foun-dation Engineering Research Center grant ECD 89-43166, Ad-vance Research Program Agency (ARPA) grant for Center forOptoelectronic Science and Technology (COST) grant MDA 972-94-1-0004.

IQ structure, rather than m � n cell bu�ers for the OQstructure. Therefore, IQ is well-suited to meet the re-quirements of current and future ultra-broadband ATMnetworks.We have successfully implemented a prototype, 5-port input-bu�ered ATM switch system using FPGAdevices for our ATM network testbed|the iPOINT(Illinois Pulsar-based Optical Interconnect). The sys-tem was fully functional and provided an aggregatethroughput of 800Mb=s [10] [11].The First-In-First-Out (FIFO) queue implementa-tion used in the previous testbed su�ered from HOLblocking and QoS enforcement. Our second-generationiPOINT input-queuing ATM switch, as illustrated inFigure 1, uses a non-FIFO, 3-Dimensional-Queue (3DQ)for cell bu�ering. 3DQ avoids HOL blocking by bu�er-ing ATM cells in a Random-Access-Memory (RAM) andorganizing them into multiple virtual queues. Cells areselected for transmission based on Quality-of-Service(QoS) parameters of their virtual connections and run-time tra�c conditions.
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faster devices, upgrading the speed of the SRAM, andusing a Multi-Chip-Module (MCM) for interconnec-tion, we project that 3DQ could operate at a speed ofOC-48. Scheduled by novel Matrix-Unit-Cell-Scheduler(MUCS) [12], our second-generation ATM switch canachieve near-100% link bandwidth utilization.In this paper, we present this 3DQ. After review-ing di�erent input-queuing structures, we discuss thedesign principles, QoS mechanisms, performance, oper-ation, and implementation of 3DQ. The novel switchlevel cell scheduler|MUCS, is also brie
y reviewed togive a full explanation of the system operation.2 Existing Input QueuesThe major barrier in building a high performance,scalable input-bu�ered ATM switch has been the lackof e�cient cell queuing and scheduling. Multiple designshave been proposed and/or implemented. None, how-ever, provide both per-virtual circuit QoS and eliminateHOL blocking.2.1 FIFO input queuingAn IQ switch can be built using a single FIFO queue,as illustrated in Figure 2(a). In this scheme, cells can
d
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WindowFIFOFigure 2: FIFO Input Queuesonly be transmitted from the head of each queue. Cellsbehind the head of the queue are blocked|regardless ofwhether or not their destination port is available. Forunicast tra�c with Poisson arrivals, it has long beenknown that HOL blocking limits the throughput to 58%[13]. Further, because cells must be transmitted in thesame order as they arrive, it is di�cult to enforce theQoS.FIFO queue throughput can be increased by adopt-ing a window lookahead based or a slot reservation basedscheduling algorithm [14] [15] [16], which reduces HOLblocking by checking the �rst d cells in each FIFO queuemodule, as shown in Figure 2(b). The throughput im-provement is limited, however, because the bursty char-acteristic of ATM tra�c increases the probability thatthe �rst d cells in the queue have the same destinationaddress. For bursts longer than the window length,checking only the �rst d cells does not increase thethroughput.2.2 Non-FIFO input queuingA priority queue, as shown in Figure 3(a), improvesQoS enforcement. Higher priority cells are switched be-fore lower priority ones. Sorting cells only by priority,however, does not avoid HOL blocking. As long as onlyone cell can be considered for transmission from eachinput module, the throughput is not improved.Queuing on a per-virtual-circuit (per-VC) basis, asshown in Figure 3(b), can improve the throughput ofthe switch. Cells of di�erent virtual-connections areless likely to have the same destination address. Thescheduler checks up to k active virtual-connections for

non-con
icting destination addresses. Using a round-robin service principle, this queue scheme reduces (butdoes not eliminate) HOL blocking and better shares thebandwidth among virtual circuits.
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Destinations QueuesFigure 3: Non-FIFO Input QueuesQueuing by destination port, i.e., an N -queue struc-ture, as shown in Figure 3(c), completely eliminatesHOL blocking. It allows scheduling algorithms to eval-uate all cell transmission choices [17] [18]. However, N -queue structure lacks QoS enforcement scheme becauseit does not sort cells by their priority.3 3-Dimensional-Queue PrincipleThe iPOINT 3-Dimensional-Queue (3DQ) system or-ganizes incoming ATM cells into multiple queues whichform a virtual 3-dimensional space, shown in Figure 4.Virtual connection, priority, and destination are the
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All cells of an active VC are represented by one uniquelocation in the 3D queuing space. Active VCs, repre-sented by the cell room address pointers of the cells atthe heads of their VC queues, are then clustered intoN destination groups. Within each destination group,VCs are further sorted into subgroups, called servicequeues, where VCs have the same priority. Higher pri-ority service queues are served ahead of lower priorityones. The internal organization of 3DQ is shown in Fig-ure 5. All pointers, linked lists, and management controllogic units are implemented by our FPGA-based hard-ware. Only a few, hardware-based, table lookup/updateoperations are needed for queue manipulation.
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VC tableFigure 5: 3-D Queue System Internal OrganizationThe interface between 3DQ and MUCS|the switchlevel cell scheduler, is an N -element tra�c vector. Eachvector element is a nonnegative integer, aj, where a non-zero value indicates that a cell is ready to be switched tooutput port j. While aj = 0 indicates an empty destina-tion group, a positive value of aj indicates the highestpriority level among all bu�ered cells that belongs tothe output port j destination group. In each cell slot,one cell (which corresponds to one element in the tra�cvector) can be chosen for transmission by MUCS [12],as reviewed in Section 10. The scheduling operation isoverlapped with the ATM cell transmission of the pre-viously selected cell.4 Mechanisms for Per-VC QoS3DQ has multiple built-in mechanisms which enableQoS-oriented cell transmission at per VC level.

4.1 Fair bandwidth sharing3DQ ensures fair bandwidth sharing among VCs ofthe same priority by enforcing a Service-Queue-Reentry(SQR) mechanism. Every active VC has only one entryin the corresponding service queue. Once a cell in theVC at the head of a service queue has been transmit-ted, the VC is removed from the service queue. If theVC has additional cells in the queue, the VC reenters aservice queue by appending the updated cell tag whichpoints to the new head cell in that VC queue. The ser-vice queue being appended is not necessarily the samesince the priority level of the VC queue may have beenmodi�ed. If the VC queue is empty, it becomes inactiveuntil the next arrival of a cell which belongs to that vir-tual circuit. When a cell arrives to an empty VC queue,the VC is appended to a service queue.4.2 VC tableFor each active virtual circuit, 3DQ maintains a VCtable, which is essential to per-VC QoS. VC table storesQoS parameters, tra�c statistics, output destinationport(s), outgoing VPI/VCI values, and pointers to thehead and tail cell rooms of a virtual queue. The corre-spondingVC table is initialized when a VC is establishedand invalidated when the VC is torn down. Moreover,the corresponding VC table is read and updated when-ever an ATM cell arrives or is transmitted. Each VCtable entry stores following parameters:�status indicates whether or not the VC has cells totransmit;�desti-vector, a bit-mapped vector that de�nes theoutgoing destination port(s);�para-mcast, a bit-mapped vector internally used formulticast operation;�outgoing-vc determines the outgoing VPI/VCI;�ptr-vcq, a pointer to the tail cell room of the VCqueue;�qos-para stores parameters for QoS enforcement;�statistics tracks the number of cells received, trans-mitted, dropped, and corrupt;�upc-rm stores parameters for tra�c policing andResource Management (RM) cell processing;4.3 QoS parametersPer-VC QoS is enforced both locally (at each inputmodule) and globally (at the switch system level) by us-ing the QoS parameters of VC tables. These parametersconsist of the following:�priority implies the order of transmission relativeto other VC;�mx-qlgth indicates the maximum queue length al-lowed, it sets an upper limit on the memory spacethat can be used for a single virtual circuit;�q-lgth indicates number of cells of this VC currentlyqueued;�q-threshold is a threshold queue length for priorityadjustment for the virtual circuit;All QoS parameters in an active VC table can be modi-�ed at run time either by 3DQ logic units or by controlcells.



4.4 Run time priority adjustmentThe priority parameter consists of three components:pri-original, pri-local, and pri-global. The priority pa-rameter set during call setup is stored as the pri-original. The pri-local is controlled by 3DQ hardware.An incoming cell may increase the pri-local value, anda transmitted cell may decrease the pri-local value. Thedecision is made by comparing the q-lgth with the q-threshold (which is also run-time adjustable). The up-dated priority index applies to the VC queue in the nextservice queue appending operation. The pri-global is de-termined and dynamically adjusted by the switch con-troller which has the knowledge of allocated bandwidth.While the pri-local provides a mechanism for QoScontrol at the cell level, the pri-global enables the bal-ance of QoS for the switch as a whole. Combining thehardware and software schemes, a hard bound on thecell latency can be made on per VC basis. The al-gorithm that controls the q-threshold and pri-global iscurrently under development.4.5 Switch controller and control cellsATM switch controller is responsible for processingsignaling messages, establishing/removing virtual cir-cuits, and managing QoS operations at entire switchlevel. It is a software entity running on a host computerconnected to one port of the switch, and communicateswith 3DQ through control cells which is transmitted ona reserved virtual circuit. Control cells are used to ini-tialize a VC table at call setup, to updated certain valuesof a VC table for dynamic QoS control, to report cur-rent tra�c statistics to the switch, or to acknowledge aprevious issued control cell.5 3DQ Logic OperationFigure 6 is a simpli�ed block diagram of 3DQ. Itconsists of Cell Memory to store incoming ATM cells,Control Memory to store VC tables, pointers to virtualqueues, and logic modules to process ATM cells andmanipulate pointers. The 3DQ operation is periodicin the interval of cell slot, the time needed to transmitone ATM cell. During each cell slot, there are two sep-arate processes that operate in parallel | the receptionprocess (RX) and the transmission process (TX).5.1 Operation of RX processThe RX process activates when a cell arrives. Besideshandling cell bu�ering operations, it processes the ATMcell header locally, which prevents a processing bottle-neck at a centralized switch. As shown in the left-handportion of Figure 6, the header CRC test is �rst per-formed. If the CRC checksum indicates that the headeris corrupt, the cell is dropped immediately. For a validcell, its payload is stored to an available cell room of theCell Memory. The cell header is sent to address com-pression logic to �nd the Internal-Virtual-Circuit-Index(IVCI)|the memory address to access the VC table.After accessing the VC table, the RX process per-forms the following operations in parallel: it updatesthe VPI/VCI �eld and reassembles the cell header; ap-pends the incoming cell to the VC queue; re-evaluatesthe priority of the virtual circuits; and increments tra�cstatistics.

If the VC queue was empty when the cell arrived,additional operations for service queue(s) are invoked.The RX process creates a new cell tag which consists of acell room pointer, an IVCI, and a service queue pointer;appends the cell tag to the service queue that is speci�edby the desti-vector and the qos-para parameters of theVC table; and then updates the tra�c vector. Moreover,if the incoming cell belongs to a multicast VC, multicastoperations are performed, as discussed in Section 6.5.2 Operation of TX processAt each cell slot, one cell from the N destinationgroups can be chosen for transmission by the switchcell scheduler. When a cell is selected, the TX processis invoked. The cell tag is derived by reading the headof the selected service queue. From the cell tag, the cellroom address and IVCI are retrieved. The TX processthen reads the cell from the Cell Memory, sends it tothe switch fabric, and �nally updates the VC queue, theservice queue, and the tra�c vector. Simultaneously,the priority of the virtual connection is re-evaluated,the VC table is updated, and the cell room is recycledor its copy index is decremented.As the RX and TX processes both have memory ac-cesses and manipulate queue pointers, their operationsare statically scheduled in such a way as to avoid re-source contention. Moreover, with careful arrangementof the VC table and the cell tag formats, only a fewmemory accesses are necessary to maintain linked listsand process the cell header. As a result, 3DQ opera-tions �t into one cell slot for a unicast cell, and a fewcell slots for a multicast cell.6 MulticastThe 3DQ supports multicast. An ATM cell can bedelivered to any permutation of output ports which arespeci�ed by the desti-vector (a bit-mapped �eld) in itsVC table entry. For a n-port switch, a n-bit desti-vectoruniquely represents all permutations of output ports.The multicast mechanism of the 3DQ design providese�cient memory usage and prevents a congested desti-nation port from blocking other less-loaded ports.Cells of a virtual circuit with a multicast factor ofm are stored only once in the Cell Memory. They arevirtually duplicated by transmitting the cell m times, todi�erent destination ports. Cell duplication is trackedby each cell room's copy index. When a cell room isassigned to a cell with a multicast factor of m, its copyindex is set to m (set to 1 for a unicast cell). Each timea cell is transmitted, the copy index of its cell room isdecremented. A cell room is recycled to freelist logiconly if its updated copy index equals to zero. Thusensures all the multicast destinations have been served.To understand the multicast operations of the 3DQ,it is instructive to review Figure 5. Each destinationgroup maintains service queues. Each service queueentry holds a cell tag, which in turn points to a cellroom address within an active (non-empty) virtual cir-cuit. For unicast virtual circuits, the service queue entrypoints to the cell at the head of the virtual circuit. For amulticast virtual circuit, multiple service queue entriescan exist which point to the same VC queue, but notnecessarily all to the head of the queue.
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pended. The 3DQ design can append up to four servicequeues for each additional cell slot.The use of more than one cell slot in RX for multicastcell processing is acceptable because the o�ered load atthe input of a port with multicast is less than unityon average. Moreover, since any multicast cell with afactor ofm needs m cell slots for multicast transmission,but only takes 1 + (m � 1)=4 cell slots for processing,multicast tra�c actually generates less processing loadthan unicast tra�c for our 3DQ design.7 Simulated QoS Performance of 3DQComputer simulations have been performed to studyhow 3DQ bu�ers and transmits tra�c of di�erent vir-tual circuits according to their QoS contract and thetra�c load at the input port. Incoming tra�c is gen-erated using a modi�ed version of the lagged Fibonaccirandom number generator [21] together with a two-stateMarkov model [22]. A �nite bu�er size of 256 KB wasused for this simulation. Fifteen di�erent virtual con-nections transporting tra�c of �ve di�erent QoS classesare studied. Their burst characteristics, delay sensitiv-ity, drop sensitivity, mean bandwidths, and bu�eringspace allocations are summarized in Table 1. The totalbandwidth of all tra�c sources is 69.12 Mb/s.We assume the switch system is symmetrically loadedthen vary the transmission bandwidth available for the�fteen VCs. While a transmission bandwidth of 622Mb/s emulates a nearly unloaded switch, a transmis-sion bandwidth of 69.12Mb/s emulates a fully-saturatedswitch. Our simulations, in fact, even consider extremecases where the transmission bandwidth to the switch isless than the incoming bandwidth of the data to 3DQ.Simulation results are shown in Figure 8. As indicated,3DQ clearly distinguishes tra�c of di�erent character-istics. On all plots, performance curves cluster into �vegroups for the �ve tra�c classes. Within each cluster,



Class A B C D EExample rt-video CBR teleconference ABR UBRBursty p p p pDelay sensitive p p pDrop sensitive p p pPer-VC Bandwidth 6 Mb/s 1.54 Mb/s 0.5 Mb/s 10 Mb/s 5 Mb/sAverage Burst Length 10 1 5 10 7Maximum Bu�er Size (cells) 512 64 200 512 256No. of VCs 3 3 3 3 3Per-class Aggregate Bandwidth 18 Mb/s 4.62 Mb/s 1.5 Mb/s 30 Mb/s 15 Mb/sTable 1: Tra�c Typethe di�erence in latency and cell loss is negligible, whichindicates the fair treatment of virtual circuits within atra�c class.Figure 8(a) shows the average cell latency over theentire range of feasible tra�c loads. The order of the
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(d)Figure 8: Delay, Drop Rate of VCs vs. Loadcurves from the bottom to the top of Figure 8(a) is: classB, C, A, D, and E (classes are summarized in Table 1).Class B tra�c always has the minimum latency, and itslatency remains relatively constant even as the switchis fully loaded. Class A tra�c has longer average delaythan class C because of larger burst length of that tra�cclass.Figure 8(b) shows the graceful degradation of latencyfor the tra�c classes as 3DQ is pushed beyond satura-tion. Class A tra�c has less average delay than class C

during heavy congestion, as it is drop-sensitive.Figure 8(c) shows the cell loss rate as a function ofavailable bandwidth. The order of cell loss rate, fromthe least to most, is: class B, A, D, C, and E. We observeno cell loss in any of the �fteen virtual circuits for theentire duration of the 100 million cell slot simulationwhen the transmission bandwidth was larger than 80Mb/s.Figure 8(d) shows the normalized transmission band-width of the virtual circuits. The order from most toleast is: class E, D, C, A, and B. As indicated, when theswitch operates below the saturation level, the band-width requirements of all tra�c classes can be satis-�ed. When the switch is pushed beyond saturation, thebandwidth of lower priority virtual circuits are reducedto ensure the QoS of higher priority ones. For example,when the total transmission bandwidth falls below 50Mb/s, all class E tra�c is dropped.8 Prototyped 3DQ System3DQ system has been prototyped on a printed circuitboard (PCB) called illinois-input-Queue (iiQueue), asshown in Figure 9. The PCB has been fabricated, itmeasures 8"x14", and has four signal layers. Designed
Figure 9: iiQueue PCB Layout Diagramto operate at 25 MHz, iiQueue can process data rates ofup to 622 Mb/s (OC-12).



8.1 Functional and memory partitionsA block diagram of iiQueue is shown in Figure 10.The major components on iiQueue PCB are RAM mod-ules and FPGA devices. The FIFO devices on theingress and egress data paths are used only for clockisolation, not cell queuing.The control logic is implemented as two 25K-gateFPGA devices as Ingress Cell Processor (ICP) andPhysical Interface / Egress Cell Processor (PIF/ECP).ICP implements the control logic of 3DQ and handlesATM cell processing functions. ECP logic completes theheader VPI/VCI translation for multicast connections,detects control cells from egress tra�c and inserts theminto the ingress data path. PIF logic adapts the incom-ing/outgoing tra�c to the internal data format of theiPOINT queue/switch system.
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ows on iiQueue PCBSeparate ingress and egress data buses are used forincoming and outgoing tra�c. Incoming ATM cells are�rst processed by PIF and converted into 64-bit longwords, then queued, processed, and transmitted by the3DQ Core.Outgoing ATM cells arrive ECP from the 32-bitegress data bus connected to switch fabric. ECP pro-vides a transparent path for unicast cells and completesheader translation for multicast cells. PIF then con-verts ATM cells back to the proper data width for thephysical interface (32, 16, or 8 bits).When a control cell is detected, ECP signals PIF tohold incoming tra�c in the FIFO for one cell slot, thenbridges the separate ingress / egress data buses and de-livers the control cell to the 3DQ Core. Operating witha 25 MHz clock, 3DQ processes tra�c at 800 Mb/s in-ternally. The extra processing speed of 3DQ creates

\holes" in the data 
ow which enables the insertion ofcontrol cells from the egress path.9 Scaling iiQueue to Support OC-48The 3DQ design can be used to implement an OC-48 queuing module capable of operating at 2.5 Gb/s.For the iiQueue prototype, OC-12 performance (622Mb/s) is obtained using moderate-performance FPGAlogic and standard PCB technology. An OC-48 modulecan be implemented by mapping the same logic designinto non-FPGA devices (eg. CMOS or GaAs gate ar-rays) and routing the circuit on a Multi Chip Module(MCM). The logic, bus widths, and circuit partitioningof 3DQ and iiQueue remain unchanged.For the OC-48 module, faster circuit technology isneeded to operate the logic at 100 MHz. For the proto-type iiQueue module, the maximum logic delay is lim-ited to 40 ns (1/25 MHz). This propagation delay isthe sum of the FPGA's block-to-block routing delaysbetween the Control Logic Blocks (CLBs) and by thedelay of the CLBs themselves. While the CLB delaysare relatively low (3 ns), the delays introduced by thepass transistors to interconnect the blocks are signi�-cant. By re-synthesizing the logic of the two FPGAdevices into GaAs gate arrays, a speedup of four can beobtained. The density of each FPGA corresponds to ap-proximately 25,000 equivalent gates. For GaAs gate ar-rays, densities of 100,000 equivalent gates are currentlyavailable [23] [24].To interconnect the devices of Figure 10 for the OC-48 iiQueue, the PCB of Figure 9 can be replaced with aMCM. The lower capacitance of the MCM's chip-to-chipinterconnects allows for lower signal propagation delaysand reasonable power consumption [25] [26]. SimilarMCMs have been implemented to interconnect a RISCprocessor with its secondary cache controller and SRAMmemory devices [27] [28].10 3DQ/MUCS-based SwitchesAn e�cient ATM cell scheduler is necessary to takefull advantage of the 3DQ's cell processing and bu�eringcapabilities. It must be able to �nd a high-throughput,contention-free cell transmission schedule within one cellslot time period, which is 680 ns for a switch with portsoperating at OC-12 and is 170 ns at OC-48. Existingscheduling schemes, such as Parallel-Interactive-Match(PIM) based approaches [18] [29], can be used for switchlevel scheduling. However, those schemes cannot oper-ate at the speeds needed for this switch.A novel, high performance cell scheduler|MatrixUnit Cell Scheduler (MUCS), has been designed.HSPICE simulations indicate the circuit can responsewithin 100 ns using rather modest 2 �m CMOS tech-nology [30]. Integrating 3DQs with MUCS allows theswitch system to utilize nearly 100% of the availablebandwidth [12]. This section brie
y reviews MUCSand presents the throughput simulation of 3DQ/MUCSswitches.10.1 MUCS schedulerMUCS has been design as a mixed analog-digital cir-cuit which examines the inputs from 3DQ modules and



selects which cell to transmit within one cell slot. Win-ning cells are selected according to the \weight" of el-ements of a tra�c matrix (aij). This tra�c matrix isinitially formed by merging the tra�c vectors (aj) fromall 3DQ modules, and is reduced when a winner is se-lected in a matrix iteration.The weight, wij, of aij is de�ned in Eq. (1), where i,j are indices of input port and output port, respectively.A linear number of matrix iterations solves the completescheduling problem.wri = PMj=1 aij;wcj = PMi=1 aij;wij = � aijwri + aijwcj ; if aij 6= 00; otherwise (1)The above selection rules of MUCS originate froma heuristic strategy that leads to a \socially optimal"solution when con
icts of interest (contention) occur.The heaviest element in the matrix corresponds to abu�ered cell at an input port with the least 
exibility(this is obvious when aij is a binary). By choosing theheaviest element(s) �rst, each iteration of MUCS ren-ders the remaining elements with the maximumnumberof scheduling opportunities. This leads to a transmis-sion schedule that maximizes the aggregate throughput.
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process unitFigure 11: Building Blocks of MUCS CoreFigure 11 illustrates the functional block diagramof the MUCS core. The computation complexity ofthe entry weight assignment and heaviest weight ele-ments selection are absorbed and mapped to the capac-itor charging/discharging procedures, and are executedfully in parallel by the hardware. The transistor levelimplementation of the MUCS core has been veri�ed byHSPICE. Simulations indicate that the response time ofthe MUCS is less than 100 ns using 2 �m CMOS tech-nology. The circuit has a uniform structure and verylow transistor and interconnect count [30].10.2 Throughput of 3DQ/MUCS switchesSwitches of various sizes (N = 5; 8; 16; 32) weresimulated to determine the throughput of 3DQ/MUCSswitch systems under increasing loads of tra�c with uni-form random arrivals, Poisson arrivals, and bursty ar-rival patterns. Single FIFO input-queued switches aresimulated for the purpose of comparison.

The simulation results are summarized in Fig-ure 12. For uniform random arrivals and Poisson ar-rivals (Figure 12(a)(b)), the normalized throughput of3DQ/MUCS-based switches can approach 100% uti-lization, while that of a FIFO switch saturates near58%. For bursty tra�c arrivals (Figure 12(c)(d)), the
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Figure 12: Simulation Results for Unlimited Bu�ers3DQ/MUCS-based switches can be loaded to near max-imum cell arrival rate for di�erent burst lengths (e.g.for L=5, the maximum cell arrival rate is 83.3%), whilethat of a FIFO switch saturates near 50%. Note thatthe delay-throughput performance does not degrade asthe number of switch ports increases, which indicatesthe scalability of our design.11 ConclusionIn this paper, we have presented the principles, de-sign, and implementation of a 3-dimensional queuingsystem for an input-bu�ered ATM switch. 3DQ han-dles cell header translation and cell bu�ering locally toprevent a processing bottleneck at a centralized switch.3DQ provides per-VC QoS and eliminates HOL block-ing by using RAM-based virtual queues. It combinesthe individual advantages of per-VC queuing, priorityqueuing, and N -destination queuing.We have described the logic operation of 3DQ forcell processing, bu�ering, transmission, and multicast-ing. 3DQ provides e�cient memory usage for multicasttra�c by storing a multicast cell only once in the CellMemory. Moreover, its multicast mechanism preventsa congested destination port from blocking other less-loaded ports.Computer simulation results verify the QoS capabil-ities of this design. 3DQ clearly distinguished amongthe �ve tra�c classes that were simulated. Cell delay
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