1. Introduction

Software testing is the process of evaluating the software behavior to check whether it operates as expected in order to improve its quality and reliability. Since the testing process is highly time and resource consuming, complete testing is almost impossible; thus, testers use automatic approaches to facilitate the process and decrease its costs [1].

Test oracle is a mechanism to determine whether an application is executed correctly. It is a reliable source of how the SUT should operate. In particular, they are used to evaluate the actual results that produced by the software. However, in order to generate an automated test oracle, oracle challenges need to be addressed. These challenges are output-domain generation, input domain to output domain mapping, and a comparator to decide on the accuracy of the actual outputs. Expected outputs is called oracle problem [4].

After test cases are executed and results of the testing are generated, it is necessary to decide whether the results are valid in order to determine the correctness of the software behavior. To verify the behavior of the SUT, correct results are compared with the results generated by the software. The results produced by the SUT need to be verified are called actual outputs, and the correct results that are used to evaluate actual outputs are called expected outputs [2]. Test oracles are used as a complete and reliable source of expected outputs and a tool to verify the correctness of actual outputs. Usually, the verifier makes a comparison between actual and expected outputs. The process of finding correct and reliable expected outputs is called oracle problem [4].

Whittaker [2] explained software testing is divided into four phases: modeling the software’s environment, selecting test scenario, running and evaluation test scenario, and measuring testing process. Test oracle is what testers usually use in the third phase when they want to evaluate the scenarios. In addition, according to [5], oracle information and oracle procedure are building blocks of each test oracle. The former is a source of expected results, and the last is the comparator. Thus, we concluded that the activities to provide an oracle and verify test cases could be as follows [6]:

...
1. Generate expected outputs.
2. Execute the test cases.
3. Map the input domain to the expected outputs and fetch the corresponding output for the executed test case.
4. Compare expected and actual outputs.
5. Decide whether there is a fault or not.

Among these activities, an oracle may deal with all of them instead of the test case execution activity. In particular, oracles are not responsible to execute the test cases, but they are employed to verify the execution results.

Automated oracle frameworks try to automate the related activities as much as possible. Nonetheless, we identified some challenges regarding the oracle related activities automation [6–8]. The first challenge deals with the first activity, which is how to provide the output domain automatically. It could be difficult and expensive to provide the expected outputs manually. In general, expected outputs are manually generated based on software specifications, domain specialist information and programmers knowledge of how the software should operate [4]. An automated oracle needs automatic output-domain generation. The next challenge is to map the input domain to the output domain automatically, i.e. the third activity. A test oracle must provide expected results for any inputs mentioned by the software specifications. Moreover, it is impossible to provide an automated oracle without automated mapping. As an illustration, it is possible that the actual and expected outputs are different a little, but they can still be considered the same.

We applied I/O Relationship Analysis to address the first challenge, the output-domain generation. Then, a Multi-Networks Oracle based on several ANNs [3] was applied to handle the second challenge targeting complex software applications. A set of thresholds to define the comparison tolerance and adjust the precision of the proposed oracle were defined in order to address the last challenge and make the automated comparator. Consequently, the proposed approach provides an automated oracle framework using I/O Relationship Analysis. Multiple-Networks Oracles based on ANNs and an automated comparator to address all the challenges mentioned before. We evaluated the proposed approach by mutation testing [9] and a web-based car insurance application. First, a Mutated Version of the application was provided and injected with some faults. Then a fault-free version of the application was developed as a Golden Version [2] to evaluate the capability of the proposed oracle finding the injected faults.

The quality of the proposed approach was assessed by measuring the following parameters:

1. **Accuracy**: How accurate the oracle results are. It conveys what percent of expected outputs generated by the proposed oracle is accurate. It was measured by comparing the correct expected results, which were derived from the Golden Version, with the results produced by the proposed oracle.
2. **Precision**: How precise the oracle is. In particular, it means what the precision of the comparator is in order to compare the expected and actual results. It can be adjusted using the thresholds to adjust the comparison tolerance.

2: Direct Verification.
3: Artificial Neural Networks.
4: Complexity of the case study is discussed in Section 4.
5: A Golden Version of a software application is its fault-free implementation that generates correct expected results. It was produced to evaluate the proposed oracle in this study.

3. **Misclassification Error**: It is the amount of false reports produced by the comparator.
4. **Practicality**: It is the amount of injected faults, which was identified by the proposed oracle. Note that it is different from accuracy because accuracy considers both successful and unsuccessful test cases but practicality considers only unsuccessful test cases (i.e. the test cases that reveal a fault).

The process of measuring above parameters is explained in Sections 5 and 6.

In addition, a comparative study between the existing automated oracles and the proposed one is provided based on which oracle automation challenges are handled, and what tool(s) they used to automate the oracle.

### 2. Related work and the comparative study

This section provides a survey on the prominent oracles. First, previous attempts to automate the output-domain generation are explained. Then, oracles that address the other challenges are reviewed. Finally, a comparative study on the popular oracles among software testers and the state-of-the-art automated oracles is proposed.

#### 2.1. Automated output-domain generation

A few studies that could provide partly automated expected-outputs-generation models were performed previously. Combinatorial testing is one of the test case generation methods. It verifies all possible input combinations; therefore, complete expected results sets are required. Since the number of these combinations may be very large in complex software, effective test data reduction is necessary; note that it is important to maintain the test quality. Although some combinatorial test reduction methods such as Orthogonal Arrays [10], Experiment Design [11] and Random Sampling [12] decreased the combination number, their impact on testing quality is unknown. Korel and Schroeder [13,14] proposed an approach to reduce the combinatorial test data by evaluating relationships between inputs and outputs. They claimed that the application of I/O analysis in test case reduction does not reduce the testing quality. Manual I/O analysis methods are program documentation analysis and interviewing with the stakeholders, while automated I/O analysis methods are structural analysis and execution-oriented analysis.

Structural analysis is either static or dynamic, and can be applied if testers have access to the source code. Static analysis examines the source code, but dynamic analysis examines the run-time information gathered from code execution. However, static analysis may overestimate program dependencies, and dynamic analysis is unable to guarantee full detection of I/O relationships [14], which it may result in imperfect test oracles.

Execution-oriented analysis is based on program execution. It finds I/O relationships by changing the input values, executing the program and observing the output changes. To put it differently, it finds the relationships between I/O by observing which outputs are being affected by the changed inputs. However, similar to dynamic analysis, it cannot guarantee to find all the I/O relationships. Note that dynamic analysis is a structural analysis method, i.e. the source code is required. On the other hand, execution-oriented analysis does not need the source code to identify I/O relationships.

6: “Partly automated” means that only some of the required activities are automated.
Schroeder and Korel [15] used I/O Relationship Analysis to generate a reduced set of expected outputs. This study shows how a complete set of test cases can be generated based on some small sets of them. An I/O analysis was performed to discover associated inputs and outputs; then, a reduced set of test cases were created manually. Finally, the remaining test cases were created automatically by expanding the provided reduced sets of test cases.

2.2. Prominent oracles

Automated oracles have been considered lately finding an effective solution to address the oracle challenges. In the following, some state-of-the-art models to address the oracle automation challenges are explained after some popular test oracles are described.

Human oracles are the most popular type of un-automated oracles. They are people that understand the software domain such as programmers, customers, and domain experts. Human oracles address none of the automation challenges, but they can handle them manually. Nevertheless, they cannot be completely reliable when we have thousands of test cases. Furthermore, human oracles could be extremely expensive.

Random testing is a black-box test-data-generation technique that randomly selects test cases to match an operational profile [16]. It uses statistical models in order to predict the SUT reliability. It can scarcely be considered as a test oracle because it cannot provide expected outputs for the entire I/O domain that violates the oracle definition. Similarly, it automates the test case selection but the expected outputs must still be provided by any other approaches. Moreover, although the cost of random testing is low, its effectiveness is not adequate [17].

Cause-effect graphs and decision tables [18] are two popular test oracles that can be applied to address the mapping challenge. Although they are some tools to create the required structures using formal software specifications and written programs in order to create the oracles automatically, they still need some human observations and improvements to achieve the best oracle. They are usually considered as a black-box testing method but they may be seen as gray-box in case the improvements are necessary to examine the source code. In addition, they are limited to verify the logical relationships between causes and their effects, which are being implemented by the SUT. Similarly, they can grow very quickly and lose readability in complex applications that have large conditions and related actions [16]. Therefore, these oracles may not be effective in case the SUT applies heavy calculations.

Formal oracles were considered before. They can be generated from formal models such as formal specification [19,20] and relational program documentation [21,22]. They may address all the oracle automation challenges and provide a reliable oracle in case an accurate and complete formal model of the SUT, which is used to generate the oracle, is existed. However, especially for large-scale software applications, formal models can be extremely expensive and difficult being provided. Moreover, it seems to be compelling evidence of their effectiveness for large-scale software applications is not existed [23].

N-Version diverse system is a testing method based on various implementations of the SUT. It conveys a different implementation of Redundant computation as the Gold Version. To put it differently, it uses various versions of the SUT that they all implement the same functionalities, but they are implemented independently using several development team and methods. The independent versions may be seen as a test oracle. Nonetheless, the idea could result in an extremely expensive process because different versions of the SUT must be implemented by different programming teams. In addition, it is unable to guarantee the efficiency of the testing process since each of the implementations can be faulty itself. Manolache and Kourie [24] suggested an approach based on a similar approach to decrease the cost of N-Version Diverse Systems. In particular, the authors explained another solution based on N-Version Testing called M-Model Programs testing (M-mp). The new approach considers reducing the cost of the former approach and increasing the reliability of the testing process by providing more precise oracle. M-mp testing implements only different versions of the functions to be tested but N-Version Diverse implements several versions of the whole software. Although M-mp testing reduces the cost of the previous method, it can still be very expensive and unreliable.

There have been several attempts to apply Artificial Intelligence (AI) methods in order to make test oracles automatically. These methods are varied according to the applied AI method. As an illustration, Last and his colleges [25,26] introduced a fully automated black-box regression tester using Info Fuzzy Network (IFN). IFN is an approach developed for knowledge discovery and data mining. The interactions between the input and the target attributes (discrete and/or continuous) are represented by an information theoretic connectionist network. An IFN represents the functional requirement by an oblivious tree-like structure, where each input attribute is associated with a single layer, and the leaf nodes correspond to the combinations of input values [25]. The authors developed an automated oracle that could generate test cases, execute, and evaluate them automatically based on previous versions of the SUT to regression test [27] the upcoming versions. This oracle may be applied to verify the old functionalities that remained unchanged in the new version of the SUT. Particularly, it is inapplicable of a fresh testing and for verifying the newly inserted functionalities.

Genetic algorithms (GA) were employed to provide oracles for condition-coverage testing, which concerns conditional statements [28]. Manual searching to find test cases that increase condition coverage is difficult when the SUT has many nested decision-making structures. Therefore, using an automated approach to generate effective test cases that cover more conditional statements is helpful. Michael et al. [29,30] introduced an automated Dynamic Test Generator using GA in order to identify effective test cases. Dynamic test generators are one of the white-box techniques that examine the source code of the SUT in order to collect information about it; then, this information can be used to optimize the testing process. The authors applied GA to perform condition coverage for C/++ programs identifying test cases that may increase the source code coverage-criteria. The drawback of this approach is it may not be reliable for testing complex programs consisted of many nested conditional statements that each of them has several logical operations in their statements. Furthermore, this model is not platform-independent.

Taking advantages of the above approach, Sofokleous and Androu [31] employed GA with a Program Analyzer to propose an automated framework for generating optimized test cases, targeting condition-coverage testing. The program analyzer examines the source code and provides its associated control flow graph, which the graph can be used to measure the coverage achieved by the test cases. Then, GA applies the graph to create optimized test cases that may reach higher condition-coverage criteria. The authors claimed that this framework provides better coverage than the previous one in order to testing complex decision-making structures. However, it is still platform dependent. Such GA based test frameworks may be considered as an automated test oracle that can address the mapping challenge only for condition-coverage testing, although they do not guarantee that full coverage can be achieved. Therefore, they may provide an imperfect oracle. Other methods such as Equivalence Partitioning and boundary value analysis [4,16] are more test
case generation approaches than test oracles, hence they are not discussed here as test oracles.

Memon et al. [32–34] applied AI planning as an automated GUI\(^7\) test oracle. Representing the GUI elements and actions, the internal behavior of the GUI was modeled in order to extract the GUI’s expected state automatically during execution of each test case. A formal model of the GUI, which it was composed of its objects and their specifications, was designed based on GUI attributes and used as an oracle. GUI actions were defined by their preconditions and effects, and expected states were automatically generated using both the model and the actions from test cases. Similarly, the actual states were described by a set of objects and their properties that obtained by the oracle from an execution monitor. In addition, the oracle applied a verifier to compare the two states automatically and find faults in the GUI. The problem is a formal model of the GUI is required; moreover, it can only be used to verify the GUI states.

We conducted a study representing prominent methods that may be considered in order to automate software testing activities and showed how ANNs can be used to automate the software testing activities mentioned before [6,35]. As an illustration, Su and Huang proposed an approach to estimate and model software reliability using ANNs [36]. An effective test case selection approach using ANNs is introduced in [37], which it studied the applications of I/O analysis to identify which input attributes have more influence over outputs. It concluded that I/O analysis could significantly reduce the number of test cases. The ANN was applied to automate I/O analysis to determine important I/O attributes and their ranks. Khoshgoftar et al. [38,39] proposed a method to employ ANNs predicting the number of faults in the SUT based on software metrics. In addition, testability of program modules was studied by the same authors in [40].

Vanmali and his colleagues proposed a Single-Network Oracle based on ANNs [41]. A Single-Network Oracle uses only one neural network to map the input domain to the output domain. The authors modeled an ANN to simulate the software behavior using the previous version of the SUT, and applied this model to regression test unchanged software functionalities. Using the previous version of the SUT, expected outputs were generated and the training pairs were employed to train the ANN. Aggarwal et al. applied the same approach to solve the triangle classification problem [42]. Particularly, an application implemented the triangle classification was tested using a trained ANN. Their work was followed by [43].

We applied Single-Network Oracles to test decision-making structures [7] and verify complex logical modules [8]. Particularly, a Multilayered Perceptron ANN that modeled a university subject-registration policy was trained using domain experts’ knowledge of the system. Then, the trained ANN was employed to test an application that performed the subject registration and verified whether students followed the policies or not.

All the above ANN-based oracles were applied to test discrete functions. Mao et al. formulated ANNs as test oracles to test continuous functions [44]. Consider the continuous function \(y = F(x)\) where \(x\) is the software input vector, \(y\) is the corresponding output vector, and \(F\) is the software behavior. The function \(F\) was modeled and expected outputs were generated using a trained ANN.

Despite Multilayered Perceptron neural networks that applied in all the above researches, Lu and Mao [45] used a different type of ANNs to provide automated oracles and test a small mathematic continues function. The Perceptron neural networks are explained later.

Although all of these studies on ANN-based oracles are shown the significance of Single-Network Oracles, none of them provides a complete automated framework because they did not consider the first challenge, the output-domain generation. They all assumed the expected results were pre-existing and did not discuss how they can be produced automatically in order to make the oracle. Hence, they only tried to address the second oracle challenge, i.e. the mapping. Moreover, Single-Network Oracles may not be reliable when the complexity of the SUT is increased because they require larger training samples that may make the ANN learning process complicated. A tiny ANN error could increase the oracle misclassification error significantly in large software applications. Previous ANN-based oracle studies were evaluated by small applications having small I/O domains. Therefore, one neural network was enough to perform the mapping in above studies. Finally, ANN-based oracles may not provide the very same output vector as the expected results. In particular, it is possible that a minute difference between the expected output generated by the ANN-based oracle and the correct one is existed. Any direct comparison may classify these results as faulty where they can be perceived as correct because the SUT may not require ultimate precision.

We used I/O Relationship Analysis to provide the expected results and the training data automatically in order to satisfy the first challenge that previous ANN-based oracles did not provide. Furthermore, we introduced Multi-Networks Oracles to address the mapping challenge in order to test more complicated software applications when Single-Network Oracles may fail to deliver a high quality oracle [46]. They are explained in detail in the next section. In addition, the proposed framework considers a comparator with some defined thresholds in order to adjust the oracle precision, and to prevent correct results being classified as incorrect where the distance between oracle results and the expected results are different a little. Consequently, the proposed framework may address the entire challenges automatically and provides an all-in-one black-box oracle.

Table 1 summarizes and compares the proposed approach with the above oracle models based on how they manage to automate the oracle challenges. It focuses on how different oracles handle the identified challenges automatically, and what their advantages and limitations are. For example, human oracles are completely un-automated; thus, none of the challenges can be automated if we consider humans as oracles. Although human oracles provide the expected outputs, map input domain to the output domain, and compare the actual and expected results manually, they are not able to propose an automated solution to address the challenges. On the other hand, as an illustration, IFN Regression Tester automates the entire oracle activities; therefore, all the challenges are marked as “handled automatically”.

3. The proposed approach

The proposed approach focuses on the following three steps to provide the automated oracle framework, which is shown in Fig. 1.

3.1. Step 1: Applying I/O relationship analysis to provide the training data

The first step is to provide the expected result vectors and prepare the training samples. Large software applications may have thousands of I/O combinations; therefore, it could be very difficult and/or expensive to provide them manually. I/O Relationship Analysis may be applied to automate the output-domain generation [15].

Considering I/O relationships within an application, we only need to generate the expected outputs for the inputs that are related to them, which they are called Reduced Sets. Next, the remaining outputs can be generated using the provided reduced...
sets. In the following, the process of providing the output domain is explained.

The input vector is defined as:

\[ X = \{x_1, x_2, \ldots, x_n\} \]

Similarly, the output vector is:

\[ Y = \{y_1, y_2, \ldots, y_n\} \]

Any possible \( x_n \) values are \( D(x_n) \) and any possible \( y_m \) values are \( D(y_m) \). Eq. (1) is a complete dataset consisted of all possible combinatorial input values.

\[ T = D(x_1) \times D(x_2) \times \ldots \times D(x_n) \]  \hspace{1cm} (1)

### Table 1

Automated test oracle models comparative study.

<table>
<thead>
<tr>
<th>Oracle model</th>
<th>Automation tool</th>
<th>Test approach</th>
<th>Addressed challenges automatically(^a)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human oracles</td>
<td>None</td>
<td>None</td>
<td>× Output domain generation</td>
<td>Un-automated</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>× Mapping</td>
<td>Very expensive</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>× Comparison</td>
<td>A human oracle must completely understand the software domain</td>
</tr>
<tr>
<td>Random testing</td>
<td>None</td>
<td>Black-box</td>
<td>× Output domain generation</td>
<td>Un-automated</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>× Mapping</td>
<td>Unreliable</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>× Comparison</td>
<td>Low cost</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Imperfect oracle</td>
</tr>
<tr>
<td>Decision tables</td>
<td>Table</td>
<td>Gray-box</td>
<td>× Output domain generation</td>
<td>Automation requires specification or code analysis tool to fetch the logical relationships</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>√ Mapping</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>√ Comparison</td>
<td>Needs human improvements</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>High complexity when the number of conditions are increased</td>
</tr>
<tr>
<td>Cause-effect graphs</td>
<td>Graph</td>
<td>Black-box</td>
<td>× Output domain generation</td>
<td>Automation requires specification or code analysis tool to fetch the logical rules</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>√ Mapping</td>
<td>Expensive in case humans are considered to provide the logical relationships and required graphs</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>√ Comparison</td>
<td>Can lose readability in complex applications</td>
</tr>
<tr>
<td>Formal oracles</td>
<td>Formal model</td>
<td>Gray-box</td>
<td>√ Output domain generation</td>
<td>Can be reliable in case an accurate and comprehensive formal model of the SUT is existed</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>√ Mapping</td>
<td>Can be extremely expensive for large-scale applications</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>√ Comparison</td>
<td>Its effectiveness for large-scale applications cannot be guaranteed</td>
</tr>
<tr>
<td>Genetic algorithm based test framework</td>
<td>Genetic algorithm</td>
<td>White-box</td>
<td>× Output domain generation</td>
<td>Only can be used for condition-coverage testing</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>√ Mapping</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>√ Comparison</td>
<td>Cannot guarantee the oracle is perfect because they may not rich full coverage</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Platform dependent</td>
</tr>
<tr>
<td>AI planner test oracle</td>
<td>AI planning</td>
<td>Gray-box</td>
<td>√ Output Domain</td>
<td>For GUI test only Based on GUI state comparison</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Generation</td>
<td>Requires formal model of the GUI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>√ Mapping</td>
<td>Requires reliable documentations to provide a comprehensive formal model</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>√ Comparison</td>
<td>Expensive (needs formal model)</td>
</tr>
<tr>
<td>N-version diverse systems and m-model program testing</td>
<td>Redundant Computation</td>
<td>White-box</td>
<td>× Output domain generation</td>
<td>Requires several implementations of system functionalities</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>√ Mapping</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>√ Comparison</td>
<td>Extremely expensive</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Not reliable</td>
</tr>
<tr>
<td>IFN regression tester</td>
<td>Info Fuzzy Networks</td>
<td>Black-box</td>
<td>× Output domain generation</td>
<td>Cannot be used for a fresh test</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>√ Mapping</td>
<td>Only applicable in regression testing</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>√ Comparison</td>
<td>Cannot test new functionalities</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Requires a reliable legacy system</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Requires additional knowledge for IFN modeling</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>√ Mapping</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>√ Comparison</td>
<td></td>
</tr>
<tr>
<td>The proposed approach</td>
<td>I/O Relationship analysis and multi-networks Oracle</td>
<td>Black-box</td>
<td>× Output domain generation</td>
<td>Fully automated</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>√ Mapping</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>√ Comparison</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) The “×” sign means the oracle model does not provide an automated solution to the corresponding challenge, i.e. it must be addressed manually. On the other hand, the “√” means the model can handle the challenge automatically, considering the comments mentioned in the front.

Eq. (2) defines the size of the complete dataset $T$.

$$|T| = |D(x_1)| \times |D(x_2)| \times \ldots \times |D(x_n)|$$ (2)

Let $X(y_m)$ be all the input values of the vector $X$ that are related to the output $y_m$. In particular, the value of $y_m$ is changed if the value of any elements in $X(y_m)$ is changed; therefore, output $y_m$ is related to the inputs in $X(y_m)$. Eq. (3) is the set of inputs that are associated with output $y_m$ as Reduced Set ($y_m$) noted as $T_{red}(y_m)$.

$$T_{red}(y_m) = D'(x_1) \times D'(x_2) \times \ldots \times D'(x_n)$$ (3)

where:

$$D'(x_i) = D(x_i), \text{ if } x_i \in X(y_m)$$

$$D'(x_i) = \emptyset, \text{ if } x_i \notin X(y_m)$$

To put it differently, $T_{red}(y_m)$ comprised of any input values that are related to the output $y_m$, and the rest input values are eliminated. $T_{red}(y_m)$ must be provided for each output element in the output vector $Y$. Finally, the complete output domain can be generated by merging the generated reduced sets automatically, i.e. by providing the following set:

$$D(Y) = \{ T_{red}(y_1) \times T_{red}(y_2) \times \ldots \times T_{red}(y_m) \}$$
3.2. Step 2: Train the ANNs

In recent years, we have seen a convincing move by the research community from theoretical research into practical one in order to find solutions for hardly solvable problems. Similarly, researchers are interested in model-free intelligent dynamic systems based on experimental data. ANNs are one of these systems to discover the hidden knowledge of experimental data and learn it while processing them. They are called intelligence systems because they can learn from calculations on numerical data and examples.

ANNs are mathematical models of human-neural-system that are restrictively able to simulate the information processing capability of the natural–neural-system [47]. They are network structures comprised of some correlated elements called neurons, each one has input(s) and output(s), and they perform a simple local operation. Each neuron input has its corresponding weight, which it acts as the neuron memory. Furthermore, neurons have their Bias Weights and Activation Functions to squash the add operation results into specific values.

Adjusting these weights causes the network to learn the hidden knowledge being modeled through a process called the Training Process. In particular, Training Samples, which they are consisted of inputs and corresponding outputs, are given to the network by the process while the ANN tries to discover the relationships between inputs–outputs and learn them. After training, whenever an input combination is provided to the trained network, it should be able to generate its corresponding result(s). In other words, the ANN can recognize how to respond to each input pattern. Note that the accuracy of the ANN depends on how well the network structure is defined and the training process is done.

Learning Rate is one of the training parameters that show how fast the ANN learns and how effective the training is. It can be in range (0...1); nevertheless, choosing a value very close to zero requires a large number of training cycles and makes the training process extremely slow. On the contrary, large values may diverge the weights and make the objective error function fluctuate heavily; thus, the resulted network reaches a state where the training procedure cannot be effective any more.

Networks with only one neuron have limitations due to inabilities to implement non-linear relationships; hence, Multilayer Perceptron networks are one of the most popular types of ANNs to solve the non-linearity problems [48]. They are multi-layered networks with no limitation to choose the number of neurons, and they must have an input layer, one or more hidden layers (or middle layers) and one output layer. The general model of Perceptron networks is Feed-Forward with Back-Propagation training procedure, which feed-forward are networks with inputs of the first layer connected and propagated to middle layers, the middle layers to the final layer, and the final layer to the output layer. In back-propagation procedure, after results of the network are generated, the parameters of the last layer to the first layer will be corrected in order to decrease the network misclassification error.

The misclassification error can be presented by $MSE$, which it is the squared difference between the training sample outputs and the results generated by the network. According to [49], $MSE$ can be considered to show how well the ANN outputs fit the expected outputs. Lower $MSE$ represents better training quality and more accuracy to produce correct results.

The proposed approach uses the data generated in the previous step (step 1) as training samples to train the ANNs. Actual data is shown in section 5. Once the training is done, the trained networks can be employed as an automated oracle.

As mentioned in the previous sections, Single-Network Oracles that comprised of only one ANN may not be able to model the SUT if the software application is too complicated and generates several results. The main drawback of Single-Network Oracles is they learn the entire functionalities using only one ANN. Thus, if the number of the functionalities or the complexity of them is increased, the single ANN may fail to learn them with enough accuracy. This is why we introduced Multi-Networks Oracle, which uses several standalone ANNs in parallel instead of one, in order to distribute the complexity of the SUT among several ANNs. The advantages of Multi-Networks Oracles over Single-Network oracles are discussed in [46].

Suppose the output domain of the SUT consisted of outputs $O_1$ to $O_n$; Output Domain = $\{O_1, O_2, \ldots, O_n\}$.

In order to test the software using Single-Network oracles, the entire I/O domain is modeled using only one ANN. In particular, the ANN must learn the required functionalities to generate all outputs. On the other hand, using Multi-Networks Oracle, the functionalities associated to each output are modeled by a standalone ANN; thus, it is easier for the ANNs to converge because there is less to learn. Fig. 2 shows the structure of the Multi-Networks Oracle.

3.3. Step 3: Applying the ANNs as automated oracle (testing)

Once the networks are trained, they can be applied to the testing process. The test cases are executed on the trained networks (Multi-Networks Oracle) and the SUT simultaneously. An
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automated comparator is defined to decide whether the actual outputs produced by the SUT are faulty or not. The algorithm of the automated comparator is provided by section 6.

4. The case study

For the evaluation purpose, we applied the proposed approach to an industry-size case study. The case study is a web-based car insurance application to manage and maintain insurance records, determine the payment amount claimed by the customers, handle their requests for renewal, and other related insurance operations. Moreover, the application is responsible to apply the insurance policies on the customers’ data and produce four outputs that are used throughout the application. The customers’ data are fed to the application by eight inputs; thus, the input vector has eight inputs and the output vector has four outputs. Half of the outputs are continuous and the other half is binary.

Equivalence Partitioning was considered to provide the input domain (i.e. the inputs of the training samples), which it is a test case reduction technique that classifies a group of data values into an equivalence class where the SUT processes them the same way. The test of one representative of the equivalence class is sufficient because for any other input value of the same class the SUT will not behave differently [16,18,50–52]. Table 2 shows the input vector and its equivalence partitions, and Table 3 depicts the output vector.

The case study has an I/O domain comprised of 13824 equivalence partitions as explained in section 5. The business layer of the application was implemented by 1384 lines, which user-interface layer implementation is not included. Cyclomatic Complexity implies the structural complexity of program code. Particularly, it measures how many different paths must be traversed in order to fully cover each line of the code. Bigger numbers mean more testing is required and the SUT is more complicated. The Cyclomatic Complexity of the insurance policies implemented by the case study was 38, which was measured using Software Measurements package included in Microsoft Visual Studio.Net 2010. The case study was developed using C# and ASP.Net.

We applied the proposed approach to verify how well the insurance policies were implemented by the application. In order to provide a complete test oracle, we must provide at least one training sample for each of the insurance policies and train the ANNs completely. Each insurance policy represented by one of the identified equivalence partitions. Therefore, as mentioned in the next section, we need 13824 equivalence partitions as the training samples to cover all the insurance policies implemented by the case study. To put it differently, the insurance policies were reflected by 13824 different training I/O pairs, which they were chosen by Equivalence Partitioning. I/O Relationship Analysis was employed to generate the SUT responses to the identified partitions (i.e. the output domain) and provide the training samples.

5. The Experiment

As mentioned before, the training samples must be provided before the training begins. We employed I/O Relationship Analysis to provide the training sample outputs automatically.

Fig. 3 shows the I/O relationships for the case study. Since we developed the case study in-house, the relationships between inputs and outputs were known to us. However, the testers can use the techniques mentioned on Section 2.1 in case they do not have the I/O relationships. According to Section 3.1, I/O Relationship Analysis parameters can be defined as follows:

\[ X = \{inp_1, inp_2, \ldots, inp_9\} \text{ (as defined in Table 2)} \]
\[ Y = \{out_1, out_2, out_3, out_4\} \text{ (as defined in Table 3)} \]
\[ D(x_n) : \text{as defined in Table 2} \]
\[ |T| = |D(inp_1)| \times |D(inp_2)| \times \cdots \times |D(inp_9)| = 3 \times 4 \times 6 + 2 \times 3 \times 2 \times 5 \times 4 = 13824 \]

According to the relationships in Fig. 3, the sized of the reduced datasets can be calculated as:

\[ |T_{\text{red}}(out_1)| = |D(inp_1)| \times |D(inp_2)| \times |D(inp_3)| = 6 \times 4 \times 4 = 96 \]
\[ |T_{\text{red}}(out_2)| = |D(inp_1)| \times |D(inp_4)| = 2 \times 4 = 8 \]
\[ |T_{\text{red}}(out_3)| = |D(inp_1)| \times |D(inp_4)| \times |D(inp_5)| \times |D(inp_9)| \]
\[ = 3 \times 4 \times 3 \times 2 = 72 \]
\[ |T_{\text{red}}(out_4)| = |D(inp_1)| \times |D(inp_2)| \times |D(inp_7)| \times |D(inp_9)| \]
\[ = 3 \times 4 \times 4 \times 4 = 192 \]
Therefore, the size of the final reduced set is:

\[
|T_{\text{red}}(\mathbf{Y})| = |T_{\text{red}}(\text{out}_1)| + |T_{\text{red}}(\text{out}_2)| + |T_{\text{red}}(\text{out}_3)| + |T_{\text{red}}(\text{out}_4)|
\]

\[= 96 + 8 + 72 + 192 = 368\]

Finally, the complete output domain was created by making a union of the generated reduced sets:

\[D(\mathbf{Y}) = \bigcup_{i=1}^{4} T_{\text{red}}(\text{out}_i)\]

Manual generation must provide all the samples manually. Nonetheless, considering I/O Relationship Analysis, we only produced 368 samples manually by asking the customer to provide the expected results after we created the reduced sets. The other 13 456\(^9\) samples were generated automatically using I/O Relationship Analysis explained above. Thus, 97\% of the required training samples were provided automatically.

After the training samples were ready, we proceeded with the training process. A small tool was created to train the required ANNs using NeuronDotNet\(^{10}\) package, which provides the required libraries and tools to create and train ANNs using Microsoft Visual Studio.Net easily.

Since the insurance policies were complicated, a Single-Network Oracle seemed to fail learning them with enough accuracy; the minimum MSE we saw through several experiments was as big as 0.0046 over 10 000 training cycles on a 8 \(\times\) 30 \(\times\) 4 Multilayer Perceptron network with learning rate 0.01 (eight input, 30 hidden and four output neurons). On the other hand, the proposed Multi-Networks Oracle could reach a lower MSE 0.00 076 as mentioned in Table 4. Note that all of the networks were Multi-layer Perceptron networks with Sigmoid activation function and one hidden layer. They were trained using back-propagation algorithm with the same training samples. Table 4 highlights the Multi-Networks Oracle structure and the MSEs, and Fig. 4 depicts the corresponding training error graphs. Each of the networks in Fig. 4 was associated to its output. For example, Network 1 is the first ANN that generates out\(_1\); Network 2 is the second ANN that generates out\(_2\) and so on.

Since the output vector has four outputs, we needed four ANNs to make the Multi-Networks Oracle. Note that each of the ANNs in the Multi-Networks Oracle only was given by the corresponding output; for example, the training samples for the second ANN that modeled the second output contained all of the inputs but only out\(_2\) since the ANN must generate the second output only. Thus, out\(_1\), out\(_3\) and out\(_4\) are not required while training the second ANN.

All of the inputs fed and outputs generated by the ANNs are normalized. In particular, out\(_1\), out\(_3\), and out\(_4\) are continuous data items that were scaled to range [0,1]. For example, The Payment Amount (i.e.
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\(^{9}\) \(13 824-358 = 13 456\).

\(^{10}\) http://neurondotnet.freehostia.com/.
out_3) is the percentage of the claimed amount according to the insurance rules. The percentage was divided to 100 and scaled to the range. The out_4 is the same. Binary inputs were scaled to zero percent (i.e. “False”) and one hundred percent (i.e. “True”). The out_1 and out_2 were binary so they were treated the same. Regarding the discrete inputs, they were mapped to some integer values. As an illustration, the “A” value of inp_2 was regarded as one, “B” as two and so on.

Thus, using a scale dependent parameter dose not raise any issue because all of the outputs were scaled to the same unit. Scale independent metrics are used when comparisons across series of different units are required. MSE is neither a random variable nor it depends on any random quantities. Among scalar estimators, MSE is the most commonly used cost that has been used for back-propagation algorithm. Similarly, most of the previous studies on ANN-based oracles have cited MSE as the performance function [7,8,42–44].

Providing better confidentiality of the networks, we also measured the actual Absolute Error Rate of the trained networks after applying the test cases. The absolute error rate shows squared difference between the proposed oracle results and the correct expected results at the testing time.

Once the neural networks were trained, it was possible to use them as an automated oracle. Nevertheless, the quality of the resulted oracle needed to be verified against accuracy, precision, misclassification error and practicality to evaluate the proposed approach as mentioned in the first section.

6. Evaluation

We have evaluated the proposed approach using mutation testing by developing two versions of the case study. The first version was a Golden Version, which it was a complete fault-free implementation of the case study to generate correct expected results. The other version was a Mutated Version that was injected with common programming mistakes.

In order to verify the oracles, the ability of the networks to find the injected faults was evaluated using the following steps:

1. The test cases were executed on both the Golden Version and the Mutated Version.
2. Similarly, the test cases were given to the proposed oracle.
3. The Golden Version results were completely fault free and considered as expected results.

![Fig. 4. The training error graphs.](image-url)
4. All the results (the results of the oracles, the mutated results and expected results) were compared with each other and any distance between them more than a defined tolerance was reported as a possible fault as explained later.

5. To make sure the oracle results were correct, the outputs of the oracles were compared with the expected results (the Golden Version results) and their distances were considered as oracle absolute error.

Fig. 5 shows the verification process. The results of the comparator can be divided into four categories:

1. True Positive: All the results are the same. Therefore, the comparator reports “No fault”. This means there is actually neither any fault in the mutated version nor the oracle. True positive represents the successful test cases.

2. True Negative: Although the expected and the oracle results are the same, they are different from the mutated results. In this case, the oracle results are correct. Therefore, the oracle correctly finds a fault in the mutated version.

3. False Positive: Both the oracle and mutated version produced the same incorrect results. Therefore, they are different from the expected results and faults in the oracle and the mutated version are reported. To put it differently, the oracle missed a fault.

4. False Negative: The mutated and the expected results are the same, but they are different from the oracle results. Thus, the comparator reports a faulty oracle.

Since the third and fourth categories represent the oracle misclassification error, we mainly considered these types of faults to measure the accuracy of the proposed oracle.

Moreover, as illustrated in Table 4, the MSEs were not exactly zero. Hence, we defined four thresholds presenting how much distance between the expected and the oracle results could be ignored\(^\text{11}\). If the distance was less than the thresholds, both results were considered the same. Otherwise, the results of the oracle were not accurate and false positive or false negative faults were reported. The thresholds can be used to define the precision of the proposed oracle, and it can be increased or decreased as necessary, as discussed later. Fig. 6 shows the comparison algorithm.

7. Results

Using the proposed approach, we could provide a framework to automatically execute 3000 test cases and verify them. An automated test driver was developed to create the test cases, execute them on the case study, apply Equivalence Partitioning and ask the proposed oracle to generate the expected outputs for the identified partition, verify the mutated and oracle results against the expected results (Fig. 5), and create a comprehensive report, all automatically. The tester only needs to set the comparator precision (i.e. the thresholds), choose how many test cases must be created, and leave the tool to do the rest automatically. In addition, it is possible to create a test case manually using any test case generation method, such as Boundary Value Analysis, and run it automatically. Fig. 7 portrays the test driver user-interface.

More than 9000 faults were injected to the mutated class, which the proposed approach was used to find them. Table 5 shows some of the mutants that explain the type of the faults injected to the Mutated Version. As can be seen, the types of the faults are ordinary programming mistakes such as wrong usage of logical operators, incorrect arguments, wrong assignments and typecasting.

Furthermore, we selected three different thresholds combinations to measure the quality of the proposed approach with highest, mid and lower precision, and repeated the experiment in order to show the behavior of the proposed oracle under different precision.

Table 6 highlights the results. The thresholds represent the comparison precision. Lower thresholds make the proposed oracle more precise. True negative (the injected faults detected by the proposed approach) and false positive (faults that were missed and remained in the application) are illustrated as well. The misclassification error rate is the sum of false negative (the percentage
of correct mutated outputs classified as being incorrect) and false positive (the percentage of incorrect mutated outputs classified as being correct) that was measured based on the total comparisons were made. In particular, misclassification error rate is the inability of the oracle to produce correct results. On the other hand, the accuracy is the percentage of the oracle correct generated results. It represents how many percent of the oracle’s results are equal to the expected results and classified as true positive or true negative during the comparison, considering the thresholds.

The lowest thresholds combination provides the highest precision (the precision and accuracy are discussed on the next section in detail). It is equal to the minimum distance between
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**Table 5**

<table>
<thead>
<tr>
<th>Original code</th>
<th>Mutated code</th>
<th>Error type</th>
<th>Affected output</th>
</tr>
</thead>
<tbody>
<tr>
<td>If (Credit ≤ 100)</td>
<td>If (Credit &gt; 100)</td>
<td>Operator change</td>
<td>3</td>
</tr>
<tr>
<td>If ((DriverLicence = &quot;C&quot;)</td>
<td></td>
<td>(DriverLicence = &quot;D&quot;))</td>
<td>If ((DriverLicence = &quot;A&quot;) &amp;&amp; (DriverLicence = &quot;D&quot;))</td>
</tr>
<tr>
<td>InitialCredit + 0.6 + RequestedCredit</td>
<td>InitialCredit = 0.3 * RequestedCredit</td>
<td>Value change</td>
<td>4</td>
</tr>
<tr>
<td>Double inp5 = (double) ClaimedAmount/Credit</td>
<td>Double inp5 = (float) ClaimedAmount/Credit</td>
<td>Typecasting change</td>
<td>3</td>
</tr>
<tr>
<td>Return false</td>
<td>Return true</td>
<td>Value change</td>
<td>2</td>
</tr>
<tr>
<td>If (((CarAge &gt; 15) &amp;&amp; (CarAge ≤ 20)) &amp;&amp; (CarType = &quot;Sport&quot;))</td>
<td>If (((CarAge &gt; 10) &amp;&amp; (CarAge ≤ 20))</td>
<td></td>
<td>(CarType == &quot;Sport&quot;))</td>
</tr>
</tbody>
</table>
each possible expected result values. We did not need to adjust the thresholds for the two binary outputs very carefully because their MSEs and absolute errors are tiny (almost zero). In addition, the distance between the binary output values (true or one, and false or zero) is large enough. Nonetheless, we selected thresholds 0.08 for the first output from ANN1, and 0.015 for the second output from ANN2 to increase the precision of the oracle. For example, any ANN1 results between 0.92 and 1.00 considered as true (or 1), and any output in the range [0.08,0.38] considered as false (or zero). Any other ANN1 output values are considered as the oracle mis-classification error. Since the minimum distances between the third and fourth expected results values are tiny (0.04 for the third output and 0.02 for the fourth output, which were measured by observing their values), the thresholds for the continuous outputs must be selected carefully. In case of the highest precision, those minimum distances need to be selected as the corresponding thresholds.

### 8. Discussion

As mentioned before, Equivalence Partitioning was applied to select the training samples. It ensured that each possible input–output pattern was considered. Since all of the 13824 equivalence partitions were applied as the training samples, each possible test case fell into one of the partitions that were already given to the ANNs. To put it differently, the training samples covered the entire I/O domain so all the possible test cases were given to the ANNs as the training samples. Then, at the testing time, the test driver applied the same Equivalence Partitioning and asked the ANNs to provide outputs for the identified partition. Consequently, network generalizability validation is not necessary where there is nothing to be generalized. In particular, there are no new or un-foreseen test cases that Equivalence Partitioning has already not provided. Consequently, the proposed framework addresses the issues as follows: the first challenge, i.e. output-domain generation, is handled using I/O Relationship Analysis. According to section 5, 97% of this challenge was automated in our experiment. The second challenge is the mapping challenge, which is addressed using Multi-Networks Oracles based on ANNs. The only manual activity is to define and train the ANN that is a simple task considering the existing related tools. Note that training samples are already provided automatically using I/O Relationship Analysis. The last challenge is the comparator. It is completely automated using the algorithm provided by Fig. 6. Thus, we can say that the entire oracle activities are automated with a little human effort to prepare the required data and the environment. Consequently, the proposed model may handle all the oracle challenges to provide an automated oracle.

The aim of the present paper is to provide an automated oracle. In order to automate an oracle, we must address the challenges mentioned in section 1 and automate their related oracle activities. The proposed framework addresses the issues as follows: the first challenge, i.e. output-domain generation, is handled using I/O Relationship Analysis. According to section 5, 97% of this challenge was automated in our experiment. The second challenge is the mapping challenge, which is addressed using Multi-Networks Oracles based on ANNs. The only manual activity is to define and train the ANN that is a simple task considering the existing related tools. Note that training samples are already provided automatically using I/O Relationship Analysis. The last challenge is the comparator. It is completely automated using the algorithm provided by Fig. 6. Thus, we can say that the entire oracle activities are automated with a little human effort to prepare the required data and the environment. Consequently, the proposed model may handle all the oracle challenges to provide an automated oracle.

The results show automations offered by the proposed approach. It was possible to automate the testing process and test the case study in a few minutes applying the proposed approach; particularly, it took about five minutes to execute and verify 3000 test cases on our lab PC.

### Table 6: The proposed approach evaluation results.

<table>
<thead>
<tr>
<th></th>
<th>Lower threshold (highest precision)</th>
<th>Mid threshold</th>
<th>Higher threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Thresholds</strong></td>
<td>Output 1: 0.08</td>
<td>Output 1: 0.08</td>
<td>Output 1: 0.08</td>
</tr>
<tr>
<td></td>
<td>Output 2: 0.015</td>
<td>Output 2: 0.015</td>
<td>Output 2: 0.015</td>
</tr>
<tr>
<td></td>
<td>Output 3: 0.04</td>
<td>Output 3: 0.08</td>
<td>Output 3: 0.08</td>
</tr>
<tr>
<td></td>
<td>Output 4: 0.02</td>
<td>Output 4: 0.04</td>
<td>Output 4: 0.08</td>
</tr>
<tr>
<td><strong>Total comparisons</strong></td>
<td>12000</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Average threshold</strong></td>
<td>0.155</td>
<td>0.215</td>
<td>0.255</td>
</tr>
<tr>
<td>(Precision)</td>
<td>ANN 1 absolute error</td>
<td>0.006</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ANN 2 absolute error</td>
<td>0.005</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ANN 3 absolute error</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ANN 4 absolute error</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td><strong>Total absolute error</strong></td>
<td>0.014</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of injected faults</td>
<td>9123</td>
<td>9139</td>
<td>9046</td>
</tr>
<tr>
<td>True positive</td>
<td>2841</td>
<td>2851</td>
<td>2950</td>
</tr>
<tr>
<td><strong>True negative</strong></td>
<td>8094 (88.7% of the injected faults)</td>
<td>8874 (97.1% of the injected faults)</td>
<td>8841 (97.7% of the injected faults)</td>
</tr>
<tr>
<td>(detected faults)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(practicality)</td>
<td>False positive (missed faults)</td>
<td>1029 (11.3% of the injected faults)</td>
<td>265 (2.5% of the injected faults)</td>
</tr>
<tr>
<td></td>
<td>False negative</td>
<td>36 (0.3% of the total comparisons)</td>
<td>10 (0.08% of the total comparisons)</td>
</tr>
<tr>
<td></td>
<td>Misclassification error rate</td>
<td>8.88%</td>
<td>2.29%</td>
</tr>
<tr>
<td><strong>Accuracy</strong></td>
<td>91.13%</td>
<td>97.71%</td>
<td>98.26%</td>
</tr>
</tbody>
</table>
The accuracy, practicality and misclassification error of the proposed approach were measured as shown in Table 6. The precision of the proposed oracle can be set by adjusting the thresholds as necessary. Although increasing the precision causes the accuracy to decrease, the minimum accuracy 91.13%, which was achieved by adjusting the precision being highest, seems reasonable considering the automation offered by the proposed approach. Furthermore, if the application to be tested does not require extremely high reliability, lower precision can be considered as well. Our experiment shows the proposed oracle was accurate 97.71%, selecting a mid-thresholds set.

9. Conclusion and future work

This research offers an automated framework to produce test oracles. The challenges to provide an automated oracle are explained in detail. Then, I/O Relationship Analysis, Multi-Networks Oracle based on ANNs, and an automated comparator were applied to address the challenges and test the case study. A comparative study between the prominent oracles and the proposed one was also provided.

I/O Relationship Analysis was used to provide the output domain and generate the ANNs training samples automatically. Then, the generated samples were applied to train a Multi-Networks Oracle, which it considered several ANNs to learn the SUT instead of one, in order to address the mapping challenge. Finally, an automated comparator that applied some defined thresholds was employed to complete the framework. The thresholds determine how much distance between the expected results and the oracle results may be ignored.

The proposed approach was evaluated using mutation testing. The case study was mutated and some faults were injected to it; then, the proposed oracle was asked to find the injected faults. A fault-free version of the case study was developed as a Golden Version to evaluate the oracle results and generate the expected outputs. All of the testing activities were performed automatically.

Three experiments were conducted to measure the quality of the proposed oracle with different precision levels. All the experiments were able to find the injected faults with minimum accuracy 91.17% to maximum accuracy 98.26%.

Almost all of the previous ANN-based oracle studies considered supervised learning paradigm to model the software application as test oracles. It can be helpful if unsupervised learning and reinforced learning paradigms will be investigated as well.

This paper uses the output domain as the criteria to separate the ANNs and distribute the complexity in order to make the Multi-Networks Oracle. We suggest that other distribution criteria, such as software modules, being considered to study whether the Multi-Networks Oracle produces better results or not.

Moreover, among the prominent automated oracles mentioned in Table 1, IFN-based oracles seem to be adequate, despite the fact that they can only be applied for regression testing. However, it is suggested that other studies being conducted in order to use our proposed model but replace the ANNs with IFNs and see whether the resulted model can be used for a fresh testing or not. IFNs may replace ANNs to address the mapping challenge. A comparison between our model and the resulted model that demonstrates how both models handle the challenges in terms of quality will be beneficial.
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