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Abstract—In this paper, a new image indexing and retrieval algorithm using local mesh patterns (LMeP) is proposed for biomedical image retrieval application. The standard local binary pattern (LBP) encodes the relationship between the referenced pixel and its surrounding neighbors, whereas the proposed method encodes the relationship among the surrounding neighbors for a given referenced pixel in an image. The possible relationships among the surrounding neighbors are depending on the number of neighbors, \( P \). In addition, the effectiveness of our algorithm is confirmed by combining it with the Gabor transform. To prove the effectiveness of our algorithm, three experiments have been carried out on three different biomedical image databases. Out of which two are meant for computer tomography (CT) and one for magnetic resonance (MR) image retrieval. It is further mentioned that the database considered for three experiments are OASIS−MRI database, NEMA−CT database and VIA/I−ELCAP database which includes region of interest CT images. The results after being investigated show a significant improvement in terms of their evaluation measures as compared to LBP, LBP with Gabor transform and other spatial and transform domain methods.

Index Terms—Local Mesh Patterns (LMeP); Local Binary Pattern (LBP); Biomedical Image Retrieval (CBIR); Texture; Gabor Transform (GT).

I. INTRODUCTION

A. Motivation

There has been a radical expansion of biomedical images in medical institutions and hospitals for patient diagnosis. Database for patient diagnosis exists in different formats such as computer tomography (CT), magnetic resonance imaging (MRI), ultrasound (US), X-ray etc. However, one cannot make use of this data unless it is organized to allow efficient access, search and retrieval. To address this problem, content based biomedical image retrieval came into existence. The content based image retrieval (CBIR) utilizes visual contents of an image such as color, texture, shape, faces, spatial layout etc., to represent and index the image database. The previously available biomedical image retrieval systems are presented in [1-6]. The feature extraction in CBIR is a prominent step whose effectiveness depends upon the method adopted for extracting features from given images. Comprehensive and extensive literature survey on CBIR is presented in [7–11].

The visual content descriptors are either global or local. A global descriptor represents the visual features of the whole image, whereas a local descriptor represents the visual features of regions or objects to describe the image. Further, these are subdivided into two categories, spatial and transform domain-based features. The first approach makes use of pixels (or a group of adjacent pixels) gray value and the second approach makes use of transformed data of the gray image for feature extraction.

Texture based biomedical image retrieval is a branch of texture analysis particularly well suited for identification of disease region, and then retrieval of related documents in the database is making it a star attraction from medical perspective. Cai et al. [12] have used the physiological kinetic feature which reduces the image storage memory for positron emission tomography (PET) image retrieval. Scott and Shyu have designed the biomedical media retrieval system [1], where they utilize the entropy balanced statistical (EBS) k-d tree for feature extraction. The index utilizes statistical properties inherent in large-scale biomedical media databases for efficient and accurate searches. Rahman et al. [13] have designed the relevance feedback based biomedical image retrieval system. They have proposed the query-specific adaptive linear combination of similarity matching approach by relying on the image classification and feedback information from users. Nakayama et al. [14] investigated four objective similarity measures as an image retrieval tool for selecting lesions similar to unknown lesions on mammograms. Classification of benign and malignant breast masses based on shape and texture features in sonography images is proposed in [15]. The mass regions were extracted from the region of interest (ROI) sub-image by implementing hybrid segmentation approach based on level set algorithms. In [16] a boosting framework for visuality-preserving distance metric learning is proposed for medical image retrieval. The mammographic images and dataset from ImageCLEF are used for performance evaluation. Quellec et al. [17] proposed the optimized wavelet transform for medical image retrieval by
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adapting the wavelet basis, within the lifting scheme framework for wavelet decomposition. The weights are assigned between wavelet sub-bands. They used the diabetic retinopathy and mammographic databases for medical image retrieval. The wavelet transform based brain image retrieval is presented in [18]. The co-occurrence matrix based retrieval of medical CT and MRI images in different tissues is can be seen in [19]. Further, the image retrieval of different body parts is proposed in [20] which employ color quantization and wavelet transform.

B. Related Work

The features, k-d tree [1], co-occurrence matrix [19] etc., are computationally more expansive. To address this computational complexity, the local binary pattern (LBP) [21] is proposed. The LBP operator was introduced by Ojala et al. [21] for texture classification. Success in terms of speed (no need to tune any parameters) and performance is reported in many research areas such as texture classification [21]–[25], face recognition [26]–[28], object tracking [29], [30], image retrieval [31]–[37] and interest point detection [38]. Peng et al. proposed the texture feature extraction based on a uniformity estimation method in brightness and structure in chest CT images [35]. They used the extended rotational invariant LBP and the gradient orientation difference to represent brightness and structure in the image. Unay et al. proposed the local structure-based region-of-interest retrieval in brain MR images [36]. Quantitative analysis of pulmonary emphysema using LBP is presented in [37]. They improved the quantitative measures of emphysema in CT images of the lungs by using joint LBP and intensity histograms. Li and Meng have proposed the automatic recognition of tumor for wireless capsule endoscopy (WCE) images [39]. The candidate color texture feature that integrates uniform LBP and wavelet is proposed to characterize WCE images. Further, the detection of bleeding regions for capsule endoscopy images using LBP is presented in [40]. Facial paralysis video retrieval system using LBP is proposed in [41]. The symmetry of facial movements is measured by the resistor-average distance (RAD) between LBP features extracted from the two sides of the face. Support vector machine is applied to provide quantitative evaluation of facial paralysis.

C. Main Contribution

The pattern based features available in literature are encoding the relationship between the center pixel and its surrounding neighbors. This observation has motivated us to propose the local mesh pattern (LMeP) which encodes the relationship among the surrounding neighbors for a given center pixel in an image. In addition, the effectiveness of our algorithm is confirmed by combining it with Gabor transform. The performance of the proposed method is tested by conducting three experiments on three different biomedical databases.

The organization of the paper is as follows: In section I, a brief review of biomedical image retrieval and related work are given. Section II, presents a concise review of local patterns (LBP and LMeP). Section III, presents the concept of multi-scale feature extraction, proposed system framework and the query matching. Experimental results and discussions are presented in section IV and lastly in section V, we conclude with the summary of work.

II. LOCAL PATTERNS

A. Local Binary Patterns

The LBP operator was introduced by Ojala et al. [16] for texture classification. Given a center pixel in the image, LBP value is computed by comparing its gray value with its neighbors as shown in Fig. 1, based on Eq. (1).

\[
LBP_{P,R} = \sum_{i=1}^{P} 2^{(i-1)} \times f_1(g_{i|R} - g_c)
\]  
(1)

\[
f_1(x) = \begin{cases} 
1 & x \geq 0 \\
0 & \text{else}
\end{cases}
\]  
(2)

where \( g_c \) is the gray value of the center pixel, \( g_{i|R} \) is the gray value of neighbor at radius \( R \) from the center pixel \( (g_c) \). \( P \) is
the number of neighbors at a distance (radius) $R$ form the center pixel ($g_i$) in an image. Examples of circular neighbor sets for different configurations of $(P,R)$ can be seen in Fig. 2.

### B. Local Mesh Patterns (LMeP)

The idea of the LBP has been motivated us to propose the LMeP for biomedical image retrieval. The LMeP value is computed based on the relationship among the surrounding neighbors for a given center pixel in an image (see in Eq. (3)). Fig. 1 illustrates the LMeP values calculation for a given $3 \times 3$ pattern.

$$LMeP_{i,j} = \sum_{j=1}^{P} 2^{(i-1)} \times f_j(g_{i,j} - g_{i,j});$$

$$\alpha = 1 + \text{mod}((i + P + j - 1), P);$$

(3)

where, $j$ represents the LMeP index and $\text{mod}(x,y)$ returns the reminder for $x/y$ operation.

From Eq. (3), it can be observed that the possible LMeP patterns for $P$ neighbors are $P/2$. In this paper, we consider only first three LMeP patterns ($j=1$, 2, 3 in Eq. (3)) for experimentation as shown in Fig. 1 and Fig. 3. Fig. 3 illustrates the LBP and the first three LMeP calculations for a given $(P, R)$. In this paper, $(8,1)$, $(16,2)$ and $(24,3)$ combinations are considered for experimentation.

For the local pattern with $P$ neighboring pixels, there are $2^P$ (0 to $2^P-1$) possible values for both LBP and LMeP, resulting in a feature vector of length $2^P$. A high computational cost is involved in extracting such a feature vector. Thus, uniform patterns [23] are considered to reduce the computational cost. An uniform pattern refers to a circular binary representation having limited discontinuities. In this paper, patterns with two or less discontinuities in the circular binary representation are termed as uniform while rest of the patterns are termed as non-uniform. Thus, the distinct uniform patterns for a given query image would be $P(P-1)+2$. The possible uniform patterns for $P=8$ can be seen in [23].
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Fig. 4: Example of LBP and LMeP feature maps: sample image, LBP feature map, first LMeP feature map, second LMeP feature map and third LMeP feature map.

After identifying the local pattern, $PTN$ (the LBP or the first three LMePs) the whole image is represented by building a histogram using Eq. (4)

$$H_x(l) = \frac{1}{N_1 \times N_2} \sum_{x=0}^{N_1} \sum_{y=0}^{N_2} f_{PTN}(PTN(j,k),l); l \in [0, P(P-1)+2]$$

(4)

$$f_2(x,y) = \begin{cases} 1 & \text{if } x = y \\ 0 & \text{else} \end{cases}$$

(5)

where, $N_1 \times N_2$ represents the size of input image.

Fig. 4 illustrates the feature maps obtained by applying the LBP and the first three LMePs operators on referenced MR image. The experimental results demonstrate that the proposed LMeP shows better performance as compared to LBP, indicating that it can capture more edge information than LBP for biomedical image retrieval.

### III. MULTI-SCALE FEATURE EXTRACTION

In literature, it is observed that the pattern based features are analyzed by combining it with the Gabor transform. Hence, in this paper, we also confirm the effectiveness of our algorithm by combining it with Gabor transform (GT).

#### A. Gabor Transform (GT)

Subrahmanyam et al. [42] have given the spatial implementation of Gabor transform. A 2D Gabor function is a Gaussian modulated by a complex sinusoid. It can be specified by the frequency of the sinusoid $\omega$ and the standard deviations $\sigma_x$ and $\sigma_y$ of the Gaussian envelope as follows:

$$\psi(x,y) = \frac{1}{2\pi \sigma_x \sigma_y} e^{i(-\omega(x^2/\sigma_x^2 + y^2/\sigma_y^2))}$$

(6)

The Gabor wavelets are obtained by dilation and rotation of the generating function $\psi(x,y)$ as follows:

$$\psi_m(x,y) = a^{-m} \psi(x',y'),$$

(7)

where $x' = a^{-m}(x \cos \theta + y \sin \theta)$

$$y' = a^{-m}(-x \sin \theta + y \cos \theta)$$

(8)

$\theta = n \pi / K,$

$m \in [0,...,S-1]$ and $n \in [0,...,K-1]$, represent scale and orientation, respectively; $K$ and $S$ are the number of desired orientations and scales, respectively.

The variables in the Eq. (6) – Eq. (8) are defined as follows:

$$a = (U_h / U_l)^{\sqrt{S}/2}, \ \omega_m = U_h$$

(9)

$$\sigma_{x,m,n} = \frac{(a+1)\sqrt{2\ln 2}}{2\pi a^n (a-1)U_l}$$

(10)

$$\sigma_{y,m,n} = \frac{1}{2\pi \tan \left( \frac{K}{\pi} \right) \sqrt{\frac{U_h^2}{2\ln 2} - \frac{1}{2\pi \sigma_{x,m,n}^2}}}$$

(11)

where, $U_h$ and $U_l$ are the upper and lower bound of the designing frequency band, respectively. In this implementation, we used the following constants as used in the literature: $U_l = 0.05, U_h = 0.49$.

The response of Gabor filter is the convolution of Gabor window with image $I$, and is given by Eq. (12).
$G_{mn}(x, y) = \sum_{s} \sum_{t} I((x - s, y - t)) \psi_{mn}^*(s,t)$

B. Gabor Local Mesh Patterns (GLMeP)

In this paper, the real part of Gabor responses are utilized for GLMeP feature maps calculation. The performance of GLMeP is analyzed with P/2 directions and different scales (see in Section IV A). From experiments, it is clear that three scales and P/2 directions of GT is showing better performance as compared to the other scales of GT.

For a given center pixel at $(x,y)$, the GLMeP operators for $P=8$ and $R=1$ are calculated as follows.

$$
GLMeP^1_{P=8, R=1} = \begin{cases}
\{f_1(G_{45},(x-R,y+R)-G_{45}(x,y+R)), \\
G_{45}(x-R,y)-G_{45}(x-R,y+R)), \\
G_{45}(x-R,y-R)-G_{45}(x-R,y)), \\
G_{45}(x+R,y+R)-G_{45}(x+R,y,R)), \\
G_{45}(x+R,y-R)-G_{45}(x+R,y,R)), \\
G_{45}(x+R,y)-G_{45}(x+R,y,R)), \\
G_{45}(x,y+R)-G_{45}(x,y+R)), \\
G_{45}(x,y-R)-G_{45}(x,y+R))\}
\end{cases}; (13)
$$

$$
GLMeP^2_{P=8, R=1} = \begin{cases}
\{f_1(G_{45},(x-R,y)-G_{45}(x,y+R)), \\
G_{45}(x-R,y-R)-G_{45}(x-R,y+R)), \\
G_{45}(x-R,y)-G_{45}(x-R,y+R)), \\
G_{45}(x+R,y)-G_{45}(x+R,y+R)), \\
G_{45}(x+R,y-R)-G_{45}(x+R,y+R)), \\
G_{45}(x,y+R)-G_{45}(x,y+R)), \\
G_{45}(x,y-R)-G_{45}(x,y+R))\}
\end{cases}; (14)
$$

$$
GLMeP^3_{P=8, R=1} = \begin{cases}
\{f_1(G_{45},(x-R,y+R)-G_{45}(x,y+R)), \\
G_{45}(x-R,y-R)-G_{45}(x-R,y+R)), \\
G_{45}(x-R,y)-G_{45}(x-R,y+R)), \\
G_{45}(x+R,y+R)-G_{45}(x+R,y+R)), \\
G_{45}(x+R,y-R)-G_{45}(x+R,y+R)), \\
G_{45}(x+R,y)-G_{45}(x+R,y+R)), \\
G_{45}(x,y+R)-G_{45}(x,y+R))\}
\end{cases}; (15)
$$

where $G_a(x,y)$ is the response of Gabor transform in a direction.

Similarly, GLMePs are calculated for $(16,2)$ and $(24,3)$.

Eventually, the given image is converted to GLMeP images having values ranging from 0 to $P(P-1)+2$ (for uniform two patterns). After calculation of GLMePs, the whole image is represented by building a histograms supported by Eq. (4).

C. Feature Extraction

Fig. 5 illustrates the feature extraction for the LBP and the proposed method (LMeP). The algorithm for LMeP is given below:

Algorithm:
Input: Image; Output: Feature Vector
1. Load the gray scale image (if it is RGB, convert into gray scale).
2. Generate the first three LMeP operators for each center pixel.
3. Calculate the local differences among the neighbor pixels.
4. Calculate the binary patterns.
5. Construct the histograms based on uniform two patterns.
6. Form a feature vector by concatenating three histograms.

D. Similarity Measurement

Feature vector for query image $Q$ represented as $f_Q = (f_{Q1}, f_{Q2}, ..., f_{Q_{12}})$, is obtained from feature extraction. Similarly each image in the database is represented with feature vector $f_{DB_j} = (f_{DB_{j1}}, f_{DB_{j2}}, ..., f_{DB_{j_{12}}}); j = 1, 2, ..., |DB|$. The goal is to select the n best images that resemble the query image. This involves selection of $n$ top matched images by measuring the distance between query image and images in the database $|DB|$. In order to match the images we use $d_1$ similarity distance metric [32] computed using Eq. (16).

$$D(Q, DB_j) = \sum_{i=1}^{12} \frac{f_{DB_{ji}} - f_{Q_i}}{1 + f_{DB_{ji}} + f_{Q_i}}$$

where $f_{DB_{ji}}$ is $i^{th}$ feature of $i^{th}$ image in the database $|DB|$.  

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

In order to analyze the performance of our algorithm for biomedical image retrieval three experiments were conducted on three different medical databases. Results obtained are discussed in the following subsections.

Given below are the abbreviations used in the analysis of result:

- LBP: Local binary patterns [21]
- GLBP: LBP with Gabor transform [21]
- DBWP: Directional Binary Wavelet Patterns [32]
- LMeP: Local mesh patterns
- GLMeP: LMeP with Gabor transform
- INTH: Intensity Histogram [37]
- GLCM1: Gray Level Co-occurrence Matrix Type 1 (Autocorrelation) [37]
- GLCM2: Gray Level Co-occurrence Matrix Type 2 (Correlation) [37]
- GFB: First Four Central Moments of Gaussian Filter Bank with Four Scales [37]
- LBP_P_Ru2: LBP features collected from the uniform two pattern size (P,R); similar representation is applicable for all patterns.
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In all experiments, each image in the database is used as the query image. For each query, the system collects \( n \) database images \( X = (x_1, x_2, \ldots, x_n) \), with the shortest image matching distance is given by Eq. (16). If \( x_i; i=1,2,\ldots,n \) belong to the same category of the query image, we say the system has correctly matched the desired.

The average retrieval precision (ARP) and average retrieval rate (ARR) judge the performance of the proposed method those are calculated by Eq. (17) − (20).

For the query image \( I_q \), the precision \( (P) \) and recall \( (R) \) are defined as follows:

\[
\text{Precision}: P(I_q) = \frac{\text{Number of Relevant Images Retrieved}}{\text{Total Number of Images Retrieved}} \tag{17}
\]

\[
\text{ARP} = \frac{1}{|DB|} \sum_{i=1}^{10} P(I_q) \tag{18}
\]

\[
\text{Recall}: R(I_q) = \frac{\text{Number of Relevant Images Retrieved}}{\text{Total Number of Relevant Images in the Database}} \tag{19}
\]

\[
\text{ARR} = \frac{1}{|DB|} \sum_{i=1}^{10} R(I_q) \tag{20}
\]

A. Experiment #1

The Open Access Series of Imaging Studies (OASIS) [43] is a series of magnetic resonance imaging (MRI) dataset that is publicly available for study and analysis. This dataset consists of a cross-sectional collection of 421 subjects aged between 18 to 96 years. The MRI acquisition details are available in [43].

For image retrieval purpose we grouped these 421 images into four categories (124, 102, 89, and 106 images) based on the shape of ventricular in the images. Fig. 6 depicts the sample images of OASIS database (one image from each category).

Table I illustrates the performance of GLMeP with different scales and P/2 directions on OASIS-MRI database. From Table I, it clear that three scales and P/2 directions are outperforming the other scales of GLMeP.

Table II illustrates the group wise performance of various method with and without GT in terms of ARP on OASIS-MRI database. From Table II, the following inference is drawn for the performance of proposed method with other methods in terms of average retrieval precision (ARP) at \( n=10 \).

1. ARP of LMePu2_8_1, LMePu2_16_2 and LMePu2_24_3 is more as compared to LBpu2_8_1, LBpu2_16_2 and LBpu2_24_3 respectively.
2. ARP of GLMePu2_8_1, GLMePu2_16_2 and GLMePu2_24_3 is more as compared to LBpu2_8_1, LBpu2_16_2, GLBPu2_24_3, DBWPu2_8_1, DBWPu2_16_2 and DBWPu2_24_3 respectively on corresponding \( (P,R) \).

Fig. 7 (a) − (c) show the graphs depicting the retrieval performance of proposed method and other existing methods as function of number of top matches. From Fig. 7 and above observations, it is evident that the proposed method outperforms the other existing methods. Fig. 8 illustrates two query results of the proposed method by considering five top matches.
TABLE II: GROUPWISE PERFORMANCE OF VARIOUS METHODS IN TERMS OF ARP ON OASIS-MRI DATABASE

<table>
<thead>
<tr>
<th>Method</th>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
<th>Group 4</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBPu2_8_1</td>
<td>51.77</td>
<td>32.54</td>
<td>33.82</td>
<td>49.06</td>
<td>42.63</td>
</tr>
<tr>
<td>LBPu2_16_2</td>
<td>52.58</td>
<td>38.43</td>
<td>31.68</td>
<td>51.13</td>
<td>44.37</td>
</tr>
<tr>
<td>LBPu2_24_3</td>
<td>45.88</td>
<td>42.64</td>
<td>33.7</td>
<td>49.53</td>
<td>43.44</td>
</tr>
<tr>
<td>GLBPu2_8_1</td>
<td>54.43</td>
<td>37.94</td>
<td>26.51</td>
<td>46.03</td>
<td>42.42</td>
</tr>
<tr>
<td>GLBPu2_16_2</td>
<td>61.12</td>
<td>41.17</td>
<td>29.43</td>
<td>48.11</td>
<td>46.31</td>
</tr>
<tr>
<td>DBWPu2_8_1</td>
<td>52.74</td>
<td>37.74</td>
<td>34.38</td>
<td>60</td>
<td>47.05</td>
</tr>
<tr>
<td>DBWPu2_16_2</td>
<td>57.74</td>
<td>34.7</td>
<td>30.78</td>
<td>66.69</td>
<td>48.71</td>
</tr>
<tr>
<td>DBWPu2_24_3</td>
<td>52.98</td>
<td>37.15</td>
<td>37.42</td>
<td>71.79</td>
<td>50.59</td>
</tr>
<tr>
<td>LMePu2_8_1</td>
<td>52.82</td>
<td>36.56</td>
<td>36.08</td>
<td>51.50</td>
<td>44.96</td>
</tr>
<tr>
<td>LMePu2_16_2</td>
<td>57.82</td>
<td>42.84</td>
<td>39.89</td>
<td>60.37</td>
<td>50.4</td>
</tr>
<tr>
<td>LMePu2_24_3</td>
<td>60.32</td>
<td>41.27</td>
<td>37.51</td>
<td>56.22</td>
<td>49.00</td>
</tr>
<tr>
<td>GLMePu2_8_1</td>
<td>66.12</td>
<td>44.90</td>
<td>43.38</td>
<td>68.30</td>
<td>56.34</td>
</tr>
<tr>
<td>GLMePu2_16_2</td>
<td>64.83</td>
<td>40.49</td>
<td>37.19</td>
<td>69.71</td>
<td>53.54</td>
</tr>
<tr>
<td>GLMePu2_24_3</td>
<td>60.08</td>
<td>40.78</td>
<td>38.62</td>
<td>68.49</td>
<td>52.54</td>
</tr>
</tbody>
</table>

Fig. 8: Query results of LMeP on OASIS database.

Fig. 9: Sample images from NEMA database (one image per category).

B. Experiment #2

The digital imaging and communications in medicine (DICOM) standard was created by the National Electrical Manufacturers Association (NEMA) [44] to aid the distribution and viewing of medical images, such as computer tomography (CT) scans, MRIs, and ultrasound. For this experiment, we have collected 681 CT scans of different parts of human body and these are grouped into 13 categories (45, 59, 46, 29, 36, 18, 37, 14, 139, 46, 143, 33, and 36 images). Fig. 9 depicts the sample images of NEMA database (one image from each category).

The retrieval performance of the proposed method (LMePu2/GLMePu2) and other existing methods (LBPu2/GLBPu2 and DBWPu2) as function of number of top matches are given in Fig. 10 (a) – (c). In this experiment DBWPu2_16_2 and DBWPu2_24_3 are showing some similar performance to the proposed methods LMeP_16_2/GLMeP_16_2 and LMeP_24_3/GLMeP_24_3 respectively, because binary wavelet patterns also extracts good directional information from this database. However, the feature vector length of DBWP is very high as compared to the proposed method (see in section IV D), which is an important requirement for online applications. From Fig. 10, it is concluded that the LMeP/GLMeP outperforms other existing methods. Fig. 11 illustrates two query results of the proposed method by considering five top matches on NEMA-CT database.
Fig. 11: Query results of LMeP on NEMA-CT database.

Fig. 12: Sample images from VIA/I-ELCAP–CT image database

Fig. 13: Comparison of the LMeP/GLMeP with other existing spatial and transform domain methods in terms of: (a)−(c) ARP and (d)−(f) ARR on VIA/I-ELCAP–CT database.
C. Experiment #3

Vision and image analysis (VIA) group and international early lung cancer action program (I-ELCAP) created a computer tomography (CT) dataset [45] for performance evaluation of different computer aided detection systems. These images are in DICOM (digital imaging and communications in medicine) format. The CT scans were obtained in a single breath hold with a 1.25 mm slice thickness. The locations of nodules detected by the radiologist are also provided. For experiments we have selected 10 scans. Each scan has 100 images with resolution 512x512. Further, ROIs were annotated manually to construct the ROI CT image database. Fig. 12 depicts the sample images of VIA/I-ELCAP database (one image from each category).

Fig. 13 illustrates the retrieval performance of the proposed method (LMeP/GLMeP) and other existing methods (LBP/GLBP, INTH, GLCM1, GLCM2 and GFB) in terms of ARP and ARR. Fig. 14 illustrates the individual group performances of the LMeP/GLMeP and other existing methods in terms of precision and recall. From Figs. 13 and 14, it is clear that the proposed method (LMeP/GLMeP) outperforms other existing methods in terms of precision, recall, ARP and ARR on VIA/I-ELCAP –CT database.

D. Feature Vector Length V/S Performance

Table III shows the feature vector length and execution time for a given query image of size 256x256 using LBP, GLBP, DBWP, LMeP and GLMeP. The experimentation is carried out on core2Duo computer with 2.66 GHz and all methods are implemented on the MATLAB 7.6 software. From the Table III, it is clear that the feature vector length of GLMeP is 8.8 times less as compared to DBWP and is outperforming the DBWP and other existing methods in terms of ARP and ARR on three different biomedical databases. The feature vector length and execution time of the LMeP is more as compared to the LBP, as it outperforms:

1. the LBP by 13.9%, 2.4% and 9.2% in terms of ARP on OASIS-MRI, NEMA-CT and VIA/I-ELCAP-CT image databases respectively.
2. the LBP by 3.12% in terms of ARR on VIA/I-ELCAP-CT image database.

V. CONCLUSIONS

In this paper, a new scheme, LMeP is presented for biomedical image retrieval application. The LMeP is different from the existing LBP in a manner that it encodes the relationship among the surrounding neighbors whereas LBP encodes the relationship between the reference pixel and its surrounding neighbors in an image. The performance of the proposed method is tested on three different biomedical databases. The result after being investigated show a significant improvement in terms of precision, recall, ARR and ARP as compared to LBP and other existing methods on respective databases.
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