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In the framework of a relevance feedback system, term values or term weights
may be used to (a) select new terms for inclusion in a query, and/or (b) weight
the terms for retrieval purposes once selected. It has sometimes been assumed
that the same weighting formula should be used for both purposes. This paper
sketches a quantitative argument which suggests that the two purposes require
different weighting formulae.

1. INTRODUCTION

Term weighting

Various formulae have been proposed or used, at various times, to quantify
the value or usefulness of a search term in retrieval. The motivation or
Justification for using a particular formula may be based in a general way on a
qualitative argument concerning the. ‘value’ of the term in the retrieval
context, or may involve a specific quantitative argument such as a proof of
performance.

An example of the latter is provided by the relevance weighting theory [1].
Here it is proved that, under certain assumptions about term independence,
optimum performance is achieved by using a simple sum-of-weights match
function and giving a term ¢ a weight:

pl(l - ‘Ix)
w, = log
q.(1 —p) e

where p, is the probability that a given relevant document is assigned the term
t, and g, is the equivalent non-relevant probability (p and ¢ may be estimated
from relevance feedback information). The quantitative nature of the
argument is well illustrated by the use of ‘simple sum-of-weights’ together with
the logarithm in the formula: if one were to multiply the weights instead of
adding them, then the same theory would demand that the logarithm was not
used. A generalised qualitative argument about term value would not be
capable of distinguishing the two cases.

Journal of Documentation, Vol. 46, No. 4, December 1990, pp. 359-364.
359

T




JOURNAL OF DOCUMENTATION ‘ Vol. 46, no. 4

The argument below assumes a term weighting function similar to the
above, though not necessarily this particular one.

Query expansion

Various methods have also been proposed for drawing in new terms to
enhance a search statement. In a relevance feedback system, for example,
terms may be drawn from items retrieved and judged relevant in a previous
iteration.

Such query expansion may be automatic (i.e. the system finds and includes
new terms without reference to the user), or semi-automatic (i.e. the system
finds new terms and offers them to the user for possible inclusion). In the case
of automatic query expansion in a weighted or associative retrieval system, it
may be appropriate to throw in all candidate terms (e.g. all the terms in the
known relevant documents), and leave the term weighting scheme to cope with
the fact that some terms may be better than others. But this procedure may fall
foul of the ‘curse of dimensionality’ [2].

For this reason, it may be necessary to have a term selection stage, so that
apparently poor terms are not included at all, rather than being given low
weights. In a semi-automatic system, it is necessary to present the terms to the
user in some reasonable order, preferably one in which the terms most likely to
be useful are near the top. .

Either way, therefore, it seems appropriate to look for a measure of term
value or usefulness, for the purpose of query expansion.

If, then, we have a term weighting scheme for retrieval, based on a general
‘term value’ argument, such an argument would presumably apply equally
well for this new purpose. If, however, we have a more specific quantitative
argument, it is not at all clear that the argument would apply to this new
purpose as well as to the old. This suggests looking for a specific quantitative
argument to.apply to query expansion.

The object of this note, then, is to present a very rough sketch of such an
argument, and to use the argument to suggest that an approﬁr_iate criterion for
term selection is indeed different from an appropriate criterion for term
weighting once selected. ' '

2. SWETS MODEL

The argument presented here makes use of ideas taken from the Swets model
of IR system performance [3]. The following is a brief description of the Swets
model. :

The system is assumed to retrieve items by ranking them according to some
measure of association with the query (match function). The principal idea of

. the Swets theory is to examine the distribution of values of this match function

over the document collection. More specifically, it considers two such
distributions, one for the relevant documents and one for the non-relevant. If
the retrieval system is any good, the two distributions will be different: in
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particular the match function values will generally be higher for relevant
documents than for non-relevant. For example, the distributions might look
like Figure 1. Here p1 is the average (mean) match function value for relevant
documents, and u,, the mean for non-relevant documents. :

In general, the more the two distributions are separated, the better the
performance of the system will be. Other things being equal, the higher the
difference d = u, — p, between the means of the two distributions, the better
the performance. Actually the measure of performance proposed by Swets,
and an alternative proposed by Brookes [4], can both be expressed as d
normalised by some function of the standard deviations of the distributions.
However, these measures are associated with the assumption that the
distributions are normal. This would not be an appropriate assumption for the
present situation, as argued below. So the present argument is based on the use
of d, unnormalised, as a simple measure of performance. For this reason and
others, the argument is not regarded as a rigorous proof, but rather as
indicative of relationships between the variables. '

Probability density

Relevant documents

Non-relevant documents

<—~—d+——>

Hy Hg

Match function values

FIGURE 1. The Swets model: distribution of match finction values

3. AN APPROACH TO TERM SELECTION

Assumptions

We suppose that we have an initial search formulation, using some match
function, and that we are considering the possible inclusion of a new term,
whose presence in an item would then add a certain quantity (i.e. the weight of
the term) to the value of the match function. A simple sum-of-weights match
function would satisfy this assumption, though it is not necessary to assume
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that the match function as applied to the initial search formulation is such a
sum of weights. Nor is it necessary to assume that the weight in question is the
relevance weight discussed above. :

It is, however, necessary to make an additional strong simplifying
assumption, again putting the argument in the realm of indication rather than
proof. We assume statistical independence between the new term and the entire
previous search formulation. This assumption can be expressed as follows.

Consider one of the two Swets distributions for the initial formulation, say
the relevant one. The population of relevant items is further divided into those
that contain the new term and those that do not, each of which has its own
distribution of values for the match function applied to the initial formulation.

The independence assumption, then, is that these two new distributions are .

identical, i.e. that the presence or absence of the new term does not affect the
distribution of the old match function. This independence assumption must be
applied separately to the non-relevant as well as to the relevant items.

-There is no necessary contradiction between such independence assumptions
and the idea of query expansion based on the results of an initial search. In fact
the assumptions given predict a positive association between an initial query
formulation and a good new term, when the whole collection is considered. In
effect, it is assumed that such association can be completely explained in terms
of relevance.

The assumptions are, nevertheless, strong ones. Some further discussions
on similar independence assumptions may be found in [1].

How useful is the new term?
We now express the question, ‘How useful would the candidate term be?” as
‘How much effect would adding it to the search formulation have on retrieval
performance?’ ‘

If the weight of the candidate term is w,, then those items that contain the

“term will have w, added to their match function values. The new Swets

distribution for the relevant items (under the independence assumptions)

" consists of a mixture of the original and the original displaced upwards by w,.

Making use of the probability p, defined in Section 1, the mixing proportions
are (1 — p,).p,. Thus the new mean is:

(A = plug+ p, (g + w) = pp + pw,

Similarly, the new mean for the non-relevant items is:

.uN + q:Wz
and the new effectiveness d’ is:
d =g+ pw, — Uy — W, [
=g — Uyt wt(pl - q!)
=d+ w, (Pt - %)
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In other words, the inclusion of the term 7 in the search formulation,
with weight w,, will (under the assumptions given) increase the effectiveness
by

a, =w (pt - qt)

This suggests that, if we have a weighting function and estimates of p, and g,,
new terms should be ranked in order of their g, values for posmble inclusion in
the search formulation. :

Notice that a, is not w,. In other words, if we have a good rule for assigning
weights to terms once they are included in the search formulation, the same
rule will not necessarily serve to decide whether to include the term in the first
place. °

Notice also that it is not a question of weighting new terms in a different way
from old ones. Although no specific method is assumed here, the method of
arriving at w, can be (indeed probably should be) the same for both new and
old terms, once the list of terms constituting the query is fixed. What the
argument suggests is that the decision rule for including new terms (whether
automatically or semi-automatically, as discussed above) should be based on
a, rather than w,.

4. DISCUSSION

The result given in the previous section is, a$ argued above, to be treated as
indicative rather than as formal proof. Nevertheless, it is clear that the two
questions of term ‘value’ must be separated. and potentially at least have
different answers. This statement is in part simply a recognition that the
questions are different. It is worth trying to express them in a way which makes
the difference clear:

1. Given that a term is included in a search formulation, how much evidence
does it provide as to the relevance of an item in which it is present?

2. Given a candidate term, how much effect does its inclusion have on the
overall effectiveness of the search formulation?

It now seems unsurprising that the answers may be different! It will also be
clear that the nature of any formal approaches to answering the two questions
should be different. In particular, the first question allows a stronger kind of
optimisation than the second: The probablllstlc model for search term weights
attempts, via the Probablhty Rankmg Pr1n01ple [5L to optimise the entire
length of the search curve from hlgh-pre01s1on to high-recall. A model for
which term(s) to add, however, will have to lead to a preference between a very
infrequent term which contributes chiefly to the high-precision end, and a
frequent term which contributes mamly to the high-recall end. The argument
here must be based on some kind of average performance. :
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Future work - .

One would like to be able to tighten the formal argument and come up
with a firmer indication of an appropriate term selection criterion. Unfortun-
ately, the Swets model approach used here may not be suitable for tightening
up. )
One particular problem with the Swets model in this context lies in its
explicit dependence on the match function values. A non-linear but mono-
tonic transformation of these values will produce exactly the same retrieval
effect but alter the effectiveness as measured in the Swets model. (An example
of such a transformation would be the replacement of an additive function by
a multiplicative one, as suggested in Section 1.) In the original applications of
the Swets model, this possibility is effectively eliminated by the assumption
that the distributions are normal. However, we cannot use that assumption
here, since if the distributions were normal prior to adding the new term, they
would not be afterwards. o

- It would therefore be desirable to develop a model that would not require
explicit dependence on the match function values.

Clearly the present model (or any future model) needs also to be subjected
to various kinds of empirical test. The object of this note has been only to
present the theoretical argument; but no model in information retrieval can be
accepted without empirical support. ‘

. Conclusion

A term weighting formula that provides appropriate weights for use in a
match function for retrieval is not necessarily an appropriate measure for term
selection in the first place. ‘

Given a term weighting formula that provides weights w,, and estimates of p,
and ¢, (as defined in Section 1), a first suggestion for a measure for term
selection is

a; = W, (pl - qr)
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