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ABSTRACT
Borealis-R is a replication-based system for both fast and highly-available processing of data streams over wide-area networks. In Borealis-R, multiple operator replicas send outputs to downstream replicas, allowing each replica to use whichever data arrives first. To further reduce latency, replicas run without coordination, possibly processing data in different orders. Despite this flexibility, Borealis-R guarantees that applications always receive the same results as in the non-replicated, failure-free case. In addition, Borealis-R deploys replicas at select network locations to effectively improve performance as well as availability.

We demonstrate the strengths of Borealis-R using a live wide-area monitoring application. We show that Borealis-R outperforms previous solutions in terms of latency and that it uses system resources efficiently by carefully deploying and discarding replicas.
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1. INTRODUCTION
Borealis-R is a stream processing system for Internet-scale monitoring applications. In such applications, users want to monitor various events occurring around the world and make smart decisions in near real time. In practice, however, it is hard to accomplish correct and timely processing. For example, an overloaded server may stop sending data and a failed server may have lost data essential to processing. Furthermore, computer networks are vulnerable to link congestion and may experience outages.

In addition to distributed operation [2], Borealis-R has features that tackle the problems above. Similar to previous solutions for reliable stream processing [5, 4, 7, 3], it deploys, for each operator, $k$ replicas on independent servers to tolerate up to $(k-1)$ simultaneous failures. In contrast to the previous solutions, however, Borealis-R makes multiple replicas send data to each downstream replica. As illustrated in Figure 1, this allows each replica to use whichever data arrives first. To further expedite processing, Borealis-R executes replicas without coordination, which causes nondeterministic replicas to run differently. Regardless of this flexible operation, Borealis-R guarantees that applications receive the results that a non-replicated execution would produce if the system was completely free from failures. Borealis-R also strives to achieve better performance and availability without increasing network cost.

In general, Borealis-R uses more computation and network resources than previous solutions in which only one of multiple replicas can feed downstream replicas. However, it also offers distinct advantages. First, it reduces latency because it always uses the fastest among multiple replicated data flows. Second, it is naturally resilient against server and network problems. In previous solutions, if a replica that feeds downstream replicas fails (or gets overloaded/disconnected), the processing stops until each downstream replica notices the problem after some delay and creates a new input connection from another functioning upstream replica. In contrast, Borealis-R stays operational without blocking to detect problems and switching between replicas.

2. MAIN FEATURES OF BOREALIS-R
To manage the system in a scalable fashion, Borealis-R groups servers into logical clusters, each of which comprises on the order of tens of servers. Each cluster consists of servers at diverse locations (rather than those only within a small area) in order to autonomously handle queries spanning distant stream sources and applications. As illustrated in Figure 1, Borealis-R guarantees fast and reliable processing by making multiple replicas feed each downstream replica. To achieve reliable processing with unstable stream sources, Borealis-R deploys entry points that keep input tuples from external sources until they safely arrive at the downstream replicas.

2.1 Replication Transparency
In Borealis-R, replication is transparent to users. In other words, each application always receives tuples as in the ideal non-replicated execution scenario where the system is com-
2.2 Management of Replicas

Borealis-R efficiently improves both performance and availability. For this, it initially creates replicas in a manner that minimally increases the network cost. To cope with changes in system conditions, it gradually discards the least useful replicas or adds new replicas (further details can be found in [6]):

**Initial Deployment.** As described early in this section, Borealis-R forms logical clusters to manage the system in a scalable way. Servers in the same cluster elect a coordinator that traces the network delays between them. Whenever the coordinator receives a query (i.e., a network of operators), it deploys replicas in a predefined number of phases, each of which adds a new replica for each operator.

In each deployment phase, the coordinator first rules out servers that are too busy to run a new replica or likely to fall into the same network partition with a server that already runs a peer replica. Among the remaining candidate servers, the coordinator finds the server that will minimize the network cost of the input and output streams of the new replica. The network cost of each stream is defined as the product of the data rate and latency of the stream. This bandwidth-delay product is based on the observation that usually more network resources are used as more data stays in the network for a longer time. An optimal placement of replicas under this metric also tends to choose fast network links, thereby improving performance.

**Garbage Collection.** After deploying replicas, the coordinator periodically discards the least useful replicas until the overall network cost decreases to a predefined level $\theta$. To preserve the minimum level of failure tolerance, however, it keeps at least $k_{\text{min}}$ replicas for each operator. As a result, garbage-collection reduces the number of stream replicas from $k_{\text{max}}$ (i.e., all possible connections between $k_{\text{max}}$ upstream replicas and $k_{\text{max}}$ downstream replicas) to a few times $k_{\text{min}}$, while minimally degrading performance and availability.

To measure the utility (i.e., the impact on applications) of each stream replica, each duplicate filter gives, for each input tuple, different weights $\frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \ldots$ to stream replicas according to how early these stream replicas deliver the tuple. For stream replica $\{S\}_{i=1}^{k}$, the utility $u(S_i)$ of $S_i$ is defined as $w(S_i) = \sum_{j=1}^{k} w(S_j)$, where $w(S)$ is the accumulated weight of stream $S$ and $u(o)$ is the utility of the operator replica $o$ that $\{S\}_{i=1}$ commonly feed. The utility of $o$, $u(o)$, is defined as $\sum_{S\in\text{out}(o)} u(S)$, where out$(o)$ denotes the output streams of $o$.

**Adaptation.** If an operator replica observes unusual delays in its input, it revives some garbage-collected input streams to reduce the input delay. If the current network cost is below the target cost $\theta$, the coordinator also adds replicas to further reduce latency.

3. DEMONSTRATION DETAILS

The demonstration will stress the strengths of Borealis-R using a wide-area monitoring application. Specifically, the demonstration will show that (i) Borealis-R outperforms representative previous solutions in terms of latency, (ii) Borealis-R deploys replicas in a resource-efficient manner, and (iii) garbage-collecting replicas can significantly reduce the overall network cost while keeping latency low.
As illustrated in Figures 1 and 2, users want to monitor representatives of previous solutions \([5, 4, 7, 3]\) during both non-

### 3.3 Comparison to Previous Techniques

This demonstration will compare Borealis-R with representatives of previous solutions \([5, 4, 7, 3]\) during both non-

### 3.4 Advantages of Replication

This demonstration will show how the replica deployment strategy in Section 2.2 can reduce latency while efficiently using network resources. To obtain a good initial, non-replicated deployment, we will first deploy \(k_{max} = 3\) replicas for each operator as described early in this section and then garbage-collect replicas with \(k_{min} = 1\) and \(\theta = 0\). The reason behind this is that, when we deploy replicas for the first time, it is hard to find a good deployment since the data rate of each stream is not yet known. After finding a good non-replicated deployment, we will gradually add replicas and observe how the end-to-end latency varies. We will also contrast the above scenario with another one where replicas are deployed at arbitrary servers.

### 3.5 Garbage Collection

In this demonstration, we will show that garbage-collection can effectively reduce the overall network cost while keeping latencies low. We will also observe what types of replicas are usually less useful and thus discarded.
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