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Abstract 

 

Rapidly increasing quantities of data are driving data science research in numerous application 

areas, while the ability to discover or predict patterns influences many business decisions.  Large 

datasets are often transformed into graph-like structures to facilitate information mining.  Many 

techniques have been proposed for studying homogenous graphs, but are ill-defined or non-

existent for heterogeneous graphs, which are more suited for representing real-life datasets.  This 

paper proposes new metrics and descriptive statistics specifically designed for large, real-world 

graphs with multiple vertex and edge types.  To be meaningful in today’s “big data” 

environment, new methods need to be computationally fast, memory efficient and scalable.  The 

metrics were implemented and tested on Cray’s Urika platform providing rapid results on 

Terabytes (TB) of data.  This work provides an approach to characterizing and understanding the 

underlying structure of heterogeneous graphs.  A use case related to the healthcare domain is 

presented.   
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Introduction 

 

In today’s information-rich society, data is plentiful and no longer represents a bottleneck.  This 

abundance creates novel areas for research, particularly in the data analysis realm.  The dilemma 

then faced is one of synthesizing all of the data in meaningful and informative ways, a non-trivial 

task whose magnitude is exemplified by the sheer number of talks [1, 2], articles [3, 4] and 

groups dedicated to “making sense of Big Data.”  A similarly difficult task is finding a single 

piece of knowledge hidden in a vast array of extraneous data.  Many cite the lack of well-

developed mathematics for these large volumes of data [3, 5].  To accomplish this in many, if not 

all, cases, the information can be transformed and represented in a graph-like format.  These 

alternate representations enable one to leverage many analysis techniques from graph theory.  

Google’s PageRank algorithm [6] is a prime example, retrieving key information for users at the 

click of a button.  Data scientists work in a wide variety of fields from social networking to 

transportation to health sciences.  The data emerging from these areas have different 

characteristics resulting in diverse graphs, both homogeneous and heterogeneous.  
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A wide body of research exists pertaining to analysis methods for homogenous graphs and 

networks, which contain single node and edge types respectively.  This assumption is unrealistic 

for many data sets [7], which tend to be more heterogeneous with multiple types of nodes and 

edges.  These representations are well suited to represent things such as databases containing 

diverse types of information.  A classic example is a bibliography graph such as the DBLP 

collaboration network consisting of many types of “nodes” (e.g., author, paper, conference) with 

a variety of relationships (e.g., “written by”, “co-author with”, “presented at”).  Heterogeneous 

data are more information-rich, but also more difficult to work with.  Despite their 

ubiquitousness, most analysis methods to date are tailored for homogeneous networks and do not 

extend well to these cases [7-9].  Existing algorithms or approaches are not necessarily portable 

from homogeneous to heterogeneous situations.  In link prediction for example, the authors in [9] 

note that more information must be taken into account and thus new methods are required to 

address this problem in a heterogeneous context.  In topic model applications, existing models 

can only handle homogeneous information [10].  A survey of existing analysis metrics or 

methods to explore and analyze heterogeneous graphs indicates a wide span of relatively recent 

research in the areas of anomaly detection, recommender systems, classification, prediction and 

topic models.  With respect to traditional graph metrics, few researchers have attempted to port 

or create new metrics applicable to heterogeneous graphs though an unsupervised tensor-based 

approach to find central network nodes and perform role based clustering is presented in [11].  In 

this paper, we seek to address the gap in traditional graph metrics for heterogeneous networks.  

Specifically, we propose the diversity degree, a new descriptive statistic used to quantify the 

heterogeneity of nodes in the graph and use this metric to define the diversity degree distribution.  

 

Preliminaries 

 

We begin by introducing some key concepts along with notation.  For the purposes of this study, 

we are interested in the interconnection of objects (e.g., doctors, authors, tests).  A graph is a 

mathematical concept that can be utilized to represent such relationships.  The terms “graph” and 

“network” shall be used interchangeably throughout the discussion. 

 

Let G = (V,E) be an unweighted graph composed of the vertex set V and the edge set E.  Given 

m types of objects 𝑋1, … , 𝑋𝑚 such that V = ⋃ 𝑋𝑖
𝑚
𝑖=1 , if m=1, then G is a homogeneous graph and 

if m ≥ 2, G is called a heterogeneous graph.  Let eij represent the edge between any two objects i 

and j.  To denote the possibility of one or more nodes of each type in the graph, let 𝑋𝑖 =

{𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑛𝑖
} ∈ V where 𝑛𝑖 ≥ 1. 

 

Metrics  

 

In traditional graph theory, many methods exist to evaluate and compare graphs.  In practice, 

these are defined primarily for homogeneous structures.  Examples include centrality measures 

(e.g., degree centrality), clustering metrics (e.g., local) and distance measures (e.g., diameter/path 

length).  To apply these to a heterogeneous graph, an abstraction is required resulting in a loss of 

information.  For example, one of the many centrality definitions is based on highly connected 

vertices.  In a heterogeneous network, this is ill-defined since all connections types may not be 

the same.  Building from traditional graph theory, we define two new metrics specifically 
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tailored to heterogeneous graphs.  We seek to capture the rich information inherent in these 

graphs by focusing on metrics which gather diverse pieces of information into a single metric. 

 

In a homogeneous graph, nodes can be characterized by their degree (i.e., the number of incident 

edges for an undirected graph) which influences a number of graph metrics such as the degree 

distribution, path count, and diameter of the graph.  Given the propensity of heterogeneous 

graphs to contain not only multiple node types but also multiple edge types, in order to compute 

this statistic, one must synthesize the graph resulting in a loss of information.  Clearly, saying 

that a heterogeneous node k with multiple edge and neighbor types has degree 3 masks 

information, containing no information about node or edge types.  To overcome this loss, we 

propose a slight variant named the diversity degree defined on a per node basis.  As the name 

suggests, the metric takes into account the diversity in the linkage (edge) types as well as the 

types of nodes to which a node is linked.   

 

Definition 1: Let the diversity degree dvi of a node be the sum of the edge diversity (ediv) and 

node diversity (ndiv) for each node in the graph G.   

 𝑑𝑣𝑖 =
𝑛𝑑𝑖𝑣𝑖

#𝑛𝑜𝑑𝑒 𝑡𝑦𝑝𝑒𝑠
+

𝑒𝑑𝑖𝑣𝑖

#𝑒𝑑𝑔𝑒 𝑡𝑦𝑝𝑒𝑠
 (1) 

Let 𝑛𝑑𝑖𝑣𝑖
 be the number of node types to which i is connected (regardless of edge direction or 

type) and 𝑒𝑑𝑖𝑣𝑖
 be the number of edge types incident to vertex i (regardless of direction) such 

that: 
 

𝑛𝑑𝑖𝑣𝑖
= | ⋂ 𝑋𝑗

∀𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 𝑗

| (2) 

 

𝑒𝑑𝑖𝑣𝑖
= |⋂ 𝑡𝑦𝑝𝑒(𝑒𝑖𝑗)

∀𝑒𝑖𝑗

| (3) 

 

In equation (1), the denominator acts as a weighting for the numerator contributions. In practice, 

normalization is performed (division by 2), to keep the 𝑑𝑣𝑖 value between [0,1] inclusive.  The 

simplifying assumption which takes all edges as undirected is reasonable since many relations 

between nodes though directed are inherently unidirectional.  Alternatively this metric could be 

computed as the sum of the node-edge-node types for each node divided by all possibilities.  The 

proposed approach is preferred as it does not require explicitly determining the number of total 

possible combinations (which could be large for big graphs) and given that counting the number 

of edge and node types in the graph is fairly simple.  By incorporating count and type, this 

concept captures the relational aspect of the graph instead of the structural aspect alone as in the 

case of vertex degrees.  Cases where dvi values and vertex degrees look similar numerically may 

simply indicates a lack of diversity in the relational aspect of the graph.   

 

The degree distribution is a popular metric in the graph community, in part, due to the claim by 

Faloutsos et al. [12] that the Internet is power-law.  We surmise that, similarly, there may be 

underlying patterns in heterogeneous graphs and propose the diversity degree distribution as a 

basis for characterizing the diversity of a network.  Similar to the degree distribution, this metric 

is computed using the frequency of each diversity degree dvi; the distribution is then formed by 

plotting the frequency versus the diversity degree.   
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Definition 2: Let the diversity degree distribution be the distribution of the diversity degrees for 

a heterogeneous graph G.  

 

While clustering is often used as an important metric for quantifying community structure, we 

suggest that information flow can also be typified by understanding the relational structure of a 

network.  On one hand, it has been proposed that propagation of information may occur faster 

and with wider spread under a diversity of connections as shown for example in the transmission 

of diseases (e.g., foot and mouth disease [13]).  On the other hand, when searching for vulnerable 

spots in a network, nodes with low diversity and connectivity may be seen as weak points to 

protect.  Using the proposed metrics, both of these types of key nodes could be determined. 

     

Experiments and Scaling 

 

We provide an illustrative example to highlight the metrics described.  Suppose we have a 

healthcare provider network with 7 node types and 9 edge types (Figure 1) with associations 

such as “doctor prescribes test” or “patient has condition.”  The degrees for the “homogenized” 

version of the graph are shown in Figure 1(b).  Figure 1(c) contains the corresponding diversity 

degree for each vertex.  The relational structure is more apparent with some nodes rising to the 

forefront.  

 

 
(a) 

 

 
(b)         (c)        (d)  

 

Figure 1: (a) Healthcare provider network toy example, different line types denote edge types (b) 

degrees of the “flattened” graph (c) diversity degrees  (d) counts of the ranks by node type 
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Through a ranking of the diversity degrees (Fig. 1(d)), commonalities between types become 

more apparent.  In this particular example, patients’ diversity degrees are evenly distributed 

among options, while for the doctor category there is a possible outlier which corresponds to a 

doctor that does not have the highest node degree.  This information is lost when the graph is 

flattened and this anomalous entity is not apparent (Fig. 1(b)).  

 

To test the scalability of the metrics described, we apply these concepts on two moderate-sized 

data sets using Cray’s uRiKA (Universal RDF Integration Knowledge Appliance) system [14]; a 

shared memory machine capable of holding entire large graphs in memory.  A strength of this 

system is its ability to rapidly perform indexing and pattern matching.  The first dataset was 

compiled from several health care data sets (Fred Trotter’s DocGraph, the LEIE dataset of 

excluded providers from the Office of the Inspector General (OIG), and the NPPES database).  

The nodes consist of hospitals and providers, while the edges capture the relationships between 

them.  The second dataset is a subset of the widely used DBLP collaboration network.  Table 1 

provides further high-level information on the datasets, as well as the time required to compute 

the statistics. 

Table 1: Summary of datasets and computation times on uRiKA 

Dataset Nodes Edges size # node types # edge types Time (sec) 

Health Care 145278 212850 26 MB 2 18 71.23 

DBLP 1068755 20263788 1.93 GB 4 19 180.83 

 

The results indicate that for the Health Care dataset, the diversity statistic values are evenly 

dispersed across the lower diversity bins, with only 0.02% in the highest bin.  Providers with a 

high diversity of associations have, in the past, been discovered to be fraudulent.  Thus, this 

identifies key players to investigate further.  The DBLP dataset has high diversity for only one 

node type.  This is fairly intuitive as only the “paper” nodes have potential connections between 

all types.  In general, nodes can either have one-to-one or one-to-many relations and there may 

not be a relationship between every class.  The proposed metrics are most useful for networks 

where the number of node classes is less than the number of edge types.  In other situations, the 

metrics simply highlight vertices which by definition have the most link types.  

 

Conclusions 

 

This paper describes two new metrics for characterizing the underlying structure of 

heterogeneous graphs.  Many datasets are not naturally occurring graphs and require data 

transformation.  As we continue to expand our library of datasets, these metrics will add to our 

fundamental understanding of the underlying graph structure.  Initial computations on Cray’s 

uRiKA indicate promising results for timely data abstraction at large scale (see [15] for 

additional benchmarks).  This work represents a starting point, continuing with the investigation 

of additional datasets, identification of key commonalities, as well as integrating these new 

definitions into additional metrics such as centrality or assortativity. 
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