A design space for Trust-enabling Interaction Design
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ABSTRACT
The purpose of this article is to introduce and assess the expressiveness of a design space for trust-enabling interaction design; or in other words aims to assess the extent to which the design space can explain/describe trust-enabling interactions. It starts by situating trust in the domains of Human-Computer Interaction and Computer-Mediated Interactions.

Then, presents the proposed design space analytical tool. A tool, which serves for moving away from artifact-centered design to an intentional creation of value, i.e. support interaction designers on further reflecting on trust-enabling interactions design values.

These design space's dimensions are rationally derived from the model of Human-computer Trust, which builds on uses perceived trust. This model has been previously validated and was also used as a research lens for providing a greater understanding of how individuals interact with systems, in interaction processes like openness, knowledge sharing, user's privacy awareness, and collaboration.

The article concludes with two examples of application through a comparative inspection of 2 peer-production platforms: Wikipedia and Wordpres. And a reflection on how the proposed analytical tool can be used as a facilitator for supporting trust-enabling interaction design processes.
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INTRODUCTION
Living in an increasingly technology-reliant world has made people more dependent on technology for carrying out everyday activities. This tension has direct implications on how technology influences society's fundamental values. This is reflected in the attempt to develop strategies to provide a more trustworthy digital society. [16]

While agreeing that we became part of a digital crowd when clearly supporting the development of trust and security technology, we miss a need for focusing on how it influences the domains of Human-Computer Interaction and Computer-Mediated Interactions.

At the same time and within both the domains of Human-Computer Interaction and Computer-Mediated Interactions we see clear efforts to move beyond tackling the pragmatic challenges of interactive systems (such as effectiveness and efficiency) to address less tangible and mostly hedonic qualities. Human-computer trust (or perceived trustworthiness) can be considered one such hedonic quality. Further, evidence show that just by focusing only on the purely operational definition of trust does not lead to a more trustworthy digital society and in fact results in creating systems that end up being designed for computers rather than humans. One such example is Google Buzz's failure due to the lack of informing users that their list of contacts is being made public by default, which caused significant criticism leading to undermining user's trust and eventually shutting down the service. [5][29]

This tendency illustrates that designing for trust requires not only a focus on understanding the nuances, such as security, privacy, and reputation, but above all it requires understanding the subtleties of the perception of trust. We believe that trustworthy fostering systems must be built upon trust-enabling qualities drawn from the social science [4] and that embedding trust requires acknowledgement of the psychological social dimensions that come attached to trust. This eventually leads to a greater understanding of how individuals interact with systems and the extensive impact of trust in those interactions.

This article begins with a theoretically contextualizing trust, and then, situates the effects of trust in the field of computer science. Then, it continues by presenting the model of Human-computer Trust, from which the design space's dimensions are derived. Subsequently, the design space's analytical aptness is assessed and examples are provided on how to conduct assessment with the proposed space through a comparative inspection of 2 peer-production platforms Wordpres and Wikipedia. The article ends with a reflection on the potential of the presented design space as an interaction design facilitator.

TRUST AS A SOCIAL PHENOMENA
Trust is referred to in a relatively broad set of constructs. In social science it is a topic addressed in many fields of knowledge like sociology, economics, philosophy, psychology and social-psychology. Trust as a social phenomena contemplates a complex two-way relationship between individuals that are constituents of a society. Trust as a social phenomena emerges from three main social contexts: [42, 13, 24, 25, 20, 10]

An interpersonal or organizational context – we may trust a particular individual more than others;

A specific social situation – we may put our trust in a work colleague, sharing work related sensitive information, but not with our personal thoughts;

A specific social cultural context – we are required to trust our family doctor with our health problems in spite of not knowing him or her personally.

Trust cross-disciplinary nature has prompted a considerable debate about what is trust, how it is influenced, and how it is represented, making it difficult to define narrowly, or just as a "single static" concept. As so, Trust carries many meanings and plays a role in divergent contexts. For example Sociologists tend to see trust as structural in nature, [15] [20] or in terms of behavior [14] or even as a moral choice. [13] [42] Psychologists examine it as a personal attribute and analyze trust as behavioral intention (related to the predict acceptance of behaviors by others). [12] [34] Social psychologists tend to view trust as an interpersonal phenomenon, [9] [27] [45] a social structure for providing interpersonal relationships, known as institution-based trust or willingness to trust within a more social physiological perspective. Economists are more inclined to view trust as a rational choice mechanism, as a game theory. The philosophic perspective sees trust and distrust attitudes as something that affects our feelings and the way we think and act. [3]

HUMAN-COMPUTER TRUST
Computer scientist's concept emerged from above notions but tended to separate above approaches into two distinct domain definitions: operational and internal. One reflects the tendency to examine trust from a more operational standpoint, observing it as a sort of rational choices vs measurable risks. This operational approach requires rational decisions based on the knowledge of the possible rewards for trust or lack of it (by trusting we enable higher gains and by not trusting we avoid potential losses). Examples can be found in literature that address issues like reputation-based trust, policy-based trust, or in a sort of general models of trust in information systems. Can be also connected with the notion of security, reliance and privacy. [11] [1]

Another, approach to conceptualize the trust influence in computer science tends to aggregates it notions as an internal state [41, 12]. A state that reflects individual’s state of belief in the motivation of others; such a view often comes associated with the notions of willingness, motivation and cooperation. Examples can be found in literature that address issues like computer-supported collaborative work, communities of practice, design for trustful interactions, social capital, organizational trust, and technology-mediated social participation. [2, 26, 25, 7, 45, 10]

The differences between these perspectives diverge in nature, from a computer-based approach into a user-based approach. A more operational perspective sees trust as a statistical or deterministic measure, i.e. as a measurable risk, reflecting a willingness to risk (positive measure of trust) or not to risk (negative measure of trust). Trust in this context can be translated as the willingness to share or not to share information (privacy and security).

<table>
<thead>
<tr>
<th>Subject</th>
<th>Reflect</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sociology</td>
<td>Social structure VS A moral choice</td>
<td>Behaviours Vs Intention</td>
</tr>
<tr>
<td>Psychology</td>
<td>Intention Vs Perception</td>
<td>Attitude, Willingness</td>
</tr>
<tr>
<td>Socio-psychology</td>
<td>Decision Vs Belief</td>
<td>Willingness, choice to cooperate</td>
</tr>
<tr>
<td>Computer science</td>
<td>Risk Vs Belief Vs Intention</td>
<td>Choice to risk, predisposition to interact</td>
</tr>
</tbody>
</table>

Table 1. Trust conceptualisation framework

Our argument is that this view narrows down the trust approach to just a single variable, which is the risk of others using information for a malevolent purpose. This can be useful if our desire is to design reliable systems, which aim to prevent risks, although it is not sufficient for designing interactive systems where a group's or individual's trust comes across many dimensions (including time), like peer-production platforms. [22, 4]

More, we argue that by solely rely in those technical trust enabling features to leverage trustworthy systems is not enough to induce users fully trust in computer system, as latest research efforts clearly demonstrate in various areas of knowledge that humans don’t fully rely on rational decision in what concerns trust. Systems should also be designed to clearly provide trust-enabled hints to users on the social-technical subtleties that are embedded in the system design.

Our contribution is to proposed design space analytical tool. A tool, which serves for moving away from artifact-centered design to an intentional creation of value, i.e. support interaction designers on further reflecting on trust-enabling interactions values. These design space's dimensions arerationally derived from the model of
Human-computer Trust, which builds on perceived trustworthiness of a system.

A Model of Human-Computer Trust
The model of Human-Computer Trust depicts trust as a construct informed by seven (7) individual observed qualities, such as: motivation, willingness, reciprocity, predictability, honesty, benevolence, and competence, and determines the extent to which one relates with one's social and technical environment. [36, 39] This model was validated and used as a research lens to establish relations that linked trust with qualities of online interactive systems, like openness, [35] willingness to cooperate, [39] share information (privacy), [21] and collaborate. [37]

This model was achieved by an extensive literature review on trust as a social phenomena and was complemented by a participatory design procedure that resulted in:

- The Identification of most common trust notions (design of a concept map);
- A personal unified view of possible trust implications in today's online community structures (participatory design session with experts and users). [38]

The design of the model was also complemented by the unification of Davis’s and Venkatesh’s Technology Acceptance Models [8, 44].

The resulting model takes into consideration 7 observable qualities of trust. These qualities support users' expectations, rational and emotional beliefs, as well as provides insights into what leads users to construct a set of intentions (predisposition to trust) that result in more or less engaging experiences; interactive experiences, that are reflected through the users' behaviours (commitment to a relationship or to cooperation). This is an iterative process that evolves through time and can be seen on Figure 1. [41]

TRUST-ENABLING INTERACTION DESIGN SPACE
This tool has a main purpose for moving away from artifact or user-centered design approaches to an intentional creation of value [6, 23]. We envision two main applicability’s: one serves to help interaction designers to better understand the potential design options and the reasons for choosing them; the other serves to help interaction designers to assess the existing design solutions for their intentional creation of value.

Figure 1. A model of Human-Computer Trust

It aims mainly to serve as a measuring tape for assessing (measuring) trust-enabling interactions features. The dimensions of this tool are rationally derived from above described model.

This section starts by describing the proposed design rationale, and then illustrates through examples how to assess systems features through the comparative inspection of 2 peer-production platforms: Wikipedia and Wordpress.

The rationale behind the choice of these peer production platforms was due to the authors' ongoing work on the LearnMix project, [18] which aims to re-conceptualize the e-textbook as a collection of professional and user-contributed content available on a wide variety of devices. In this case Wikipedia and Wordpress could represent potential solutions or at least could influence design decisions.

Procedure
Our attempt to rationalize the design space was supported by what MacLean et al. [23], proposed as elements of design space analysis. The basic building blocks of the Design Space Analysis (DSA) are Questions, Options, and Criteria (the QOC notation). The Questions identify the design issue, the Options provide possible answers to the questions, and the Criteria are the means to assess and compare the options.

The dimensions defining the analytical lens of the proposed design space include two distinct components.

- **A Static component** – The static component of the design space includes the main driven question, the sub-set of questions, and the set of analytical dimensions, as described in figure 2; and
- **A Dynamic component** – The dynamic component of the design space is dependent of the assessment context; in this case the features of Wikipedia and Wordpress represent them.
The main driven question of this value based design space process is: “What influences the user's predisposition to trust a particular system?” This question aims to better understand what are the potential design options, which leverage user’s predisposition to trust.

The subsequently derived sub-set of questions aimed to provide a more granular view of the problem, as so, each of the three sub-set of questions focus in one particular belief that according to above model, see figure 1, contribute to leverage user’s predisposition to trust. The sub-set of question are represented as followed,

- SQ1: “What features support the users' belief that the system's features will benefit them?”
- SQ2: “What features support the users' confidence in someone or something to perform a particular desired action?”
- SQ3: “What features support the users' belief in the integrity of the system and its users?”

Finally, the analytical dimensions that define the analytic lens of the design space are expressed by the 7 observable qualities of trust, represented in the model.

These observable qualities besides support users’ expectations, rational and emotional beliefs provide as well insights on user’s intentions towards trust, reflected in the above model as users’ predisposition to trust.

The observable qualities are:

- **[Motivation]** – disposition to believe (even under conditions of vulnerability and dependence) that other’s actions will benefit them; [19]
- **[Willingness]** – represents the extent to which one’s is willing to participate in a given action while considering the risk and incentives involved. [22, 33, 30, 17]
- **[Predictability]** - is represented by a subjective probability of the system or its users completing an expected function during an expected interval of time;
- **[Competency]** – is represented by user's confidence that another user will perform a desired action in accordance with what is expected.
- **[Reciprocity]** – is based on a mutual responsibility and obligations that both parties will act and perform a particular expected social action. [13] It implies as well a dependable action or to cope with others in order to achieve a particular and expected result. [22, 31, 32]
- **[Honesty]** – The ability to perceive the nature of the intentions of others, more open and transparent attitudes ensure users that something or someone is not deceiving and will act accordingly. [7]
- **[Benevolence]** – both parts have the responsibility to act beneficently (a proactive stance). Good will, sympathy, and kindness raise empathy, which results in the perception of safety and in the increase of confidence. [7, 31, 32].

**Examples of Use**

Following are examples provided to illustrate how to perform assess of existing systems with the proposed design space through comparative inspection. The analysis is conducted on the 2 previously mentioned peer-production platforms.

**Analytical Assessment of Wikipedia**

Static component includes:

A driving question, Q1: What influences the user's predisposition to trust Wikipedia?

The analytic dimensions: motivation, willingness, competency, predictability, reciprocity, benevolence and honesty. The dynamic component includes: Wikipedia features and Wordpress features.

The assessment tool was presented as a matrix where the static elements of the proposed design space were positioned in the top row, and the dynamic elements were position in the first left column, see table 1.

Each feature was assessed within each analytical dimension. A three values rating scale, was used as measurement tool, 1 means that “it contributes to the intended value”, -1 means that “it diminishes the intended value” and 0 for not applicable.

Then, as a final step the results were sorted in ascending order. This procedure was tested using interaction design experts. An example of the matrix described above is provided in table 3 and 4. A brief description of the comparative inspection results, are provided in the following section.

**RESULTS OF THE COMPARATIVE INSPECTION**

As referred before, the main goal of the work reported in this article was to assess the extent to which the proposed design space can be used to identify trust-enabling features in existing or prototyped systems. Above results enable us to conclude that either Wikipedia, either Wordpress included a considerable amount of Trust-enabling interaction design features.

This is the list of Wikipedia’s features that can explain/describe trust-enabling interactions:

- Administration pages
- Patrolled pages
- Notifications
- Page curation
- User access levels
- Viewing and restoring deleted pages
- Article feedback
- Editor engagement
- Help namespace
This is the list of Wordpress features that can explain/describe trust-enabling interactions:

- Built-in comments
- Publishing with ease
- User management
- Freedom of distribution of the platform
- Own your data
- Community
- Contributions from users

By using this tool we were able to perceive that to provide better trust-enabling interactions we need:

First, to support users with clear norms, policies and guidelines on how to behave and act in those peer production spaces. These will facilitate the creation of trust bounds, reflected in a form of consensus and clear behavioral rules on how to contribute and what will be others’ contributes in those spaces.

Second, to complement this process we should offer as well online moderating roles; this will support the sharing information and mediating communications processes, also ensures credibility to the interaction and creates empathy.

Third, ensure that the editing process happens peacefully and in accordance with the policies. The use of collaborative tagging or similar features, like rating, comments to evaluate the content according to it appropriateness, can ensure the quality (competency) and create reciprocity.

Another trust fostering feature can be represented in a form of "Notification" or "Page Curation" or even "Editor engagement". Those serve to highlight interactions and incentive new users to participate.

Finally results revealed as well that explicitly states of privacy, increase user’s privacy awareness, which helps to establish more transparent and honesty policies. This, complemented with clear and supportive communities, like forums, activities guides, tutorials reflect honesty, competency and predictability.

Thus, in this context we see clearly how the proposed design space can effectively serve as a criteria assessment lens.

**CLOSING REMARKS**

As addressed in the article we envision a crescent need for clearly support trust-enabler hints to users. We proposed that this can be achieved by using trust as a value creation; Our contribution goes towards proposing a design space analytical tool. A tool, which serves for moving away from artifact-centered design to an intentional creation of value, i.e. support interaction designers on further reflecting on trust-enabling interactions design values.

The proposed design space analysis can serve as a criteria or assessment lens. In this sense we envision two main applicability's for this proposed analytical tool, from one hand it can help understand the potential design options and the reasons for choosing them; from another it serves to help to assess the existing design solutions for their intentional creation of value.

In this regard, we see the design space more as supportive tool for a design process predicated by an humanistic approach based on Human-Centered Design (HCD) and Participatory Design (PD), than as a substitute for logical or engineering-based design.

As possible future perspectives for the proposed design space, the tool is seen being used by experts and serving as a complement to foster user's trust needs. Or it could also serve as a heuristic set for Human-Computer Trust, as suggested by Vaananen [43]

<table>
<thead>
<tr>
<th>What leads user’s to be predisposed to trust Wikipedia?</th>
<th>Motivation</th>
<th>Willingness</th>
<th>Predictability</th>
<th>Competency</th>
<th>Reciprocity</th>
<th>Honesty</th>
<th>Benevolence</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Administration</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Editor engagement/Team</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Getting Started</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Guided tours</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Help namespace</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>New pages patrol/patrolled pages</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
</tbody>
</table>
What leads user's to be predisposed to trust Wikipedia?

<table>
<thead>
<tr>
<th></th>
<th>Motivation</th>
<th>Willingness</th>
<th>Predictability</th>
<th>Competency</th>
<th>Reciprocity</th>
<th>Honesty</th>
<th>Benevolence</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Built-in Comments</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Publish with Ease</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>User Management</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Own Your Data</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Freedom</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Community</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Contribute</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Theme System</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Application Framework</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 2. Wikipedia features, which can explain/describe trust-enabling interactions.

What influences the user’s predisposition to trust a particular system?

- What supports users’ beliefs that the system features will benefit them?
  - Motivation
  - Willingness
- What features support the users’ confidence in someone or something to perform a particular desired action?
  - Competency
  - Predictability
- What features support the users’ belief in the integrity of the system and its users?
  - Reciprocity
  - Benevolence
  - Honesty

Expected Trust Predisposition

- Commitments
- Behaviours
- Intentions
- Relationships

Engagement

Driven Question | Sub-set of Question | Analytic dimensions | Set of trust-enable Interaction Features

- Predisposition to cooperate
- Predisposition to relate

Table 3. Wordpress features, which can explain/describe trust-enabling interactions.
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