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Abstract

In this paper we propose an efficient distributed algorithm for solving loosely coupled convex optimization problems. The algorithm is based on a primal-dual interior-point method in which we use the alternating direction method of multipliers (ADMM) to compute the primal-dual directions at each iteration of the method. This enables us to join the exceptional convergence properties of primal-dual interior-point methods with the remarkable parallelizability of ADMM. The resulting algorithm has superior computational properties with respect to ADMM directly applied to our problem. The amount of computations that needs to be conducted by each computing agent is far less. In particular, the updates for all variables can be expressed in closed form, irrespective of the type of optimization problem. The most expensive computational burden of the algorithm occur in the updates of the primal variables and can be precomputed in each iteration of the interior-point method. We verify and compare our method to ADMM in numerical experiments.

1 Introduction

We are interested in solving convex optimization problems of the form

\[
\begin{align*}
\text{minimize} & \quad f_1(x) + \cdots + f_N(x), \\
\text{subject to} & \quad G^i(x) \preceq 0, \quad i = 1, \ldots, N, \\
& \quad A^i x = b^i, \quad i = 1, \ldots, N,
\end{align*}
\]

where \( f_i : \mathbb{R}^n \to \mathbb{R}, G^i : \mathbb{R}^n \to \mathbb{R}^{m_i} \) and \( A^i \in \mathbb{R}^{p_i \times n} \) with \( p_i < n \) and \( \text{rank}(A^i) = p_i \) for all \( i = 1, \ldots, N \). We assume that the function pairs \( f_i, G^i \) and their
corresponding \( A_i \) for \( i = 1, \ldots, N \), depend only on a small subset of the elements of the variable \( x \) and we denote the ordered set of the indices of these variables by \( J_i \). We also denote the ordered set of indices of triplets \( f_i, G_i, A_i \) that depend on \( x_i \) by \( I_i \), i.e., \( I_i = \{k \mid i \in J_k\} \). An optimization problem is called loosely coupled if \( |I_i| \ll N \) for all \( i = 1, \ldots, n \). We can explicitly express the coupling structure in (1) using the so-called consistency or consensus constraints.

Centralized algorithms for solving optimization problems of the form (1) can be unviable. This can be due to lack of powerful enough centralized computational units, or because the problem cannot be formed as a centralized optimization problem due to its structural constraints, such as privacy requirements. A sensible approach for circumventing such issues is to use distributed optimization algorithms, which rely on collaboration of multiple computing agents to solve the problem. In such a setting, each agent is assigned a local subproblem, and at every iteration it solves its subproblem and communicates or collaborates with certain other agents. This is done repeatedly until the network of agents arrives or agrees on a solution.

Distributed optimization methods have been studied for many years, and there are different approaches for devising such algorithms, see e.g. [6, 18, 10, 40, 41]. One of the most common approaches for designing distributed algorithms is to apply first order or proximal point methods directly to the problem or some reformulation of it. In this class of distributed algorithms, the ones based on subgradient or gradient methods are perhaps among the simplest, see e.g. [40, 41]. The local computations that need to be performed by each agent are usually elementary. However, these algorithms are very sensitive to the scaling of the problem. They also generally require many iterations to converge to a solution with even medium accuracy, [6]. In order to alleviate these issues there has been a surge of interest to devise distributed algorithms based on proximal point methods, e.g. see [6, 18, 10, 13]. For certain classes of problems, for instance when the objective function of the equivalent unconstrained reformulation of the problem has two terms and/or is strongly convex, such algorithms commonly enjoy better convergence properties, [27, 28] and are less sensitive to the scaling of the problem. However, they are generally more complicated in that the local computational burden is higher, and the communication protocols are more sophisticated, see e.g. [47, 42]. Moreover, extra care must be taken if one wishes to apply proximal point methods to more general classes of problems, as these algorithms might even diverge, see e.g. [11]. There have been suggestions on how to modify these methods to allow application to more general problems. However, the resulting algorithms can become overly complicated to implement, particularly in a distributed fashion, [27, 30, 33].

Another approach for designing distributed optimization algorithms is to use second order methods, e.g. see [12, 50, 39]. For instance, in [39] the authors propose a distributed optimization method based on an interior-point method. The introduced algorithm is obtained by first performing a Lagrangian decomposition of the problem and then efficiently solving the subproblems using interior-point methods. However, in the proposed algorithm, the computational cost for solving the subproblems can still be considerable. The authors in [12] propose a distributed Newton method for solving coupled unconstrained quadratic problems, which is used for anomaly detection in large populations. This distributed method is only applicable to unconstrained quadratic problems. In [50] a distributed Newton method for solving a network utility maximization problem is
proposed. The cost function for such problems is given by a summation of several terms where each term depends on a single scalar variable. This structure allows the authors to employ a matrix splitting method which in turn enables them to distribute the computations of the inexact Newton directions. However, this method relies on the special structure in the considered problem and hence can only be used in particular cases.

The approach presented in the latter paper falls in the class of inexact interior-point methods which have been studied thoroughly over the past two decades, e.g. see [3, 23, 38, 31, 35, 17, 4, 51, 8, 7, 49, 37, 1, 14, 15]. These methods combine primal or primal-dual interior point methods with iterative algorithms for solving linear systems of equations. This is motivated by the fact that we need to solve a linear system of equations in every iteration of a primal or primal-dual interior-point method, in order to compute primal or primal-dual directions. These methods provide bounds on the required accuracy of the computed directions at each iteration in order to guarantee convergence. The papers [23] and [38] consider Linear Programs (LPs) and focus on the design of these accuracy bounds. In particular, they provide bounds on primal and dual residuals and computed directions to assure convergence of their respective proposed inexact interior-point method. LPs are also considered in [35] where the author proposes an inexact interior-point method with Quasi-Minimal Residual (QMR) technique and Conjugate Gradient (CG) as inexact solvers of choice. Also in [1], the authors consider LPs and they focus on devising efficient pre-conditioners for CG algorithms for solving the underlying linear equations more efficiently, so-called Preconditioned Conjugate Gradient (PCG) algorithms. An inexact primal-dual method for solving robust optimal control problems is proposed in [31] with QMR as the iterative solver of choice. The papers [4] and [51] consider semidefinite programs and propose inexact primal-dual interior point methods for solving the problem. The inexact solvers in these papers were PCG for which they both propose efficient pre-conditioners to improve the convergence properties. They also propose similar accuracy bounds on the computed directions that depend solely on the so-called complementarity gap. In [49] a quadratic semi-definite program is considered where the author uses a pre-conditioned QMR algorithm and proposes efficient pre-conditioners for further improvement of its convergence rate. Inexact interior-point methods have also been used for solving constrained nonlinear systems of equations, which can be considered as Karush-Kuhn-Tucker (KKT) optimality conditions for general optimization problems (not necessarily convex). For instance [3] proposes an inexact interior-point method for solving constrained nonlinear monotone systems of equations, under the assumption that the Jacobian of the system of equations is invertible at the solution. The authors in [17] put forth a similar framework for solving general constrained nonlinear systems of equations and they use the PCG algorithm for solving them with respect to primal-dual directions. In [8] an inexact interior-point method for solving constrained nonlinear system of equations is proposed which uses the so-called Hestenes’ multipliers method for solving the underlying linear systems of equations. The authors further investigate the numerical properties of the proposed method and compare with the case when they use PCG as the iterative solver of choice in [7].

Notice that design of distributed algorithms for solving optimization problems was not the focus of any of the works discussed in the previous paragraph. In this paper, we focus on devising a distributed optimization algorithm based
on a primal-dual interior-point method for solving loosely coupled optimization problems. These constitute a more general class of problems than those considered by [12, 50, 39]. To this end, we first exploit the coupling in the problem using consistency constraints and use proximal splitting methods, particularly Alternating Direction Method of Multipliers (ADMM), to compute the primal-dual directions in a distributed manner.

ADMM is a method for finding saddle points of an augmented Lagrangian and, as such, a method of finding a solution of an optimization problem [25]. In our approach, we use ADMM to solve the KKT conditions of a particular optimization problem that has the primal-dual directions as solution, see Section 3. The benefits of using ADMM are several. The ADMM iterations

- converge to a solution under mild assumptions [10].
- enable the solution to be calculated in a highly distributed way, see Section 4.1.
- consist of subproblems that are extremely cheap to solve, see Section 4.1.

ADMM was first introduced in [26] for solving nonlinear Dirichlet problems. It was presented as a modified version of Uzawa’s algorithm [2]. The method was developed further in [25], where some convergence properties were stated. In [24], it was shown that ADMM is equivalent to Douglas-Rachford splitting for monotone operators [16] and similar to Peaceman-Rachford splitting [44]. ADMM is related to the method of multipliers, also known as Hestenes’ multipliers method, [32, 45], and the proximal point algorithm [19]. For a detailed overview of ADMM and other related methods, see [10].

Our proposed distributed optimization algorithm has superior computational properties than other distributed solvers, and we believe that the key to achieving this has been the use of ADMM for computing the primal-dual directions. We are not aware of any other iterative solvers that would present the same characteristics as listed above. We illustrate the performance of the proposed algorithm using a numerical experiment.

**Contribution**

We present a novel distributed optimization algorithm for solving loosely coupled problems of the form (1). The algorithm is a primal-dual interior-point method where ADMM is used to calculate the search direction in a distributed fashion. We also present an inexact version of the algorithm, where the search directions are calculated with an adaptive degree of accuracy. We formulate the conditions under which the inexact algorithm converges to a solution along with a formal proof thereof. In addition, we review how ADMM relates to other methods of solving linear system of equations in general and for our problem formulation specifically.

Our method exhibits several important qualities. Specifically, the method

- inherits the convergence properties of the primal-dual interior-point method.
- inherits the ability of ADMM to distribute calculations.
- has cheap search direction calculations, where the most expensive computational burden can be precomputed.
Outline

First we define the notation, and in Section 2 we explain the problem formulation and the structure of loose coupling. In Section 3 we briefly describe a primal-dual interior-point method. We apply this method to loosely coupled problems in Section 4 and describe the details of how we can devise a distributed algorithm for solving such problems by using ADMM. In order to increase the efficiency of the proposed algorithm we discuss the use of inexact primal-dual directions in the algorithm in sections 5 and 6. We then provide a connection to iterative saddle point solvers in Section 7. Moreover, to further improve the convergence properties of the algorithm, over-relaxation and scaling for the ADMM iterations are briefly discussed in Section 8. We illustrate the performance of the proposed algorithm using some numerical experiments in Section 9. Conclusions and future work are stated in Section 10. In Appendix A, we provide a proof of global convergence of the inexact algorithm. In Appendix B, we derive the explicit relations between ADMM and Uzawa’s method, and ADMM and fixed point iterations for the considered problem formulation.

Notation

The set of real numbers is denoted by \( \mathbb{R} \). The set of real \( n \)-dimensional vectors and \( n \times m \) matrices are denoted by \( \mathbb{R}^n \) and \( \mathbb{R}^{n \times m} \), respectively, and the transpose of a matrix \( A \) is denoted by \( A^T \). Let \( \mathbb{N}_p \) represent the ordered set of positive integers \( \{1, 2, \ldots, p\} \). Given a set \( J \subset \{1, 2, \ldots, n\} \), the matrix \( E_J \in \mathbb{R}^{\mid J\mid \times n} \) is the matrix obtained by deleting the rows indexed by \( \mathbb{N}_n \setminus J \) from an identity matrix of order \( n \), where \( \mid J \mid \) denotes the number of elements in set \( J \). Consequently, \( E_J x \) is a \( \mid J\mid \)-dimensional vector with the components of \( x \) that correspond to the elements in \( J \), and we denote this vector \( x_J \). We denote by \( x_k^{(l)} \) the \( k \)th element of vector \( x^l \) at the \( l \)th iteration. Given vectors \( x^i \) and matrices \( A^i \) for \( i = 1, \ldots, N \), the column vector \( (x^1, \ldots, x^N) \) is all of the given vectors stacked and \( \text{blkdiag}(A^1, \ldots, A^N) \) represents a block-diagonal matrix with \( A^i \) as its diagonal blocks. Similarly, given a vector \( x \in \mathbb{R}^n \), \( \text{diag}(x_1, \ldots, x_n) \) denotes a diagonal matrix with its diagonals expressed by elements of \( x \). The vector \( \hat{e} \) is a vector of ones of appropriate dimensions given by the context. The minimum value of a set or of a function is denoted by “min” and the minimizing argument of an optimization problem in denoted by “argmin”. The inequality \( x \preceq y \), where \( x, y \in \mathbb{R}^n \), means \( x_i \leq y_i \) for \( i = 1, \ldots, n \). The standard uniform distribution over interval \([a, b]\) is denoted \( U(a, b) \). To simplify notation we introduce

\[
\begin{align*}
  z^{(l)} &= (x^{(l)}, s^{(l)}, \lambda^{(l)}, v^{(l)}), \\
  \Delta z &= (\Delta x, \Delta s, \Delta \lambda, \Delta v), \\
  z^{l+1} &= (x_j^{l+1}, s^{l+1}, \lambda^{l+1}, v^{l+1}).
\end{align*}
\]

Here \( x \) denotes all primal variables, \( s \) is the slack variable vector, \( \lambda \) is the dual variable vector corresponding to inequality constraints and \( v \) is the dual variable vector corresponding to equality constraints. When formulating a loosely coupled problem, we introduce an additional primal variable \( w \) and an additional dual variable \( v_c \), both correspond to the consistency constraint in the coupled
problem. Given \( z(0) \) and \( \Delta z \), we also define \( f^{(l)}(\alpha) \) as \( f(z(0) + \alpha \Delta z) \) which yields \( f^{(l)}(0) = f(z(0)) \).

## 2 Loosely Coupled Problems

The problem in (1) can be equivalently written as

\[
\begin{align*}
\text{minimize} \quad & f_1(w^1) + \cdots + f_N(w^N), \\
\text{subject to} \quad & \bar{G}^i(w^i) \preceq 0, \quad i = 1, \ldots, N, \\
& \bar{A}^i w^i = b^i, \quad i = 1, \ldots, N, \\
& \bar{E} x = W,
\end{align*}
\]

(2a, 2b, 2c, 2d)

where \( W = (w^1, \ldots, w^N) \) and \( \bar{E} = \left[ E^T_{J_1} \cdots E^T_{J_N} \right]^T \) with \( E_{J_i} \) as a 0–1 matrix that is obtained from an identity matrix of order \( n \) by deleting the rows indexed by \( \mathbb{N}_n \setminus J \). We refer to the constraints in (2d) as consistency constraints. The functions \( \bar{f}_i : \mathbb{R}^{|J_i|} \to \mathbb{R} \) are lower dimensional descriptions of the functions \( f_i \) such that \( f_i(x) = \bar{f}_i(E_{J_i} x) \) for all \( x \in \mathbb{R}^n \) and \( i = 1, \ldots, N \). In this formulation, the functions \( \bar{G}^i : \mathbb{R}^{|J_i|} \to \mathbb{R}^m \) are defined in the same manner as the functions \( \bar{f}_i \), and the matrices \( \bar{A}^i \in \mathbb{R}^{p_i \times |J_i|} \) are defined by removing unnecessary columns from \( A' \). We further assume that \( p_i < |J_i| \) and that \( \text{rank}(\bar{A}^i) = p_i \) for all \( i = 1, \ldots, N \). In this paper, we intend to devise algorithms to solve problems of the form in (1) or (2) in a distributed manner, and we will investigate the possibility of using primal-dual interior-point methods, both exact and inexact. To ensure global convergence of our algorithm, when using an inexact interior point method, we further make the standard assumption that the functions \( f_i \) and \( \bar{G}^i \), in addition to being convex, have Lipschitz continuous derivatives, see section 6.3. Next, we briefly review primal-dual interior-point methods for solving convex problems.

## 3 Primal-Dual Interior-Point Methods

Let us consider the convex optimization problem

\[
\begin{align*}
\text{minimize} \quad & F(x) \\
\text{subject to} \quad & g_i(x) \leq 0, \quad i = 1, \ldots, m, \\
& Ax = b,
\end{align*}
\]

(3)

where \( F : \mathbb{R}^n \to \mathbb{R} \), \( g_i : \mathbb{R}^n \to \mathbb{R} \) and \( A \in \mathbb{R}^{b \times n} \) with \( p < n \) and \( \text{rank}(A) = p \). We introduce slack variables \( s \in \mathbb{R}^m \) and reformulate (3) as

\[
\begin{align*}
\text{minimize} \quad & F(x) \\
\text{subject to} \quad & g_i(x) + s_i = 0, \quad i = 1, \ldots, m, \\
& Ax = b, \\
& s_i \geq 0, \quad i = 1, \ldots, m.
\end{align*}
\]

(4)

The problem in (3) is equivalent to (4). This means that \( x \) is optimal for (3) if and only if \( (x, s) \) is optimal for (4) with \( s_i = -g_i(x) \) for \( i = 1, \ldots, m \), see [9].
The KKT optimality conditions for Problem (4) can be written as

\[
\nabla F(x) + \sum_{i=1}^{m} \lambda_i \nabla g_i(x) + A^T v = 0, \tag{5a}
\]

\[
\lambda_i \geq 0, \quad i = 1, \ldots, m, \tag{5b}
\]

\[
s_i \geq 0, \quad i = 1, \ldots, m, \tag{5c}
\]

\[
\lambda_i s_i = 0, \quad i = 1, \ldots, m, \tag{5d}
\]

\[
g_i(x) + s_i = 0, \quad i = 1, \ldots, m, \tag{5e}
\]

\[
Ax = b. \tag{5f}
\]

The conditions are equivalent to those obtained for (3) if \( s_i \) is exchanged with \( -g_i(x) \) for \( i = 1, \ldots, m \). Primal-dual methods solve the problem in (4) by dealing with a sequence of modified versions of the optimality conditions in (5) where we perturb (5d) as \( \lambda_i s_i = \mu \) with \( \mu > 0 \). Particularly, in a primal-dual framework and at each iteration, we get the primal and dual search directions by linearizing the perturbed KKT conditions and solving the resulting set of linear equations with respect to the search directions. The perturbed KKT conditions for (4) are

\[
\nabla F(x) + \sum_{i=1}^{m} \lambda_i \nabla g_i(x) + A^T v = 0, \tag{6a}
\]

\[
\lambda_i s_i = \mu, \quad i = 1, \ldots, m, \tag{6b}
\]

\[
g_i(x) + s_i = 0, \quad i = 1, \ldots, m, \tag{6c}
\]

\[
Ax = b, \tag{6d}
\]

with \( \lambda_i > 0 \) and \( s_i > 0 \) for all \( i = 1, \ldots, m \). Given the primal and dual iterates \( x^{(l)}, s^{(l)}, \lambda^{(l)} \) and \( v^{(l)} \) at iteration \( l \) such that \( \lambda_i^{(l)} > 0 \) and \( s_i^{(l)} > 0 \) for all \( i = 1, \ldots, m \), we linearize (6) which results in

\[
\left( \nabla^2 F(x^{(l)}) + \sum_{i=1}^{m} \lambda_i^{(l)} \nabla^2 g_i(x^{(l)}) \right) \Delta x + \sum_{i=1}^{m} \nabla g_i(x^{(l)}) \Delta \lambda_i + A^T \Delta v = -r^{(l)}_{\text{dual}}, \tag{7a}
\]

\[
-\lambda_i^{(l)} \Delta s_i + s_i^{(l)} \Delta \lambda_i = - \left( r_{\text{cent}}^{(l)} \right)_i + \mu^{(l)}, i = 1, \ldots, m, \tag{7b}
\]

\[
\nabla g_i(x^{(l)})^T \Delta x + \Delta s_i = - \left( r_{\text{primal,1}}^{(l)} \right)_i, i = 1, \ldots, m, \tag{7c}
\]

\[
A \Delta x = -r_{\text{primal,2}}^{(l)}, \tag{7d}
\]

where

\[
r_{\text{dual}}^{(l)} = \nabla F(x^{(l)}) + \sum_{i=1}^{m} \lambda_i^{(l)} \nabla g_i(x^{(l)}) + A^T v^{(l)}, \tag{8a}
\]

\[
\left( r_{\text{cent}}^{(l)} \right)_i = \lambda_i^{(l)} s_i^{(l)}, \quad i = 1, \ldots, m, \tag{8b}
\]

\[
\left( r_{\text{primal,1}}^{(l)} \right)_i = g_i(x^{(l)}) + s_i^{(l)}, \quad i = 1, \ldots, m, \tag{8c}
\]

\[
r_{\text{primal,2}}^{(l)} = Ax^{(l)} - b. \tag{8d}
\]
The linearized KKT conditions in (7) can be written in a compact form as
\[
H'(z^{(l)})\Delta z = -H(z^{(l)}) + \mu^{(l)} \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix},
\]  
(9)

where
\[
H'(z^{(l)}) = \begin{bmatrix}
\nabla^2 F(x^{(l)}) + \sum_{i=1}^{m} \lambda_i^{(l)} \nabla^2 g_i(x^{(l)}) & 0 & Dg(x^{(l)})^T & A^T \\
Dg(x^{(l)}) & I & 0 & 0 \\
A & 0 & 0 & 0 \\
0 & \Lambda^{(l)} & S^{(l)} & 0
\end{bmatrix},
\]
and
\[
H(z^{(l)}) = \begin{bmatrix}
r_{dual}^{(l)} \\
r_{primal,1}^{(l)} \\
r_{primal,2}^{(l)} \\
r_{cent}^{(l)}
\end{bmatrix},
\]
with
\[
Dg(x) = [\nabla g_1(x) \ldots \nabla g_m(x)]^T \in \mathbb{R}^{m \times n},
\]
\[
\Lambda^{(l)} = \text{diag}(\lambda_1^{(l)}, \ldots, \lambda_m^{(l)}) \in \mathbb{R}^{m \times m},
\]
\[
S^{(l)} = \text{diag}(s_1^{(l)}, \ldots, s_m^{(l)}) \in \mathbb{R}^{m \times m},
\]
\[
\hat{e} = (1 \ldots 1)^T \in \mathbb{R}^m.
\]

We assume that $H'(z^{(l)})$ is nonsingular, which is a standard assumption in an interior-point method. One way to solve (9) is by first eliminating $\Delta s$ and $\Delta \lambda$ as
\[
\Delta s = -Dg(x^{(l)})\Delta x - r_{primal,1}^{(l)},
\]  
(11a)
\[
\Delta \lambda = -(S^{(l)})^{-1} \left( \Lambda^{(l)} \Delta s - r_{cent}^{(l)} + \mu^{(l)} \hat{e} \right).
\]  
(11b)

We can then rewrite (9) as
\[
\begin{bmatrix}
H_{pd}^{(l)} & A^T \\
A & 0
\end{bmatrix}
\begin{bmatrix}
\Delta x \\
\Delta v
\end{bmatrix} =
\begin{bmatrix}
r_{dual}^{(l)} \\
r_{primal,2}^{(l)}
\end{bmatrix},
\]
(12)

where
\[
H_{pd}^{(l)} = \nabla^2 F(x^{(l)}) + \sum_{i=1}^{m} \lambda_i^{(l)} \nabla^2 g_i(x^{(l)}) + \sum_{i=1}^{m} \frac{s_i^{(l)}}{\tilde{s}_i} \nabla g_i(x^{(l)})\nabla g_i(x^{(l)})^T,
\]
and
\[
r^{(l)} = r_{dual}^{(l)} + Dg(x^{(l)})^T(S^{(l)})^{-1}r_{cent}^{(l)} - Dg(x^{(l)})^T(S^{(l)})^{-1} \mu^{(l)} \hat{e} +
Dg(x^{(l)})^T(S^{(l)})^{-1} \Lambda^{(l)} r_{primal,1}^{(l)}.
\]
Algorithm 1 Primal-Dual Interior-Point Method; [9].

1: Given \( l = 0, \sigma \in (0, 1), \epsilon > 0, \epsilon_{\text{feas}} > 0, \lambda_i^{(0)} > 0, s_i^{(0)} > 0 \) for all \( i = 1, \ldots, m \) and \( \hat{\eta}^{(0)} = \sum_{i=1}^{m} \lambda_i^{(0)} s_i^{(0)}. \)
2: repeat
3: \[ \text{Set } \mu = \sigma \hat{\eta}^{(l)}/m. \]
4: Given \( \mu, x^{(l)}, s^{(l)}, v^{(l)} \) and \( \lambda^{(l)} \) compute \( \Delta x^{(l+1)}, \Delta s^{(l+1)}, \Delta v^{(l+1)} \) and \( \Delta \lambda^{(l+1)} \) by solving (12) and (11).
5: Compute \( \alpha^{(l+1)} \) using line search.
6: Update:
   \[
   x^{(l+1)} = x^{(l)} + \alpha^{(l+1)} \Delta x^{(l+1)},
   s^{(l+1)} = s^{(l)} + \alpha^{(l+1)} \Delta s^{(l+1)},
   \lambda^{(l+1)} = \lambda^{(l)} + \alpha^{(l+1)} \Delta \lambda^{(l+1)},
   v^{(l+1)} = v^{(l)} + \alpha^{(l+1)} \Delta v^{(l+1)},
   l = l + 1.
   \]
7: \[ \text{Set } \hat{\eta}^{(l)} = \sum_{i=1}^{m} \lambda_i^{(l)} s_i^{(l)}. \]
8: until \( \|r^{(l)}_{\text{primal,1}}, r^{(l)}_{\text{primal,2}}\| \leq \epsilon_{\text{feas}}, \|r^{(l)}_{\text{dual}}\| \leq \epsilon_{\text{feas}} \) and \( \hat{\eta}^{(l)} \leq \epsilon. \)

The key observation for our proposed algorithm is that the set of equations in (12) express the optimality conditions for the quadratic program

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \Delta x^T H_{pd}^{(l)} \Delta x + (r^{(l)})^T \Delta x, \\
\text{subject to} & \quad A \Delta x = -r^{(l)}_{\text{primal,2}}.
\end{align*}
\]

Hence \( \Delta x \) and \( \Delta v \) can be computed through solving (13). Based on the solution obtained, \( \Delta s \) and \( \Delta \lambda \) can be calculated using (11). With this, we lay out a primal-dual interior-point method in Algorithm 1.

Remark 1

We do not use (9) for computing the primal-dual directions. This is because the coefficient matrix in (9) is not symmetric, which limits our capability to solve (9) efficiently. Instead we focus on the linear system of equations in (12), which is sometimes referred to as the augmented system. The structure in (12), or equivalently in (13), enables us to distribute the computations of primal-dual directions. Another approach to computing the primal-dual directions eliminates \( \Delta x \) and \( \Delta s \) and then solves a linear set of equations, referred to as the normal equations, for computing \( \Delta v \). This, however, generally destroys the inherent structure of the problem and inhibits us from devising distributed solutions.
3.1 Step Size Computations

We briefly review one of the ways to compute suitable step sizes to ensure convergence of the interior-point method. At each iteration, \( t \), in order to have \( s^{(t+1)} \succ 0 \) and \( \lambda^{(t+1)} \succ 0 \), we first compute

\[
\alpha_{\text{max}} = \min \left\{ 1, \min_i \left\{ -\lambda^{(t)}_i / \Delta \lambda^{(t+1)}_i \mid \Delta \lambda^{(t+1)}_i < 0 \right\} \right\},
\]

and perform a backtracking line search as

\[
\text{while } \exists \ i: s^{(t)}_i + \alpha^{(t+1)} \Delta s^{(t+1)}_i \leq 0 \text{ do } \alpha^{(t+1)} = \beta \alpha^{(t+1)} \text{ end while}
\]

with \( \beta \in (0,1) \) and \( \alpha^{(t+1)} \) initialized as 0.99\( \alpha_{\text{max}} \). In order to guarantee convergence of primal and dual residuals to zero we continue the back tracking as

\[
\text{while } \| H^{(t)}(\alpha^{(t+1)}) \| > (1 - \gamma \alpha^{(t+1)}) \| H^{(t)}(0) \| \text{ do } \alpha^{(t+1)} = \beta \alpha^{(t+1)} \text{ end while}
\]

where \( \gamma \in [0.01,0.1] \). The resulting \( \alpha^{(t+1)} \) ensures that the iterates remain feasible and that the norm of the KKT conditions, \( \| H(z^{(t)}) \| \), is decreased consistently after each iteration, [9].

Remark 2

The primal-dual method presented in this section is an implementation of a so-called infeasible long-step interior-point method. There are other variants of primal-dual methods, such as short-step, predictor-corrector and Mehrotra’s predictor-corrector, that differ in their choice of primal-dual directions. One of the major differences among these variants is in the way they perturb the KKT conditions, i.e., the choice of \( \mu \) in (6). This means that regardless of the choice of primal-dual interior point method the structure of the coefficient matrix in the resulting linear system of equations remains the same, and hence the discussions that follow can be extended to other variants of primal-dual methods.

Next, we apply the described primal-dual interior-point method to the loosely coupled problem in (2) and propose a distributed algorithm for solving the problem.

4 A Distributed Primal-Dual Interior-Point Method For solving Loosely Coupled Problems

Let us now apply the primal-dual interior-point method in Algorithm 1 to the problem in (2). As can be seen in Section 3, the primal-dual directions computation is at the heart of a primal-dual interior-point method. Hence, the first step in devising a distributed primal-dual interior-point method for solving (2)
is to distribute the computations of these directions. To this end, we focus on
the structure of (12) for the problem in (2), which is given by

\[
\begin{bmatrix}
H^{(l)}_{pd} & 0 & A^T & 0 \\
0 & 0 & 0 & -E^T \\
A & 0 & 0 & 0 \\
I & -E & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
\Delta w^1 \\
\vdots \\
\Delta w^N \\
\Delta x \\
\Delta v^1 \\
\vdots \\
\Delta v^N \\
\Delta v_c \\
\end{bmatrix}
= \begin{bmatrix}
r^{1,(l)} \\
\vdots \\
r^{N,(l)} \\
-E^T v_c^{(l)} \\
r_{\text{primal,2}}^{1,(l)} \\
\vdots \\
r_{\text{primal,2}}^{N,(l)} \\
\end{bmatrix},
\]

where \(\Delta v\) and \(\Delta v_c\) are the dual variable directions for the constraints in (2c)
and (2d), respectively; \(H^{i,(l)}_{pd} = \text{blkdiag} \left( H^{1,(l)}_{pd}, \ldots, H^{N,(l)}_{pd} \right)\) with

\[
H^{i,(l)}_{pd} = \nabla^2 f_i(w^{i,(l)}) + \sum_{j=1}^{m_i} \lambda_j^{i,(l)} \nabla^2 G_{ij}^i(w^{i,(l)}) + \sum_{j=1}^{m_i} \lambda_j^{i,(l)} \nabla G_{ij}^i(w^{i,(l)}) \left( \nabla G_{ij}^i(w^{i,(l)}) \right)^T,
\]

\(\hat{A} = \text{blkdiag} \left( \hat{A}^1, \ldots, \hat{A}^N \right)\) and

\[
r^{i,(l)} = \nabla f_i(w^{i,(l)}) + \sum_{j=1}^{m_i} \lambda_j^{i,(l)} \nabla G_{ij}^i(w^{i,(l)}) + \hat{A}^i \nabla v^{i,(l)} + v_c^{i,(l)} +
\]

\[
 DG_i^i(w^{i,(l)})(S^{i,(l)})^{-1} r_{\text{cent}}^{i,(l)} - DG_i^i(w^{i,(l)})(S^{i,(l)})^{-1} \mu^{i,(l)} \hat{e} +
\]

\[
 DG_i^i(w^{i,(l)})(S^{i,(l)})^{-1} \Lambda^{i,(l)} r_{\text{primal,1}}^{i,(l)},
\]

\[
r^{i,(l)}_{\text{primal,2}} = A^i w^{i,(l)} - b^i,
\]

\[
r_{\hat{e}}^{i,(l)} = W^{i,(l)} - E x^{i,(l)},
\]

with

\[
r_{\text{cent}}^{i,(l)} = \Lambda^{i,(l)} s^{i,(l)},
\]

\[
r_{\text{primal,1}}^{i,(l)} = G_i^i(w^{i,(l)}) + s^{i,(l)}.
\]
Algorithm 2 ADMM, [10].

Let \( \bar{v} \) denote the scaled dual variable, that is, \( \bar{v} = (1/\rho)v \).

1: Given \( k = 0, \rho > 0, \epsilon_{\text{pri}} > 0, \epsilon_{\text{dual}} > 0, x^{(0)} \) and \( \bar{v}^{(0)} \).

2: repeat

3: \( \Delta W^{(k+1)} = \text{argmin}_{\Delta W} \{ F_1(\Delta W) + \frac{\rho}{2} \| A\Delta W - B\Delta x^{(k)} - c + \bar{v}^{(k)} \|^2 \} \).

4: \( \Delta x^{(k+1)} = \text{argmin}_{\Delta x} \{ F_2(\Delta x) + \frac{\rho}{2} \| A\Delta W^{(k+1)} - B\Delta x - c + \bar{v}^{(k)} \|^2 \} \).

5: \( \bar{v}^{(k+1)} = \bar{v}^{(k)} + (A\Delta W^{(k+1)} + B\Delta x^{(k+1)} - c) \).

6: \( k = k + 1 \).

7: if \( \| A\Delta W^{(k+1)} + B\Delta x^{(k+1)} - c \|^2 < \epsilon_{\text{pri}} \) and \( \| \rho A^T B(\Delta x^{(k+1)} - \Delta x^{(k)}) \|^2 < \epsilon_{\text{dual}} \). then

8: Terminate the algorithm.

9: end if

10: \( k = k + 1 \).

11: until Algorithm is terminated.

The system of equations in (14) coincides with the necessary and sufficient optimality conditions for the optimization problem

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{N} \frac{1}{2} (\Delta w_i^T H_{i,pd} \Delta w_i + (r^{i,(l)})^T \Delta w_i - (v^{i,(l)})^T \bar{E} \Delta x), \\
\text{subject to} & \quad \bar{A}^T (\Delta w_i + w_i^{i,(l)}) = b_i, \quad i = 1, \ldots, N, \\
& \quad \Delta W - \bar{E} \Delta x = \bar{E} x^{(l)} - W^{(l)}.
\end{align*}
\]

Note that (15) has the same coupling structure as in (2) and can be solved in a distributed way. This enables us to compute the primal-dual directions in a distributed manner. In the following sections, we describe how to distribute the calculation of the search directions, perturbation parameter, step sizes and stopping criteria for the overall method.

4.1 Distributed Primal-Dual Direction Computations

The problem in (15) is of the form

\[
\begin{align*}
\text{minimize} & \quad F_1(\Delta W) + F_2(\Delta x), \\
\text{subject to} & \quad A\Delta W + B\Delta x = c,
\end{align*}
\]

which can be solved in a distributed fashion using proximal splitting methods, for example ADMM as described in Algorithm 2, [10], [13]. In particular, (15)
can be written as

\[
\min_{\Delta W, \Delta x} \sum_{i=1}^{N} \left( \frac{1}{2}(\Delta w^i)^T H_{pd}^{i(l)} \Delta w^i + (r^{i(l)})^T \Delta w^i \right) + \left( -v^{i(l)}_c \right)^T E \Delta x,
\]

subject to

\[
\begin{bmatrix}
\bar{A}^1 & 0 & \ldots & 0 \\
0 & \bar{A}^2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \bar{A}^N \\
I & 0 & \ldots & 0 \\
0 & I & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & I \\
\end{bmatrix} \begin{bmatrix}
\Delta w^1 \\
\Delta w^2 \\
\vdots \\
\Delta w^N \\
\Delta W \\
\end{bmatrix} + \begin{bmatrix}
0 \\
0 \\
\vdots \\
0 \\
-\bar{E} \\
\end{bmatrix} = \begin{bmatrix}
\Delta x \\
\end{bmatrix}.
\]

(17)

Applying ADMM to (17) results in the following update rules for the primal variable directions:

\[
\Delta W^{(k+1)} = \arg\min_{\Delta W} \left\{ \sum_{i=1}^{N} \left( \frac{1}{2}(\Delta w^i)^T H_{pd}^{i(l)} \Delta w^i + (r^{i(l)})^T \Delta w^i + \frac{\rho}{2} \| \Delta w^i - \Delta x_{J_i}^{(k)} + r_c^{i(l)} + \Delta \tilde{v}_c^{i(k)} \|^2 + \frac{\rho}{2} \| \bar{A}^i \Delta w^i + r_c^{i(l)} \|^2 \right) \right\},
\]

with \( r_c^{i(l)} = w^{i(l)} - x_{J_i}^{(l)} \), and

\[
\Delta x^{(k+1)} = \arg\min_{\Delta x} \left\{ (-v^{i(l)}_c)^T E \Delta x + \frac{\rho}{2} \| \Delta W^{(k+1)} - E \Delta x + r_c^{(l)} + \Delta \tilde{v}_c^{(k)} \|^2 \right\},
\]

which results in

\[
\Delta x^{(k+1)} = \left( E^T E \right)^{-1} E^T \left( v^{i(l)}_c + \Delta W^{(k+1)} + r_c^{(l)} + \Delta \tilde{v}_c^{(k)} \right).
\]

(18)

Note that the update for \( \Delta W \) is highly parallelizable and can be rewritten as

\[
\Delta w^{i,(k+1)} = \arg\min_{\Delta w^i} \left\{ \frac{1}{2}(\Delta w^i)^T H_{pd}^{i(l)} \Delta w^i + (r^{i(l)})^T \Delta w^i + \frac{\rho}{2} \| \Delta w^i - \Delta x_{J_i}^{(k)} + r_c^{i(l)} + \Delta \tilde{v}_c^{i(k)} \|^2 + \frac{\rho}{2} \| \bar{A}^i \Delta w^i + r_c^{i(l)} \|^2 \right\},
\]

which in turn results in

\[
\Delta w^{i,(k+1)} = - \left[ H_{pd}^{i(l)} + \rho I + \rho(\bar{A}^i)^T \bar{A}^i \right]^{-1} \times \left[ r_c^{i(l)} + \rho \left( r_c^{i(l)} + \Delta \tilde{v}_c^{i(k)} - \Delta x_{J_i}^{(k)} \right) + \rho(\bar{A}^i)^T \left( r_c^{i,(l)} + \Delta \tilde{v}_c^{i,(k)} \right) \right],
\]

(19)
for $i = 1, \ldots, N$. By considering the update in (18) and the structure in matrix $\bar{E}$, we see that each Agent $i$ can update their corresponding elements of $\Delta x$ (i.e. $\Delta x_{J_i}$) in a distributed manner, through communication with its neighbors defined by $\text{Ne}(i) = \{ j \mid J_i \cap J_j \neq \emptyset \}$. The updates for the dual variable directions are given by

\begin{align*}
\Delta \bar{v}_{i,(k+1)} &= \Delta \bar{v}_{i,(k)} + \left( \bar{A}^i \Delta w_{i,(k+1)} + r_{\text{primal},2}^{i,(l)} \right), \\
\Delta \bar{v}_{c,(k+1)} &= \Delta \bar{v}_{c,(k)} + \left( \Delta w_{i,(k+1)} - \Delta x_{J_i,(k+1)} + r_{c}^{i,(l)} \right),
\end{align*}

(20)

for $i = 1, \ldots, N$. The dual variable directions (20) are scaled, [10], and they have to be rescaled to give the actual dual variable directions, that is

$$\Delta \bar{v} = (1/\rho) \Delta v, \quad \Delta \bar{v}_c = (1/\rho) \Delta v_c.$$

Having computed the directions $\Delta W$, $\Delta x$, $\Delta v_c$ and $\Delta v$, we can now compute $\Delta s$ and $\Delta \lambda$ as

\begin{align*}
\Delta s^i &= -D\bar{G}_{i}^{i}(w^{i(l)}) \Delta w^i - r_{\text{primal},1}^{i,(l)}, \\
\Delta \lambda^i &= -(S^{i,(l)})^{-1} \left( \bar{A}^i \Delta s^i - r_{\text{cent}}^{i,(l)} + \mu^{(l)} \hat{e} \right),
\end{align*}

(21)

for $i = 1, \ldots, N$. The distributed algorithm for computing the primal-dual directions is expressed in Algorithm 3.

**Remark 3**

The computational effort for each iteration of Algorithm 3 is dominated by the cost of updating the iterates $\Delta w_{i,(k+1)}$, which requires factorizing the matrices $H_{\text{pd}}^{i,(l)} + \rho (I + (\bar{A}^i)^T \bar{A}^i)$ for $i = 1, \ldots, N$. In case $\rho$ is chosen to be a constant, these matrices remain the same within each iteration of the algorithm, and hence the computational burden of each instance of Algorithm 3 can be significantly reduced by pre-caching the factorizations and reusing them in the subsequent iterations. In fact, even if $\rho$ is nonconstant we can adopt a procedure that would allow us to update the factorizations of these matrices without having to recompute them entirely [36, Sec. 4.2].

**Remark 4**

We can use other proximal splitting methods than ADMM for solving (15) in a distributed way and possibly get better convergence properties. However, other proximal splitting methods generally require a reformulation of (15), which can in turn complicate the recovery of the dual variable directions, $\Delta v$ and $\Delta v_c$. In order to keep the presentation simple, we have restricted ourselves to using ADMM in this paper.
Algorithm 3 ADMM-Based Primal-Dual Direction Computation

1: Given \( k = 0, \rho > 0, \hat{\eta} > 0, \epsilon_{\text{pri}} > 0, \epsilon_{\text{dual}} > 0, s^t, \lambda^t, m_i \) for \( i = 1, \ldots, N \), \( \Delta W^{(0)}, \Delta \hat{v}^{(0)} \) and \( \Delta \hat{v}_r^{(0)} \).

2: for \( i = 1, 2, \ldots, N \) do
3: Communicate with all agents \( r \) belonging to \( \text{Ne}(i) \).
4: for all \( j \in J_i \) do
5: \( \Delta \hat{v}_j^{(i)} = \frac{1}{|J_i|} \sum_{\ell \in J_i} \left( E_{J_i}^T \Delta w_{J_i}^{(0)} \right)_j \).
6: end for
7: end for
8: repeat
9: for \( i = 1, 2, \ldots, N \) do
10: \[
\Delta w_{i}^{(k+1)} = - \left[ H_{pd}^{(l)} + \rho \left( I + (A^i)^T A^i \right) \right]^{-1} \times \left[ x^{i(l)} + \rho \left( x^{i(l)} + \Delta \hat{v}_c^{(l)} \right) - \Delta x_{J_i}^{(l)} \right] + \rho(\hat{A})^T \left( x_{\text{primal},1}^{(l)} + \Delta \hat{v}_c^{(l)} \right)
\]
11: Communicate with all agents \( r \) belonging to \( \text{Ne}(i) \).
12: for all \( j \in J_i \) do
13: \( \Delta x_{J_i}^{(k+1)} = \frac{1}{|J_i|} \sum_{\ell \in J_i} \left( E_{J_i}^T \left( \Delta w_{J_i}^{(k+1)} + \Delta \hat{v}_c^{(l)} + v_l^{g(l)} + r_l^{q(l)} \right) \right)_j \).
14: end for
15: \( \Delta \hat{v}_c^{(k+1)} = \Delta \hat{v}_c^{(l)} + \left( \hat{A}^i \Delta w_{i}^{(k+1)} + r_p^{i(l)} \right) \).
16: Check whether \( \| \Delta x_{J_i}^{(k+1)} - \Delta x_{J_i}^{(l)} \| \leq \epsilon_{\text{dual}}/N, \| \Delta w_{i}^{(k+1)} - \Delta x_{J_i}^{(k+1)} + r_c^{i(l)} \|^2 \leq \epsilon_{\text{pri}}/(2N) \) and \( \| \hat{A}^i \Delta w_{i}^{(k+1)} + r_c^{i(l)} \| \|_{\text{primal},2} \|^2 \leq \epsilon_{\text{pri}}/(2N) \).
17: end if
18: if Condition in Step (17) satisfied for all \( i = 1, \ldots, N \) then
19: Terminate the algorithm.
20: end if
21: \( k = k + 1 \).
22: until Algorithm is terminated.
23: for \( i = 1, 2, \ldots, N \) do
24: \[
\Delta s^i = -D G^i(w^{(l)}) \Delta w^i - r_c^{i(l)}, \\
\Delta \lambda^i = - (S^{i(l)})^{-1} \left( \lambda^{i(l)} \Delta s^i - r_c^{i(l)} + \mu^{(l)} c \right).
\]
25: end for
4.2 Distributed Computations of Perturbation Parameter, Step Size and Stopping Criterion

In the distributed case, we set $\mu$ at iteration $t$ to

$$
\mu(t) = \sigma \frac{\min(\hat{\eta}^i(t))}{\sum_{i=1}^N m_i},
$$

where $\hat{\eta}^i(t) = (x^i(t))^T \lambda^i(t)$ and $\sigma \in (0,1)$ is a user-defined constant. We can distribute the required minimum value computations using algorithms such as min-consensus, [34]. To calculate the step size in a distributed way, we need to provide an alternative representation of $H(z(t))$. For this purpose, we express $\|r_{dual}(z(t))\|^2 = \sum_{i=1}^N \|r_d^i(z^i(t))\|^2$ with

$$
r_d^i(z^i(t)) = \nabla f_i(u^i(t)) + \sum_{j=1}^m \nabla G^j_i(u^i(t))\lambda^j + (\bar{A}^i)^T \delta^i(t) + \nu_{c}^i(t).
$$

Note that the sum $-\sum_{i=1}^N E_{\bar{J}}^T v_{c}^i(t)$ is not included in the expression for the residual. This is because it is always zero for each iteration of the algorithm provided that we initialize $v_{c}^i(0)$ such that $-\sum_{i=1}^N E_{\bar{J}}^T v_{c}^i(0) = 0$ and choose the same step size for all subsystems. To see this, consult the derivation of why the second block in residuals vector (29) is always equal to zero in the proof of Theorem 1. We express the primal residuals as before,

$$
(r_{primal,1}^i(z^i(t)), r_{primal,2}^i(z^i(t))) = \begin{bmatrix}
G^i(u^i(t)) - s^i \\
A^i u^i(t) - b^i \\
u^i(t) - x^i(t)
\end{bmatrix},
$$

We are now ready to express $\|H(z(t))\|^2 = \sum_{i=1}^N \|H^i(z^i(t))\|^2$ with

$$
H^i(z^i(t)) = \begin{bmatrix}
G^i(z^i(t)) & r_{dual}^i(z^i(t)) \\
(r_{primal,1}^i(z^i(t)), r_{primal,2}^i(z^i(t))) & \tilde{\lambda}^i(t)_c
\end{bmatrix},
$$

and are thus able to distribute the evaluation of $\|H(z(t))\|^2$. At this point, let each agent $i$ compute its local step size $\alpha^{i(t+1)}$ using the approach described in Section 3.1, that is the agent first sets $\exists j: s_j^{i(t)} + \alpha^{i(t+1)} \Delta s_j^{i(t+1)} \leq 0$ do

$$
\alpha^{i(t+1)} = \beta \alpha^{i(t+1)}
$$

end while

with $\beta \in (0,1)$ and $\alpha^{i(t+1)}$ initialized as $0.99\alpha_{max}$. In order to guarantee convergence of the KKT conditions to zero we continue the back tracking as
\begin{equation}
\text{while } \|H^i(l)(\alpha^{i,(l+1)})\|^2 > (1 - \gamma \alpha^{i,(l+1)})^2 \|H^i(l)(0)\|^2 \text{ do}
\end{equation}

\begin{align*}
\alpha^{i,(l+1)} &= \beta \alpha^{i,(l+1)}
\end{align*}

end while

where $\gamma \in [0.01, 0.1]$. The resulting $\alpha^{i,(l+1)}$ ensures that the local iterates remain feasible with respect to local inequality constraints and that the norm of the local KKT residuals is decreased consistently after each iteration. Once all agents have computed their local step sizes, we then choose the global step size as the smallest one, that is

$$\alpha^{(l+1)} = \min_i \{\alpha^{i,(l+1)}\}, \text{ for } i = 1, \ldots, N.$$  

This then allows us to guarantee the aforementioned properties consistently for all agents. As for the perturbation parameter, the minimum value computations can be performed in a distributed fashion using algorithms such as min-consensus, [34].

It is also possible to check the stopping criterion at each iteration in a distributed way. For this purpose we need to distribute the check of whether the primal and dual residual norms together with the centrality residual are small enough. Note that, due to (23) and (24), we have the following implications:

$$\|r_{\text{primal},1}^i(l)\|_2 \leq \frac{\epsilon_{\text{feas}}}{N} \text{ for all } i = 1, \ldots, N \Rightarrow \|r_{\text{primal},1}^{(l)}\|_2 \leq \epsilon_{\text{feas}},$$

$$\|r_{\text{primal},2}^i(l)\|_2 \leq \frac{\epsilon_{\text{feas}}^2}{N} \text{ for all } i = 1, \ldots, N \Rightarrow \|r_{\text{primal},2}^{(l)}\|_2 \leq \epsilon_{\text{feas}}$$

and

$$\hat{\eta}^{i,(l)} = (s^{i,(l)})^T \lambda^{i,(l)} \leq \frac{\epsilon}{N} \text{ for all } i = 1, \ldots, N \Rightarrow \hat{\eta}^{(l)} \leq \epsilon.$$  

Hence, in case for all agents $i = 1, \ldots, N$ we have

$$\|r_{\text{primal},1}^{i,(l)}\|^2 \leq \frac{\epsilon_{\text{feas}}}{N},$$

$$\|r_{\text{primal},2}^{i,(l)}\|^2 \leq \frac{\epsilon_{\text{feas}}^2}{N},$$

$$\hat{\eta}^{i,(l)} = (s^{i,(l)})^T \lambda^{i,(l)} \leq \frac{\epsilon}{N},$$

then the termination condition of the primal-dual algorithm is satisfied and the algorithm is terminated. Notice that this can be performed in a distributed way and to this end, each agent would merely need to declare whether its local termination conditions are satisfied or not.

At this point we can distribute the computations of the primal-dual directions $\Delta W$, $\Delta x$, $\Delta v$, $\Delta v_c$, $\Delta s$ and $\Delta \lambda$ using Algorithm 3. The algorithm can be used in Step 4 of Algorithm 1. Combining algorithms 1 and 3 with the modifications discussed above result in Algorithm 4, which is a distributed primal-dual interior-point method for solving (2).

Notice that for Algorithm 4 to function consistently, it is important that the primal-dual directions are computed accurately. This in turn can require many ADMM iterations, particularly for the first iterations of the primal-dual method.
Algorithm 4 Distributed Primal-Dual Interior-Point Method

1: Given \( l = 0, \sigma \in (0, 1), v_c^{(0)} \) such that \( E^T v_c^{(0)} = 0, W^0, (s^{(0)}, \lambda^{(0)}) > 0, \epsilon_{\text{feas}} > 0, \epsilon > 0, \epsilon_{\text{pri}} > 0, \epsilon_{\text{dual}} > 0, m_i \) for \( i = 1, \ldots, N \), \( \Delta W^{(0)}, \Delta v^{(0)} \)

2: for \( i = 1, 2, \ldots, N \) do
3: Communicate with all agents \( r \) belonging to \( \text{Ne}(i) \).
4: for all \( j \in J_i \) do
5: \( x_j^{(0)} = \frac{1}{|I_j|} \sum_{q \in I_j} \left( E^T J_q w_q^{(0)} \right)_j \).
6: end for
7: end for
8: repeat
9: Compute \( \mu^{(l)} \) as in (22).
10: Given \( \mu^{(l)} \) and \( z^{(l)} \) compute \( \Delta z^{(l+1)} \) using Alg. 3 with the initial iterates \( \Delta z^{(l)} \).
11: for \( i = 1, 2, \ldots, N \) do
12: Compute local step size \( \alpha_i^{(l+1)} \) using the approach presented in Section 4.2.
13: end for
14: Let \( \alpha^{l+1} = \min_i \{ \alpha_i^{(l+1)} \} \).
15: for \( i = 1, 2, \ldots, N \) do
16: Set \( z_i^{(l+1)} = z_i^{(l)} + \alpha_i^{(l+1)} \Delta z_i^{(l+1)} \).
17: end for
18: Set \( l = l + 1 \).
19: until \( \| (r_i^{\text{primal,1}}(z_i^{(l)}), r_i^{\text{primal,2}}(z_i^{(l)})) \|_2^2 \leq \epsilon_{\text{feas}}^2 / N, \| (r_i^{\text{dual}}(z_i^{(l)})) \|_2^2 \leq \epsilon_{\text{feas}}^2 / N \) and \( \tilde{\eta}_i^{(l)} \leq \epsilon / N \) for all \( i = 1, \ldots, N \).

It is, however, expected that the number of ADMM iterations would decrease as we progress through the primal-dual iterations, thanks to warm-starting of the ADMM iterations as outlined in Step 10 of Algorithm 4. One way of improving the efficiency of our proposed algorithm is to incorporate the use of inexact directions. This can potentially reduce the number of required ADMM iterations for computing the primal-dual directions. Analysis of interior-point methods under inexact directions has been investigated, and such methods are referred to as inexact interior-point methods. Studying the convergence results for such methods suggests that during the first iterations of an interior-point method, when we are far away from the optimal solution, it is not necessary to compute the search directions accurately, and the accuracy requirements become more stringent as we progress through the interior-point method iterations, e.g., see [31], [1], [3]. This means that such methods utilize an adaptive stopping criterion for the search direction calculations, which yields higher and higher accuracy as the interior-point iterates get closer and closer to a solution. Next we investigate the possibility of devising a distributed version of one such method.
Algorithm 5 Primal-dual Inexact Interior-Point Method, [3].

1: Given \((s^{(0)}, \lambda^{(0)}) \succ 0\), \(\tau_1 = \min(\lambda^{(0)} S^{(0)} e)/((\lambda^{(0)})^T s^{(0)}/m)\), \(\tau_2 = (\lambda^{(0)})^T s^{(0)}/\|R(z^{(0)})\|\), \(\gamma^{(l-1)} \in [1/2, 1]\), \(\eta_{\text{max}} \in (0, 1)\), \(\beta \in (0, 1)\), \(\theta \in (0, 1)\) and \(\epsilon > 0\).

2: repeat
3: \quad Choose \(\sigma^{(l)}\), \(\eta^{(l)}\) and \(\gamma^{(l)} \in [1/2, \gamma^{(l-1)}]\) such that \((\sigma^{(l)}+\hat{\eta}^{(l)}) \in (0, \eta_{\text{max}})\) and
4: \quad \(\sigma^{(l)} > \max \left(\frac{\sqrt{\bar{m}} + \bar{\eta}_1 \gamma^{(l)}}{\sqrt{\bar{m}}(1-\bar{\eta}_1 \gamma^{(l)})}, \frac{\sqrt{\bar{m}} + \bar{\eta}_2 \gamma^{(l)}}{m}\right) \hat{\eta}^{(l)}\).
5: \quad Put \(\mu^{(l)} = \sigma^{(l)}(s^{(l)})^T \chi^{(l)}/m\) and \(\hat{\eta}^{(l)} = \sigma^{(l)} + \hat{\eta}^{(l)}\).

6: \quad Compute \(\Delta z^{(l)}\) by solving (26) with \(\|\hat{r}^{(l)}\| \leq \hat{\eta}^{(l)}(s^{(l)})^T \chi^{(l)}/m\).
7: \quad Choose \(\hat{\alpha}_1^{(l)}\) such that
8: \quad \(\min \left(S^{(l)}(\hat{\alpha}_1^{(l)}) \lambda^{(l)}(\hat{\alpha}_2^{(l)}) \hat{e}\right) \geq \bar{\eta}_1 \gamma^{(l)} \left(s^{(l)}(\hat{\alpha}_1^{(l)})\right)^T \lambda^{(l)}(\hat{\alpha}_1^{(l)})/m\).
9: \quad Choose \(\hat{\alpha}_2^{(l)}\) such that
10: \quad \(\left(s^{(l)}(\hat{\alpha}_2^{(l)})\right)^T \lambda^{(l)}(\hat{\alpha}_2^{(l)}) \geq \bar{\eta}_2 \gamma^{(l)} \|R(z^{(l)}(\hat{\alpha}_2^{(l)}))\|\).
11: \quad Set \(\alpha^{(l)} = \min(\hat{\alpha}_1^{(l)}, \hat{\alpha}_2^{(l)})\).
12: \quad Set \(\eta^{(l)} = 1 - \alpha^{(l)}(1 - \hat{\eta}^{(l)})\).
13: \quad while \(\|H^{(l)}(\alpha^{(l)})\| > (1 - \beta(1 - \eta^{(l)}))\|H^{(l)}(0)\|\) do
14: \quad \(\alpha^{(l)} = \theta \alpha^{(l)}\) and \(\eta^{(l)} = 1 - \theta(1 - \eta^{(l)})\).
15: \quad end while
16: \quad Set \(z^{(l+1)} = z^{(l)} + \alpha^{(l)} \Delta z^{(l)}\) and \(l = l + 1\).
17: until \(\|H(z^{(l)})\| \leq \epsilon\).

5 Primal-Dual Inexact Interior-Point Methods

In an inexact interior-point method we only need to solve (9) approximately for the primal-dual directions. That is, we solve

\[ H'(z^{(l)}) \Delta z = -H(z^{(l)}) + \mu^{(l)} \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} + \hat{r}^{(l)}, \tag{26} \]

where \(\hat{r}^{(l)}\) is the residual. However, in order to assure the convergence of the algorithm, it is necessary to make modifications to the framework. Specifically, consider the framework laid out in Algorithm 5 as introduced in [3]. In order to ensure a global convergent inexact interior-point method, [3], [21], it is necessary to

- impose restrictions on the problem formulation;
- add requirements on the residual \(\hat{r}\) in (26);
- change the choice of \(\hat{\eta}, \sigma \) and \(\alpha\).
For example, the total residual $\tilde{r}^{(l)}$ of the KKT system must fulfill
\[
\|\tilde{r}^{(l)}\| = \left\| \mu^{(l)} \begin{bmatrix} 0 \\ 0 \\ \hat{e} \end{bmatrix} + \tilde{r}^{(l)} \right\| \leq (\sigma^{(l)} + \eta^{(l)})\|H(z^{(l)})\|,
\]
see [3].

We define the set $\Omega(\epsilon)$ for a given $\epsilon > 0$ as
\[
\Omega(\epsilon) = \left\{ z \in \mathbb{R}^{n+2m+p} | \epsilon \leq \|H(z)\| \leq \|H(z^{(0)})\|, \right. \\
\left. \min (S\Lambda \hat{e}) \geq \frac{\bar{\tau}_1}{m} s^T \lambda, \ s^T \lambda \geq \frac{\bar{\tau}_2}{2} \|R(z)\| \right\},
\]
with $\bar{\tau}_1 = \min(\Lambda^{(0)}S^{(0)}\hat{e})/((\lambda^{(0)})^T s^{(0)}/m)$ and $\bar{\tau}_2 = (\lambda^{(0)})^T s^{(0)}/\|R(z^{(0)})\|$, and the following assumptions

A1 $H$ is continuously differentiable in $\Omega(0)$.

A2 $\{z^{(l)}\}$ is bounded.

A3 $H'(z)$ is nonsingular in $\Omega(\epsilon)$ with $\epsilon > 0$.

A4 $R'$ is Lipschitz continuous in $\Omega(0)$ with constant $L$, where
\[
R = (r_{\text{dual}}, r_{\text{primal,1}}, r_{\text{primal,2}}).
\]

Then if $\{z^{(l)}\}$ is generated by Algorithm 5 and assumptions A1–A4 are fulfilled, the sequence $\{\|H(z^{(l)})\|\}$ will converge to zero and $z^{(l)}$ will converge to the limit point of $\{z^{(l)}\}$, see Theorem 3.3 in [3] (with the additional assumption that $\sigma^{(l)}$ is bounded away from zero). Similar to Algorithm 4, it is also possible to distribute the computations in Algorithm 5, and that is discussed in the next section.

6 A Distributed Primal-Dual Inexact Interior-Point Method for Solving Loosely Coupled Problems

Let us apply the primal-dual inexact interior-point method described in Section 5 to the problem in (2). Similar to Algorithm 4, we can use Algorithm 3 for computing the inexact directions in a distributed fashion. Particularly, this algorithm can be used in Step 4 of Algorithm 5. However, in order for the computed directions to satisfy the required accuracy in Step 4 of Algorithm 5, we need to establish a connection between the ADMM stopping criteria and the norm of the residuals in (26). This connection is established in the following theorem.

**Theorem 1.** It is possible to choose the thresholds $\epsilon_{\text{primal}}, \epsilon_{\text{dual}} > 0$ such that the stopping criteria in Algorithm 3 and the residual conditions in Step 4 of Algorithm 5 are equivalent.
Proof. Note that in our approach for solving (9), we in fact solve (7b) and (7c) exactly, since \( \Delta s \) and \( \Delta \lambda \) are eliminated, see (11). The residuals in (26) for our approach and for the problem in (2) are therefore given as

\[
\hat{r}(l) = \begin{bmatrix}
H_{pd}^{1(l)} \Delta w^1 + (\bar{A}^1)^T \Delta v^1 + \Delta v^1_c + r^{1(l)} \\
\vdots \\
H_{pd}^{N(l)} \Delta w^N + (\bar{A}^N)^T \Delta v^N + \Delta v^N_c + r^{N,(l)} \\
-H_{pd} \sum_{i=1}^{N} (-E_{J_i}^T \Delta v_c - E_{J_i}^T \bar{g}_i^T) \\
0 \\
\vdots \\
0 \\
\bar{A}^1 \Delta w^1 + \rho \text{primal}_{1,2} \\
\vdots \\
\bar{A}^N \Delta w^N + r^{N,(l)} \\
\Delta w^1 - \Delta x_{J_1} + r^{1,(l)} \\
\vdots \\
\Delta w^N - \Delta x_{J_N} + r^{N,(l)} \\
0 \\
\vdots \\
0
\end{bmatrix}.
\]

(29)

The norm of the fourth block of the right hand side of (29) is already included in the stopping criteria in Algorithm 3. Furthermore, in the ADMM iterations, \( \Delta u^{(k+1)} \) and \( \Delta v^{(k+1)} \) are computed such that

\[
0 = \left( H_{pd}^{i,(l)} + \rho I + \rho (\bar{A}^i)^T \bar{A}^i \right) \Delta w^{i,(k+1)} + \rho \left( r^{i,(l)} + \frac{1}{\rho} \Delta v^{i,(k)} - \rho \Delta x_{J_i}^{(k+1)} \right) + \\

r^{i,(l)} + \rho (\bar{A}^i)^T \left( \frac{r^{i,(l)}}{\text{primal}_{1,2}} + \frac{1}{\rho} \Delta v^{i,(k)} \right) \\
= \left( H_{pd}^{i,(l)} + \rho I + \rho (\bar{A}^i)^T \bar{A}^i \right) \Delta w^{i,(k+1)} + \rho \left( -\Delta w^{i,(k+1)} + \Delta x_{J_i}^{(k+1)} - \Delta x_{J_i}^{(k+1)} \right) + \\

r^{i,(l)} + \rho (\bar{A}^i)^T \left( \frac{1}{\rho} \Delta v^{i,(k+1)} - \bar{A}^i \Delta w^{i,(k+1)} \right),
\]

which gives

\[
H_{pd}^{i,(l)} \Delta w^{i,(k+1)} + r^{i,(l)} + (\bar{A}^i)^T \Delta v^{i,(k+1)} + \Delta v^{i,(k+1)} = \rho (\Delta x_{J_i}^{(k)} - \Delta x_{J_i}^{(k+1)}).
\]

Consequently, the norm of the first block of the right hand side of (29) would be small if and only if \( \|\rho (\Delta x_{J_i}^{(k)} - \Delta x_{J_i}^{(k+1)})\|^2 \) would be small, which is also included in the stopping criteria of Algorithm 3. The only remaining part of the residuals vector in (29) is the second block which is always equal to zero. This
is because, in the ADMM iterations, \( \Delta x^{(k+1)} \) and \( \Delta v_c^{(k+1)} \) are chosen such that

\[
0 = -E^T v_c^{(l)} - \rho E^T (\Delta w^{(k+1)} - E \Delta x^{(k+1)} + r_c^{(l)} + \frac{1}{\rho} \Delta v_c^{(k)}) = -E^T v_c^{(l)} - E^T \Delta v_c^{(k+1)}.
\]

As a result, we have

\[
\|\hat{z}^{(l)}\|^2 = \sum_{i=1}^N \left( \|\rho(\Delta x_i^{(k)} - \Delta x_i^{(k+1)})\|^2 + \|\Delta w_i^{(k+1)} - \Delta x_i^{(k+1)} r_c^{(l)} + \|A_i \Delta w_i^{(k+1)} + r_i^{(l)}\|_{\text{primal,}i}^2 \right) \]  

(30)

and hence if the thresholds \( \epsilon_{\text{pri}}, \epsilon_{\text{dual}} > 0 \) are chosen appropriately, then the stopping criteria in Algorithm 3 and the residual conditions in Step 4 of Algorithm 5 will be equivalent.

\[\square\]

Up to this point, we have illustrated that it is possible to use Algorithm 3 to distribute the computations of the inexact directions. Next we show how to choose the thresholds in the stopping criteria of Algorithm 3 so that the computed directions satisfy the necessary accuracy requirements. Moreover, we describe how to distribute the update of the remaining iteration-dependent parameters and the remaining steps of Algorithm 5.

### 6.1 Distributed Computations of Perturbation Parameter, Step Size and Stop Criterion

Let us first define \( R^i(z_i^{(l)}) \), \( \sigma^i(l) \) and \( \tilde{\eta}^i(l) \) for each agent \( i = 1, \ldots, N \). Particularly, we define \( R^i(z_i^{(l)}) \) such that \( \|R(z_i^{(l)})\|^2 = \sum_{i=1}^N \|R^i(z_i^{(l)})\|^2 \) with

\[
R^i(z_i^{(l)}) = (r_{\text{dual}}^i(z_i^{(l)}), r_{\text{primal,}1}^i(z_i^{(l)}), r_{\text{primal,}2}^i(z_i^{(l)})),
\]

(31)

and we choose \( \sigma^i(l) \) such that

\[
\sigma^i(l) > \tilde{\sigma}^2_i \gamma^i(l) \tilde{\eta}^i(l) (s_i^{(l)})^T \lambda^i(l) / \min_i \left( (s_i^{(l)})^T \lambda_i^{(l)}) + \epsilon \sigma \right.
\]

with \( \tilde{\sigma}^2_i = \left( \lambda_i^{(l)}ight)^T s_i^{(l)}/\|R^i(z_i^{(l)})\|_2 \), \( \epsilon \sigma \in (0, 1) \) and \( \tilde{\eta}^i(l) \) such that \( (\sigma^i(l) + \tilde{\eta}^i(l)) \in (0, \tilde{\eta}^i(l) \in [1/2, \gamma^i(l-1)] \) and \( \gamma^i(l) \in [1/2, 1] \). Then choose \( \tilde{\eta}^i(l) = \min_i \{ \tilde{\eta}^i(l) \} \), \( \sigma^i(l) = \max_i \{ \sigma^i(l) \} \) and set \( \tilde{\eta}^i = \sigma^i + \tilde{\eta}^i(l) \). At this point, we can describe how to compute proper thresholds for the ADMM iterations termination criteria. In the distributed setting we set the residual norm condition in Step 4 in Algorithm 5 for the problem in (2) to

\[
\|\hat{z}^{(l)}\| \leq \tilde{\eta}^i(l) \sum_{i=1}^N (s_i^{(l)})^T \lambda_i^{(l)}/m,
\]

(32)

where \( m = \sum_{i=1}^N m_i \) and the residual \( \hat{z}^{(l)} \) is defined in (29). There are several choices of \( \epsilon_{\text{pri}} \) and \( \epsilon_{\text{dual}} \) that ensure that criterion (32) is fulfilled when the stopping criteria of ADMM are satisfied. In this paper we set

\[
\epsilon_{\text{pri}}^i(l) = \frac{N}{2} \left( \tilde{\eta}^i(l) (s_i^{(l)})^T \lambda_i^{(l)}/m \right)^2
\]

(33)
and
\[ \epsilon_{\text{dual}}^{i,(t)} = \frac{N}{2} \left( \eta^{i,(t)} (s^{i,(t)})^T \lambda^{i,(t)}/(\rho m) \right)^2. \]  
(34)

Note that \( \epsilon_{\text{pri}} \) and \( \epsilon_{\text{dual}} \) are now subproblem-specific and they change with each iteration \( l \) of the primal-dual inexact interior-point method.

Next we focus on computation of the perturbation parameter. In order to compute \( \mu \) at iteration \( l \), each agent first needs to compute
\[ \mu^{i,(t)} = \sigma^{i,(t)} (s^{i,(t)})^T \lambda^{i,(t)}/m. \]
Then the perturbation parameter is chosen as \( \mu^{(t)} = \min \{ \mu^{i,(t)} \} \).

It now remains to compute a proper step size for updating the iterates. As it is laid out in Algorithm 5, the process of computing the step size \( \alpha^{(t)} \) at each iteration consists of two stages, namely, computation of an upper-bound on the step size and the line search. Similar to the approach we undertook for computing a step size in Section 4.2, each agent first needs to compute their local step size \( \alpha^{i,(t)} \). To this end, each agent \( i \) initially sets
\[ \alpha^{i,(t)} = \min \{ \tilde{\alpha}_1^{i,(t)}, \tilde{\alpha}_2^{i,(t)} \}, \]
where
\[ \tilde{\alpha}_j^{i,(t)} = \max_{\alpha \in [0,1]} \{ \alpha | f_j(\alpha') \geq 0, \text{ for all } \alpha' \leq \alpha \}, \]
with \( j \in \{1,2\} \), and
\[ f_1(\alpha) = \min \left( S^{i,(t)}(\alpha) \Lambda^{i,(t)}(\alpha) \hat{e} \right) - \tilde{\tau}^{i,(t)}(\alpha) \left( s^{i,(t)}(\alpha) \right)^T \lambda^{i,(t)}(\alpha)/m_i, \]
and
\[ f_2(\alpha) = \left( s^{i,(t)}(\alpha) \right)^T \lambda^{i,(t)}(\alpha) - \tilde{\tau}^{i,(t)}(\alpha) \| R^i(z^{i,(t)}(\alpha)) \|. \]
Then the agent sets \( \eta^{i,(t)} = 1 - \alpha^{i,(t)}(1 - \tilde{\eta}^{i,(t)}) \) and performs a line search as
\begin{algorithm}
\begin{algorithmic}
\Procedure{Line Search}{\eta^{i,(t)} = 1 - \alpha^{i,(t)}(1 - \tilde{\eta}^{i,(t)})}
\State \( \alpha^{i,(t)} = \theta \alpha^{i,(t)} \)
\State \( \eta^{i,(t)} = 1 - \theta(1 - \tilde{\eta}^{i,(t)}) \)
\EndProcedure
\end{algorithmic}
\end{algorithm}

When all agents are done computing their local step sizes, we then set \( \alpha^{(t)} = \min \{ \alpha^{i,(t)} \} \). Finally, similar to the approach in Section 4.2, we check that 
\[ \| H^i(z^{i,(t)}) \|^2 \leq \epsilon^2/N \text{ for } i = 1, \ldots, N, \]
which implies that \( \| H(z^{(t)}) \| \leq \epsilon \), to decide whether to terminate the primal-dual iterations or not.

### 6.2 Distributed Primal-Dual Inexact Interior-Point Method

Using Algorithm 3 with \( \epsilon_{\text{pri}}^{i,(t)} \) and \( \epsilon_{\text{dual}}^{i,(t)} \) set in accordance to (33) and (34), respectively, we can distribute the computations of the primal-dual directions \( \Delta W, \Delta \hat{x}, \Delta v, \Delta \bar{v}, \Delta s \) and \( \Delta \lambda \). This algorithm can then be used in Step 4 of Algorithm 5 which distributes the major computations in the primal-dual inexact interior-point method. Combining algorithms 3 and 5 with the modifications discussed above result in Algorithm 6, which is a distributed primal-dual inexact interior-point method for solving (2).
conditions stated in Section 5. In particular, we define the set $\Omega_i$

To ensure a global convergent inexact interior-point method, we modify the Algorithm 6 Distributed Primal-dual Inexact Interior-point Method

1: Given $l = 0$, $\rho > 0$, $\bar{v}_0(0)$ such that $E^T v_0(0) = 0$, $W(0)$, $(s(0), \lambda(0)) > 0,$

$\tau_1 = \min(\Lambda(0) S(0)i)\bar{v}(0)(0) / ((\lambda(0))T s(0)i) / m_i),$ $\tau_2 = (\lambda(0))T s(0)i / \|R(0,0)\|,$

$\gamma^i(0) \in [1/2, 1], \eta_{\max} \in (0, 1)$, for $i = 1, \ldots, N$, $\epsilon > 0, \beta \in (0, 1)$,

$\theta \in (0, 1), \Delta W(0), \Delta v(0)$ and $\Delta v(0)$.

2: for $i = 1, 2, \ldots, N$ do
3: Communicate with all agents $r$ belonging to $Ne(i)$.
4: for all $j \in J_i$ do
5: $x_j(0) = \frac{1}{|\mathcal{T}j|} \sum_{\eta \in \mathcal{T}j} \left( E^T W \eta(0) \right) _j$.
6: end for
7: end for
8: repeat
9: Compute $\Delta z(l+1)$ using Alg. 3 with the initial iterates $\Delta z(l)$ with the stopping criteria thresholds given in (33) and (34).
10: for $i = 1, \ldots, N$ do
11: Compute local step size $\alpha^i(l+1)$ using the approach presented in Section 4.2.
12: end for
13: Set $\alpha(l+1) = \min \{ \alpha^i(l+1) \}.$
14: Set $z(l+1) = z(l) + \alpha(l+1) \Delta z(l+1)$.
15: Set $l = l + 1.$
16: until $\| H^i(z(l)) \| ^2 \leq \epsilon^2 / N$ for all $i = 1, \ldots, N$.

6.3 Distributed Convergence Result

To ensure a global convergent inexact interior-point method, we modify the conditions stated in Section 5. In particular, we define the set $\Omega^i(\epsilon)$ for a given $\epsilon > 0$ as

$$\Omega^i(\epsilon) = \left\{ z^i \in \mathbb{R}^{\mathcal{N}i+2m_i+p_i} \left| \frac{\epsilon}{N} \leq \| H^i(z^i) \| \leq \| H^i(z^i,0) \|, \right. \right.$$

$$\left. \tau_1 \geq \frac{\tau_1}{m_i} \left( s^i \right)^T \lambda^i, \left( s^i \right)^T \lambda^i \geq \frac{\tau_2}{2} \| R(z^i) \| \right\},$$

with

$$\tau_1 = \min(\Lambda(0) S(0)i(0) \bar{v}(0)(0) / ((\lambda(0))T s(0)i) / m_i),$ \tau_2 = (\lambda(0))T s(0)i / \|R(0,0)\|,$$

and the following assumptions

B1 $H^i$ is continuously differentiable in $\Omega^i(0)$.

B2 $\{ z^i(0) \}$ is bounded.

B3 $H^i$ is nonsingular in $\prod_{i=1,\ldots,N} \Omega^i(\epsilon)$ with $\epsilon > 0$.

B4 $(R^i)^\dagger$ is Lipschitz continuous in $\Omega^i(0)$ with constant $L^i$, where

$$R^i = (r^i_{\text{dual}}, r^i_{\text{primal},1}, r^i_{\text{primal},2}).$$

24
If \( \{z^{(l)}\} \) is generated by Algorithm 6 and assumptions B1–B4 are fulfilled, then \( \|H(z^{(l)})\| \) converges to zero and \( z^{(l)} \) will converge to the limit point of \( \{z^{(l)}\} \). For a proof of this see Appendix A. Note that \( \{z^{i,(l)}\} \) generated by Algorithm 6 lies in \( \Omega^i(0) \) for \( i = 1,\ldots,N \) and all \( l \). Next we establish the connection of our proposed approach to that of iterative solvers and put forth suggestions on how to improve the convergence properties of the algorithm.

7 Iterative Solvers for Saddle Point Systems

The optimality conditions (14) is a saddle point system where the solution, since strong duality holds, is a saddle point of the Lagrangian function of optimization problem (16), see [9]. In addition, a saddle point of the Lagrangian function is a saddle point of the augmented Lagrangian, and vice versa, [25]. Consequently, to find a solution of (14), we can instead consider the saddle point system corresponding to the augmented Lagrangian. The benefit of using the augmented Lagrangian is improved convergence properties when using dual methods for solving the saddle point system, [2, 32, 22].

7.1 Uzawa’s Method and Fixed Point Iterations

A well known algorithm for solving saddle point systems such as (14) is Uzawa’s method [2]. We solve the system of equations (14) using ADMM (Algorithm 2), which was originally derived as a modified version of Uzawa’s method, see [26, 25]. ADMM applied to (16) is equivalent to Uzawa’s method applied to the problem corresponding to the augmented Lagrangian of (16), [2, 32, 45], with one Gauss-Seidel iteration, [46], in the update of the primal variables, [26, 25]. In addition, ADMM can be viewed as fixed point iterations of a pre-conditioned version of (14), see e.g. [43]. The similarities between ADMM, Uzawa’s method and fixed point iterations are explored explicitly for our problem in Appendix (B.2).

Uzawa’s method is also equivalent to the method of multipliers when applied to the augmented Lagrangian and the relaxation parameter in Uzawa’s method is set to be equal to the penalty parameter in the method of multipliers, see [5].

7.2 Other Iterative Methods

For a rigorous overview of the iterative methods available, we refer to [46, 5]. The problem in (14) has an indefinite system matrix with an upper left block matrix that is singular, which limits the number of applicable methods or at least requires some pre-conditioning beforehand. For example, we could use the CG method applied to the normal equations of (14), see [46]. However, to the best of our knowledge, one has then destroyed the inherent structure of the problem which prevent us from distributing the calculations.

8 Improving Convergence Rate of ADMM

We can improve the convergence rate of ADMM by using over-relaxation, warm starting the ADMM iterations, choosing the penalty parameter \( \rho \) carefully and scaling the problem formulation appropriately.
In over-relaxation, we replace the primal quantity \( A \Delta W^{k+1} \) with

\[
\alpha_{\text{OR}} A \Delta W^{k+1} - (1 - \alpha_{\text{OR}}) (B \Delta x^k - c), \quad \alpha_{\text{OR}} \in (1, 2),
\]

in the update of \( \Delta x^k \) and scaled dual variables \( \Delta \bar{v} \) and \( \Delta \bar{v}_c \). Empirical studies have shown that an \( \alpha_{\text{OR}} \in [1.5, 1.8] \) may improve the rate of convergence, see [10].

We can also improve the convergence rate by warm starting ADMM. That is, using the solution of the previous ADMM iteration as initial condition in the current iteration, see [10]. The improvement in convergence rate is due to that the primal-dual directions of the interior point method do not change much as the iterates are approaching the solution.

In general it is an open problem how to choose the penalty parameter \( \rho \) optimally. Certain heuristics suggest that \( \rho \) should be chosen such that the primal and dual residuals converge at the same rate, [10]. In [48], the authors rescale the optimization problem using a block-diagonal matrix. For the scaled problem, they derive the \( \rho \) and \( \alpha_{\text{OR}} \) which guarantee the lowest worst-case amount of iterations in ADMM. The scaling matrix can be constructed in a distributed way and since it is block-diagonal it maintains the structure of our problem. However, we would have to recalculate the scaling matrix for each iteration of the interior-point method.

9 Numerical Experiment

To illustrate the proposed method, we apply it to a randomly generated optimization problem of the form (2).

In most of the examples, we warm start the ADMM algorithm. That is, we use the previous step direction as an initial point. We have tuned the penalty parameter \( \rho \) of ADMM slightly, to provide a better balance of the convergence rate between the primal residual and the dual residual of the ADMM formulation. We do not use the scaling suggested by [48], although it is believed that this will improve the convergence rate of the search direction calculations.

9.1 Simulation Set-Up 1

We consider fifty subproblems \( (N = 50) \). The total number of variables \( (n) \), equality constraints \( (p) \) and inequality constraints \( (m) \) are 5091, 5089, and 1524, respectively. The number of local variables, local equality constraints and local inequality constraints are drawn from the standard uniform distributions \( U(55, 65) \), \( U(7, 13) \) and \( U(27, 33) \), respectively. The indices defining the consistency constraints \( (J_i) \) are drawn from \( U(0, 900) \) and there are 3017 such constraints.

To ensure that the problem formulation is feasible, we first draw a global variable \( x \) and slack variable \( S \) from \( U(-10, 10) \) and \( U(1, 10) \), respectively. We then generate equality and inequality constraints from these values. The inequality constraints are affine, \( A_{in}^i x + b_{in}^i \leq 0 \) for \( i = 1, \ldots, N \), where the elements of the matrices \( A_{in}^i \) for \( i = 1, \ldots, N \) are drawn from \( U(0, 1) \). The vectors \( b_{in}^i \) for \( i = 1, \ldots, N \) are then calculated. The equality constraints are constructed in the same way; the matrices \( \bar{A}^i \) for \( i = 1, \ldots, N \) are drawn from \( U(0, 1) \). The vectors \( \bar{b}^i \) for \( i = 1, \ldots, N \) are then calculated.
The objective function is quadratic in the global variable with 
\( f_i(x) = x^T P_i x + (q_i)^T x + e_i \) for \( i = 1, \ldots, N \). The elements of \( P_i, q_i \) and \( e_i \) are drawn from \( U(0, 1) \), \( U(0, 1) \) and \( U(0, 10) \), respectively.

The optimization problem is solved using Algorithm 4, Algorithm 6 and ADMM (Algorithm 2). For comparison, all three algorithms are terminated using the stop criteria of Algorithm 4. The settings of each specific method are displayed in tables 1, 2 and 3.

We choose a relative value of the upper bounds on the stop criteria, \( \epsilon \) and \( \epsilon_{\text{feas}} \). That is, we choose them as

\[
\epsilon = \epsilon_{\text{feas}} = 10^{-6} \times \max\{1, \| \text{blkdiag}(P_1, \ldots, P_N) \|, \| \text{blkdiag}(A_{in}^1, \ldots, A_{in}^N) \|, \\
\| \text{blkdiag}(A_1, \ldots, A_N) \|, \| (b_1^1, \ldots, b_N^1) \|, \\
\| (b_1^N, \ldots, b_N^N) \|, \| (q_1, \ldots, q_N) \| \}.
\]

For our specific problem generation we get \( \epsilon = \epsilon_{\text{feas}} = 0.0051 \), that is we have a scaling factor equal to 5089.

We initialize the methods at the same point. The initial values of the global primal variable are drawn from \( U(-10, 10) \), the initial values of each local primal variable are given by the consistency constraints. The dual variables are all set to 10, except the dual variables that correspond to the consistency constraint, they are all set to zero. The search directions are initialized to zero if they are not warm started. For the approach using ADMM, we use indicator functions to represent all constraints except consensus. Consequently, we only have dual variables for the consistency constraints. When using ADMM on Problem (2), we get an inequality constrained optimization problem in the first primal variable update which we use \texttt{cvx} , a package for specifying and solving convex programs [29], to solve.

### Table 1: Settings of Algorithm 4.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( \mu )</th>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>( \epsilon_{\text{pri}} )</th>
<th>( \epsilon_{\text{dual}} )</th>
<th>( \rho )</th>
<th>( \alpha_{\text{OR}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>15</td>
<td>0.01</td>
<td>0.5</td>
<td>( 50/2 \times 10^{-20} )</td>
<td>( 50/2 \times 10^{-20} )</td>
<td>0.5</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table 2: Settings of Algorithm 6.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( \eta_{\text{max}} )</th>
<th>( \gamma^{i,(0)} )</th>
<th>( \beta )</th>
<th>( \theta )</th>
<th>( \rho )</th>
<th>( \alpha_{\text{OR}} )</th>
<th>( \epsilon_{\sigma} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>0.9</td>
<td>0.9</td>
<td>0.1</td>
<td>0.95</td>
<td>0.5</td>
<td>1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

### Table 3: Settings of ADMM.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( \rho )</th>
<th>( \alpha_{\text{OR}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>0.5</td>
<td>1</td>
</tr>
</tbody>
</table>
9.1.1 Algorithm 6 with and without Warm Starting

We first compare Algorithm 6 with and without warm starting. The total number of ADMM iterations is 17453 with warm starting and 21181 without warm starting. In Figure 1, the number of ADMM iterations in each instance of the primal-dual method is displayed. In Figure 2, the value of the perturbation parameter $\mu$ in each instance of the primal-dual method is shown. We benefit from warm starting ADMM with respect to the total number of ADMM iterations necessary for the primal-dual method to converge. However, for a specific iteration of the primal-dual method the warm started approach can require more iterations than the approach without warm starting, and the number of saved ADMM iterations fluctuate over the primal-dual method iterations. A smaller saving, or even no saving at all, occur when the new system of equations to solve is changed considerably from the previous one. Note, also that the number of iterations of the primal-dual method is affected. The number of iterations is 80 with warm starting and 81 without warm starting.

![Figure 1: ADMM iterations. The number of iterations of ADMM with warm starting (---) and without warm starting (- - -) in each instance of the primal-dual method are shown.](image)

9.1.2 Savings in ADMM Iterations Using Algorithm 6 Compared to Algorithm 4

We compare Algorithm 4 and Algorithm 6, using warm starting in both methods. The total number of ADMM iterations is 38796 with Algorithm 4 and 17453 with Algorithm 6. The number of iterations of the primal-dual method is 21 using Algorithm 4 and 80 using Algorithm 6. We save 55% in ADMM iterations, using Algorithm 6. This is due to the adaptive stop criteria of the search direction calculations. In particular, it dramatically decreases the amount of ADMM iterations necessary in the first couple of iterations of the primal-dual method. The convergence rate of Algorithm 6 is highly dependent on the setting of the parameters in the method. With a different setting, we could get a much worse convergence rate.
9.1.3 Stop Criteria

We compare how the residuals and surrogate duality gap evolves between the three methods. We see in figures 3, 5 and 7, that the averaged, over all subproblems, value of the norm of local primal residuals, dual residuals and surrogate duality gaps are constantly decreasing as each method iterates. The same behavior is obtained for the global residuals and surrogate duality gap, see figures 4, 5 and 7. In addition, we can see that the stop criteria are fulfilled for all subproblems at approximately the same iteration. When comparing the local stop criteria with the global, we see that the local criteria can be conservative. In fact, if the global stop criteria were to be used instead of the local one, ADMM would terminate at an earlier iteration than with the local criteria, see Table 4 and figures 3–8.

Table 4: Fulfillment of stop criteria.

<table>
<thead>
<tr>
<th></th>
<th>iteration $l$ at which local (global) primal constraint is fulfilled</th>
<th>iteration $l$ at which local (global) dual constraint is fulfilled</th>
<th>iteration $l$ at which local (global) gap constraint is fulfilled</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alg. 4</td>
<td>19 (18)</td>
<td>19 (20)</td>
<td>21 (21)</td>
</tr>
<tr>
<td>Alg. 6</td>
<td>72 (68)</td>
<td>75 (75)</td>
<td>80 (80)</td>
</tr>
<tr>
<td>ADMM</td>
<td>304 (275)</td>
<td>187 (169)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

Figure 2: Perturbation of KKT conditions. The value of the perturbation parameter $\mu$ with warm starting ADMM (—) and without warm starting (---) ADMM in each instance of the primal-dual method are shown.
9.1.4 Optimal Value

We compare how the value of the objective function evolves for each iteration of the three methods. In Figure 9, the relative error of the objective function is shown. The so-called true optimal value is obtained using cvx. We see that the relative error evolves to approximately the same level for all three methods. However, ADMM gives a slightly higher value (the relative error is $1.2 \times 10^{-5}$) than Algorithm 4 (the relative error is $8.4 \times 10^{-8}$) and Algorithm 6 (the relative error is $6.3 \times 10^{-8}$). Note that since the iterates are not necessarily feasible in each iteration, it is possible to obtain a value of the objective function that is very close to or even smaller than the true optimal value, while the algorithm has not yet terminated. This explains the dip of the relative error which can be seen in Figure 9.
Figure 4: Norm of primal global residual. The value of the norm of the primal global residual (—) and its upper bound $\log(\epsilon_{\text{feas}})$, (---) are shown. In figures (a), (b) and (c), algorithms 4, 6 and ADMM have been used, respectively.

9.1.5 Total Number of Iterations

The total number of iterations, that is ADMM iterations for Algorithm 4 and Algorithm 6, and interior-point iterations in CVX for ADMM are compared. We get the total number of iterations equal to 38796, 17453 and 8194, for each method respectively. Thus, for this specific simulation set-up, ADMM beats the proposed algorithms in terms of the number of iterations. Note, however, that Algorithm 4 and Algorithm 6 are computationally very cheap. The major computational effort takes place when calculating the search directions of the local primal variables, that is Step 9 in Algorithm (3), see Remark 3. If $\rho$ is kept constant, we only have to factorize $H^{(t)}_{\text{pd}} + \rho(I + \bar{A}^i\bar{A}^i)^T\bar{A}^i$ for $i = 1, \ldots, N$, once in each primal-dual iteration. However, if we use ADMM (Algorithm 2) we have to factorize the corresponding matrices, which are of the same sizes as in the other algorithms, for each interior-point iteration in each ADMM iteration. That is, instead of factorizing the matrices 21 or 80 times with Algorithm 4...
Figure 5: Norm of dual local residual. The averaged, over all subproblems, value of the norm of the dual local residual along with its standard deviation (---) and upper bound, log (\(\varepsilon_{\text{feas}}^2/N\)), (-----) are shown. In figures (a), (b) and (c), algorithms 4, 6 and ADMM have been used, respectively.

or Algorithm 6, respectively, we have to factorize the matrices 8194 times with ADMM. We pay a price for the savings in the number of factorizations necessary. In Algorithm 4 and Algorithm 6 the nodes have to communicate in each inner iteration (ADMM iteration) whilst for ADMM applied to the original problem the nodes only have to communicate in each outer iteration (ADMM iteration).

The convergence rate of Algorithm 6 is sensitive to the setting of its parameters. How to choose them optimally, or even wisely, is an open question. Note though, that we can make use of an ad-hoc adaptive stop criteria for the search direction calculation in Algorithm 4 which does not guarantee global convergence. Such ad-hoc criteria, can yield much faster convergence rate without much tuning of the settings. For example, with \(\varepsilon_{\text{pri}} = 2\varepsilon_{\text{dual}} = 50/4 \times 10^{-3}\) for \(l \leq 5\), \(\varepsilon_{\text{pri}} = 2\varepsilon_{\text{dual}} = 50/4 \times 10^{-5}\) for \(6 \leq l \leq 10\) and \(\varepsilon_{\text{pri}} = 2\varepsilon_{\text{dual}} = 50/4 \times 10^{-8}\) for \(l \geq 11\), we get 5469 number of iterations, a 33% saving compared to ADMM. This result provides an incitement to investigate further the convergence rate.
properties of Algorithm 6.

9.2 Simulation Set-Up 2

We consider ten subproblems \((N = 10)\). The rest of the problem set-up coincides with that of Section 9.1.

The optimization problem is solved using Algorithm 6 and ADMM (Algorithm 2). For comparison, both algorithms are terminated using the stop criteria of Algorithm 4. We initialize the methods and use the same settings as in Section 9.1. We perform 50 Monte-Carlo runs of the simulation set-up.

9.2.1 Total Number of Iterations

The total number of iterations, that is ADMM iterations for Algorithm 6 and inner-point iterations in \texttt{cvx} for ADMM, are compared. We get the averaged,
over all Monte-Carlo runs, total number of iterations equal to 569 (the standard deviation is 62) and 1257 (the standard deviation is 29), for each method respectively. Thus, for this specific simulation set-up, Algorithm 6 beats ADMM in terms of the number of iterations. In fact, Algorithm 6 terminates after 55% less iterations than ADMM (with respect to the averaged value).

10 Conclusion

We have proposed two efficient distributed primal-dual interior-point method for loosely coupled problems using ADMM (Algorithm 4 and Algorithm 6). Due to the nature of the interior-point method, the loosely coupled structure of the problem is preserved in the linear system of equations that provides the primal-dual directions. ADMM takes advantage of this structure and makes
the direction calculations highly parallelizable. Consequently, the proposed method has superior computational properties with respect to other distributed algorithms. Of course, we can use Algorithm 4 and Algorithm 6 on problems with completely coupled structure as well, but we can not expect the same superior properties as for the loosely coupled structure.

The latter of the methods (Algorithm 6) adaptively chooses the required accuracy in the termination condition of the inner iterations (ADMM iterations) with respect to the accuracy obtained in the outer iterations (interior-point method iterations). This is to avoid unnecessary inner iterations when the accuracy of the current outer iteration is low, as elaborated in [8]. We have stated under which assumptions the method converges to the optimal solution. In addition, we have provided comparisons between Algorithm 4, Algorithm 6 and ADMM in simulation.

Figure 8: Global surrogate duality gap. The value of the surrogate duality gap (---) and its upper bound, \( \log(\epsilon/N) \), (---) are shown. In figures (a), (b) and (c), algorithms 4, 6 and ADMM have been used, respectively.
Figure 9: Relative error of objective function. The relative error of the objective function (---) is shown. In figures (a), (b) and (c), algorithms 4, 6 and ADMM have been used, respectively. The true optimal value is obtained using cvx and is denoted $p^*$. The value of the objective function is denoted $p$.
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A Global Convergence of Distributed Inexact Primal-Dual Interior-Point Method

Here we state the proof for global convergence of the proposed distributed primal-dual inexact interior-point method. To this end, we use the definitions of $\Omega(i)$ for $i = 1, \ldots, N$ and assumptions B1–B4. The lemmas, theorems and proofs are adapted with very minor changes from [20] and [3], more detailed references are given before each lemma and theorem. They are all included here for the sake of completeness.

The collection of lemmas and theorems in this appendix enables us to show that, through the run of the algorithm, the iterates are persistently updated and guaranteed to converge to the optimal solution. We first address the concept of break down of the algorithm. That is, when we are not able to find a suitable step direction and step size [20]. We show that such a break down of the algorithm will not occur under our assumptions as defined in Section 6.3. Second, we show that the algorithm is convergent towards an optimal solution.

Particularly, Theorem 2 and Lemma 1 assure a persistent update of the iterates. The theorem illustrates that the upper bound of the step size is bounded...
away from zero. Lemma 1 states that, given a suitable search direction, it is always possible to find a step size which yields a satisfactory decrease in the merit function $\|H'(z^i)\|$ for $i = 1, \ldots, N$.

The subsequent theorems are related to the convergence of the algorithm, that is, that the generated $z^{(l)}$ converges and $\|H(z^{(l)})\|$ converges to zero. Particularly, Theorem (4) states that the sequence of iterates $\{z^{(l)}\}$ generated by our method converges to a point $z_*$, and Theorem (3) is a result necessary for the proof of Theorem (4). Finally, in Theorem (6), we state under which assumptions the proposed algorithm is global convergent, that is, generates a sequence of iterates such that $\|H(z^{(l)})\| \to 0$. Theorem (5) is used in the proof of Theorem (6).

### A.1 Break Down

There are four steps in the algorithm where a possible break down can occur. They are when calculating the step direction (Step 9 in Algorithm 6), choosing the intermediate step sizes $\alpha_1^i$ and $\alpha_2^i$ (steps 10-13 in Algorithm 6) and calculating the actual step size $\alpha$ (steps 10-13 in Algorithm 6). The hypothesis under which our proposed algorithm does not break down is addressed in the rest of this section.

A step direction can always be calculated provided $H'(z)$ is invertible. Hence, if assumption B3 is fulfilled, the algorithm will not break down at Step 9. Next, Theorem 2 shows that the intermediate step sizes for any such step direction is always bounded away from zero. This theorem is based on Theorem 3.2 in [3].

**Theorem 2.** Assume $\{z^{(l)}\}$ is generated by Algorithm 6 and assumptions B1–B4 are fulfilled, then the sequence $\{\alpha^{(l)}\}$ with $\alpha^{(l)} = \min(\alpha^i(z^{(l)}))$ and $\alpha^i(z^{(l)}) = \min(\alpha^i_1, \alpha^i_2)$ is bounded away from zero.

**Proof.** The proof follows closely that of Theorem 3.2 in [3]. We first show that the sum of the complementary KKT condition is bounded away from zero in $\Omega_1$.

First, note that $(s^i)^T \lambda^i \geq \|\Sigma \Lambda^i \hat{e}\|$ and $(s^i)^T \lambda^i \geq \tau_2^i \gamma_i \|R^i(z^i)\|$. Using the quadratic mean we get

$$
(s^i)^T \lambda^i \geq \sqrt{\|\Sigma \Lambda^i \hat{e}\|^2 + (\tau_2^i \gamma_i \|R^i(z^i)\|)^2} \over 2 \\
\geq \min \left(1, \frac{\tau_2^i} 2 \right) \|R^i(z^i)\| \frac{1}{\sqrt{2}} \\
\geq \min \left(1, \frac{\tau_2^i} 2 \right) \epsilon \frac{1}{N \sqrt{2}}.
$$

The right hand side of the last inequality is independent of the iteration $l$ and strictly larger than zero, thus $(s^i)^T \lambda^i$ is bounded away from zero in $\Omega_1(\epsilon)$ for $i = 1, \ldots, N$. Due to assumptions B1, B3 and the fact that $\|\hat{r}^{(l)}\|$ is bounded, we have that $\|\Delta z^i\|$ is bounded and there exists $M_1 > 0$ and $M_2 > 0$ such that...
\[ |\Delta s_i^j \Delta \lambda^j_i - \frac{\tau_i^j \gamma^j_i}{m_i} (\Delta s^i)^T \Delta \lambda^i_i| \leq M_1^i, \text{ for all } i = 1, \ldots, N \]

and
\[ |(\Delta s^i)^T \Delta \lambda^i_i - \tau_i^j \gamma^j_L (\Delta s^j)^T \Delta \lambda^j_i| \leq M_2^i, \text{ for all } i = 1, \ldots, N, \]
respectively. Furthermore, we have \( \hat{r}^{(l)} = (\hat{r}_1^{(l)}, 0) \), where the zero corresponds to the complementary KKT condition which is solved exactly in Algorithm 6.

To determine \( \alpha_i^l \) at iteration \( l \), we consider the expression (where we omit the superscript \( l \))
\[
\begin{align*}
    s_i^j(\alpha) \lambda_i^j(\alpha) - \frac{\tau_i^j \gamma^j_i}{m_i} (s^i)(\alpha)^T \lambda^i(\alpha) &= \\
    s_i^j + \alpha \Delta s_i^j(\lambda_i^j + \alpha \Delta \lambda_i^j) - \frac{\tau_i^j \gamma^j_i}{m_i} (s^i + \alpha \Delta s^i)^T (\lambda^i + \alpha \Delta \lambda^i) &= \\
    \left(s_i^j \lambda_i^j - \frac{\tau_i^j \gamma^j_i}{m_i} (s^i)^T \lambda^i\right) + \alpha \left(\Delta \lambda_i^j s_i^j + \Delta s_i^j \lambda_i^j - \frac{\tau_i^j \gamma^j_i}{m_i} (s^i)^T \Delta \lambda^i - \frac{\tau_i^j \gamma^j_i}{m_i} (\lambda^i)^T \Delta s^i\right) + \\
    \alpha^2 \left(\Delta s_i^j \Delta \lambda_i^j - \frac{\tau_i^j \gamma^j_i}{m_i} (\Delta s^i)^T \Delta \lambda^i\right) &= \\
    \left(s_i^j \lambda_i^j - \frac{\tau_i^j \gamma^j_i}{m_i} (s^i)^T \lambda^i\right) + \alpha \left(-s_i^j \lambda_i^j + \mu - \frac{\tau_i^j \gamma^j_i}{m_i} e^T (-S^i \lambda^i e + \mu \hat{e})\right) + \\
    \alpha^2 \left(\Delta s_i^j \Delta \lambda_i^j - \frac{\tau_i^j \gamma^j_i}{m_i} (\Delta s^i)^T \Delta \lambda^i\right) &= \\
    (1 - \alpha) \left(s_i^j \lambda_i^j - \frac{\tau_i^j \gamma^j_i}{m_i} (s^i)^T \lambda^i\right) + \alpha (1 - \tau_i^j \gamma^j_i) \mu + \alpha^2 \left(\Delta s_i^j \Delta \lambda_i^j - \frac{\tau_i^j \gamma^j_i}{m_i} (\Delta s^i)^T \Delta \lambda^i\right) \geq \\
    \alpha (1 - \tau_i^j \gamma^j_i) \mu + \alpha^2 \left(\Delta s_i^j \Delta \lambda_i^j - \frac{\tau_i^j \gamma^j_i}{m_i} (\Delta s^i)^T \Delta \lambda^i\right) \geq \\
    \alpha (1 - \tau_i^j \gamma^j_i) \mu - \alpha^2 \left(\Delta s_i^j \Delta \lambda_i^j - \frac{\tau_i^j \gamma^j_i}{m_i} (\Delta s^i)^T \Delta \lambda^i\right) \geq \\
    \frac{\alpha (1 - \tau_i^j \gamma^j_i) \mu - \alpha^2 M_1^i}{\alpha (1 - \tau_i^j \gamma^j_i) \mu - \alpha^2 M_1^i}.
\end{align*}
\]

Since \( \alpha_i^l \) is defined as
\[
\alpha_i^l = \max_{\alpha \in [0,1]} \{ \alpha | f_2(\alpha') \geq 0, \text{ for all } \alpha' \leq \alpha \},
\]
with
\[
f_1(\alpha) = \min \left( S_{i,l}^i(\alpha) \Delta \lambda_i^l(\alpha) \hat{e} - \tau_i^j \gamma^j_L (S_{i,l}^i(\alpha))^T \lambda_i^l(\alpha)/m_i \right),
\]
we see that
\[
\alpha_i^l \geq (1 - \tau_i^j \gamma^j_i) \mu \frac{1}{M_1^i} > 0.
\]

We have that \( \mu \) is bounded away from zero (since both \( \sigma \) and \( (s^i)^T \lambda^i \) are bounded away from zero) and \( \tau_i^j \gamma^j_i \) is bounded away from one (since \( \tau_i^j \) is at most one and \( \gamma^j \) is bounded away from one). Hence, \( \alpha_i^l \) is bounded away from zero in \( \Omega(\epsilon) \) for \( i = 1, \ldots, N \).
Thus, again omit the superscript $l$

$$(s^i(\alpha))^T \lambda^i(\alpha) - \bar{\tau}_2^i \gamma^i \| R^i(\alpha) \|. $$

In analogy to page 117 in [3], we use the mean value theorem and the Lipschitz continuity of $(R^i)'$. The mean value theorem gives

$$R^i(\alpha) = R^i(z^i) + \alpha (R^i)'(z^i) \Delta z^i + \alpha \left( \int_0^1 ((R^i)'(z^i + t \alpha \Delta z^i) - (R^i)'(z^i)) \Delta z^i \right),$$

where $\bar{r}^i$ denotes the contributing elements of the $i$th term in $\| \bar{r} \|$, see (30). The Lipschitz continuity of $(R^i)'$ gives

$$\| R^i(\alpha) \| \leq \| R^i(z^i) \| (1 - \alpha) + \alpha \| \bar{r}^i \| + \alpha^2 L^i \| \Delta z^i \|^2. \tag{36}$$

From inequality (36) and the stop criteria of the step direction calculation Algorithm 6, we get

$$\| R^i(\alpha) \| \leq (1 - \alpha) \| R^i(z^i) \| + \alpha \eta \left( \frac{(s^i)^T \lambda^i}{m} \right) + \alpha^2 L^i \| \Delta z^i \|^2.$$

Thus,

$$(s^i(\alpha))^T \lambda^i(\alpha) - \bar{\tau}_2^i \gamma^i \| R^i(\alpha) \| \geq$$

$$(s^i + \alpha \Delta s^i)^T (\lambda^i + \alpha \Delta \lambda^i) - \bar{\tau}_2^i \gamma^i \left( (1 - \alpha) \| R^i(z^i) \| + \alpha \eta \left( \frac{(s^i)^T \lambda^i}{m} \right) + \alpha^2 L^i \| \Delta z^i \|^2 \right) =$$

$$(s^i)^T \lambda^i + \alpha (s^i)^T \Delta \lambda^i + \alpha (\Delta s^i)^T \lambda^i + \alpha^2 (\Delta s^i)^T \Delta \lambda^i -$$

$$\bar{\tau}_2^i \gamma^i \left( (1 - \alpha) \| R^i(z^i) \| + \alpha \eta \left( \frac{(s^i)^T \lambda^i}{m} \right) + \alpha^2 L^i \| \Delta z^i \|^2 \right) =$$

$$(1 - \alpha) \left( (s^i)^T \lambda^i - \bar{\tau}_2^i \gamma^i \| R^i(z^i) \| \right) + \alpha \left( m, \mu - \frac{\bar{\tau}_2^i \gamma^i \eta (s^i)^T \lambda^i}{m} \right) +$$

$$\alpha^2 \left( (\Delta s^i)^T \Delta \lambda^i - \bar{\tau}_2^i \gamma^i L^i \| \Delta z^i \|^2 \right) \geq$$

$$(1 - \alpha) \left( (s^i)^T \lambda^i - \bar{\tau}_2^i \gamma^i \| R^i(z^i) \| \right) + \alpha \left( m, \mu - \frac{\bar{\tau}_2^i \gamma^i \eta (s^i)^T \lambda^i}{m} \right) +$$

$$\alpha^2 \left( (\Delta s^i)^T \Delta \lambda^i - \bar{\tau}_2^i \gamma^i L^i \| \Delta z^i \|^2 \right) \geq$$

$$(1 - \alpha) \left( (s^i)^T \lambda^i - \bar{\tau}_2^i \gamma^i \| R^i(z^i) \| \right) + \alpha \left( m, \mu - \frac{\bar{\tau}_2^i \gamma^i \eta (s^i)^T \lambda^i}{m} \right) +$$

$$\alpha^2 \left( (\Delta s^i)^T \Delta \lambda^i - \bar{\tau}_2^i \gamma^i L^i \| \Delta z^i \|^2 \right) \geq$$

$$(1 - \alpha) \left( (s^i)^T \lambda^i - \bar{\tau}_2^i \gamma^i \| R^i(z^i) \| \right) + \alpha \left( m, \mu - \frac{\bar{\tau}_2^i \gamma^i \eta (s^i)^T \lambda^i}{m} \right) +$$

$$\alpha \left( m, \mu - \frac{\bar{\tau}_2^i \gamma^i \eta (s^i)^T \lambda^i}{m} \right) - \alpha^2 M^i_2 \geq$$

$$\alpha \left( m, \mu - \frac{\bar{\tau}_2^i \gamma^i \eta (s^i)^T \lambda^i}{m} \right) - \alpha^2 M^i_2.$$
Since $\alpha'_i$ is defined as

$$
\alpha'_i = \max_{\alpha \in [0,1]} \{ \alpha | f_2(\alpha') \geq 0, \text{ for all } \alpha' \leq \alpha \},
$$

with

$$
f_2(\alpha) = \left( s^{i,(l)}(\alpha) \right)^T \lambda^{i,(l)}(\alpha) - \tilde{\tau}_i^2 \gamma^{i,(l)} \left\Vert R^i(\alpha) \right\Vert
$$

and $\sigma^i > \tilde{\tau}_i^2 \gamma^i \hat{\eta}^i(s^i)^T \lambda^i / \min_i ((s^i)^T \lambda^i) + \epsilon_\sigma$, we see that

$$
\alpha'_i \geq \left( \sigma \min_i ((s^i)^T \lambda^i) - \tilde{\tau}_i^2 \gamma^i \hat{\eta}^i(s^i)^T \lambda^i \right) \frac{1}{m M_2} > 0.
$$

Hence, $\alpha'_i$ is bounded away from zero in $\Omega^i(\epsilon)$ for $i = 1, \ldots, N$.

Thus, we can always find a step size bounded away from zero. We continue by showing that, given a step direction $\tilde{p}^i$ calculated in accordance to Algorithm 6, there is a step $p^i$ such that

$$
\left\Vert H^i(z^i + p^i) \right\Vert \leq (1 - \hat{\beta}(1 - \eta')) \left\Vert H^i(z^i) \right\Vert.
$$
given $z^i$ and $\beta \in (0, 1)$. That is, there exists an actual step size $\alpha$ such that the inequality above is fulfilled. To do this we state Lemma (1) which is based on Lemma 3.1 in [20].

**Lemma 1.** Given $z^i$ and $\beta \in (0, 1)$, assume that $\tilde{p}^i$ is calculated in accordance to Algorithm 6. Then

$$
\left\Vert H^i(z^i) + (H^i)'(z^i) \tilde{p}^i \right\Vert < \left\Vert H^i(z^i) \right\Vert,
$$

and there exists an $\eta'_{\min} \in (0, 1)$ such that, for any $\eta' \in [\eta'_{\min}, 1)$, we can find a $p^i$ satisfying

$$
\left\Vert H^i(z^i + p^i) \right\Vert \leq (1 - \hat{\beta}(1 - \eta')) \left\Vert H^i(z^i) \right\Vert.
$$

**Proof.** Constraint $\left\Vert H^i(z^i) + (H^i)'(z^i) \tilde{p}^i \right\Vert < \left\Vert H^i(z^i) \right\Vert$ implies that $\left\Vert H^i(z^i) \right\Vert \neq 0$ and $\tilde{p}^i \neq 0$. However, note that if $\left\Vert H^i(z^i) \right\Vert = 0$ we would have terminated the algorithm in the previous iteration. We start by showing the first inequality. The step direction calculations are terminated when the $i$th term of $\tilde{\rho}^i$ (denoted $\hat{\rho}^i$) is less than $\hat{\eta}(s^i)^T \lambda^i / m$, see (30), (33) and (34). Consequently, we get

$$
\left\Vert H^i(z^i) + (H^i)'(z^i) \tilde{p}^i \right\Vert \leq \mu \left[ \begin{array}{c} 0 \\ 0 \\ \hat{\rho}^i \\ \eta' \end{array} \right] + \hat{\rho}^i
\leq \sqrt{m_2} \mu + \hat{\rho}^i
\leq \sqrt{m_2} \sigma \min_i ((s^i)^T \lambda^i) + \frac{\hat{\eta}}{m} ((s^i)^T \lambda^i)
\leq (\sigma + \hat{\eta}) ((s^i)^T \lambda^i)
\leq (\sigma + \hat{\eta}) \left\Vert H^i(z^i) \right\Vert
= \hat{\eta} \left\Vert H^i(z^i) \right\Vert
< \left\Vert H^i(z^i) \right\Vert,
$$
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since $\tilde{\eta} < 1$. The rest of the proof follows that of Lemma 3.1 in [20]. A slight modification has been made to incorporate $i = 1, \ldots, N$. Define
\[
\tilde{\eta} = \frac{\|H^i(z^i) + (H^i)'(z^i)\tilde{p}\|}{\|H^i(z^i)\|},
\]
\[
e^i = \frac{(1 - \beta)(1 - \tilde{\eta})\|H^i(z^i)\|}{\|\tilde{p}\|},
\]
\[
\eta^i_{\text{min}} = \max \left\{ \tilde{\eta}, 1 - \frac{(1 - \tilde{\eta})\delta^i}{\|\tilde{p}\|} \right\},
\]
where $\delta^i > 0$ is chosen such that
\[
\|H^i(z^i + p^i) - H^i(z^i) - (H^i)'(z^i)p^i\| \leq e^i\|p^i\|
\]
whenever $\|p^i\| \leq \delta^i$. We set
\[
p^i = \frac{1 - \eta^i}{1 - \tilde{\eta}}p^i,
\]
for any $\eta^i \in [\eta^i_{\text{min}}, 1)$. Then
\[
\|H^i(z^i) + (H^i)'(z^i)p^i\| \leq \frac{\eta^i - \tilde{\eta}}{1 - \tilde{\eta}}\|H^i(z^i)\| + \frac{1 - \eta^i}{1 - \tilde{\eta}}\|H^i(z^i) + (H^i)'(z^i)\tilde{p}\|
\]
\[
= \frac{\eta^i - \tilde{\eta}}{1 - \tilde{\eta}}\|H^i(z^i)\| + \frac{1 - \eta^i}{1 - \tilde{\eta}}\tilde{\eta}\|H^i(z^i)\|
\]
\[
= \eta^i\|H^i(z^i)\|,
\]
and, due to
\[
\|p^i\| = \frac{1 - \eta^i}{1 - \tilde{\eta}}\|\tilde{p}\| \leq \frac{1 - \eta^i_{\text{min}}}{1 - \tilde{\eta}}\|\tilde{p}\| \leq \delta^i,
\]
we get
\[
\|H^i(z^i + p^i)\| = \|H^i(z^i + p^i) - H^i(z^i) - (H^i)'(z^i)p^i + H^i(z^i) + (H^i)'(z^i)p^i\|
\]
\[
\leq \|H^i(z^i + p^i) - H^i(z^i) - (H^i)'(z^i)p^i\| + \|H^i(z^i) + (H^i)'(z^i)p^i\|
\]
\[
\leq \|H^i(z^i + p^i) - H^i(z^i) - (H^i)'(z^i)p^i\|
\]
\[
\leq e^i\frac{1 - \eta^i}{1 - \tilde{\eta}}\|\tilde{p}\| + \eta^i\|H^i(z^i)\|
\]
\[
= (1 - \beta)(1 - \eta^i)\|H^i(z^i)\| + \eta^i\|H^i(z^i)\|
\]
\[
= (1 - \beta(1 - \eta^i))\|H^i(z^i)\|.
\]

Recall that the line search in Algorithm 6 is initialized with $\tilde{\eta}^{(i)} = \alpha^{(i)}\Delta z^{(i)}$ and $\eta^{(i)} = 1 - \alpha^{(i)}(1 - \tilde{\eta})$, and evolves as $\tilde{\eta}^{(i)} = \theta\tilde{\eta}^{(i)}$ and $\eta^{(i)} = 1 - \theta(1 - \eta^{(i)})$. Assume that $H^i(z^{(i)}) \neq 0$ and $\|\Delta z^{(i)}\| \neq 0$. Consequently, from the proof of Lemma 1, we conclude that the while loop terminates with
\[
1 - \eta^{(i)} \geq \min \left\{ \alpha^{(i)}(1 - \tilde{\eta}^{(i)}), \frac{\theta(1 - \eta^{(i)})}{\|\Delta z^{(i)}\|} \right\},
\]
(37)
which is equivalent to the result on page 114 in [3] for $N = 1$ and Lemma 5.1 in [20] for $N = 1$ and an additional $\alpha$-update. To see this, we follow the reasoning made in the proof of Lemma 5.1 in [20]. If $\eta^{i,(l)} \in [\eta_{\min}^{i,(l)}, 1]$ such that $1 - \eta^{i,(l)} < \delta(1 - \bar{\eta})/\|\Delta z^{i,(l)}\|$ we get, from the proof above, that

$$\|H'(z^l + p^i)\| \leq (1 - \beta(1 - \eta^i))\|H'(z^i)\|.$$ 

Also, note that $1 - \eta^{i,(l)}$ decreases with a factor $\theta \in (0, 1)$ for each run of the while loop. If no iteration of the while loop is necessary we have $1 - \eta^{i,(l)} = \alpha^{i,(l)}(1 - \bar{\eta}^{(l)})$. Suppose instead that $1 - \eta^{i,(l)} = \theta \delta^l(1 - \bar{\eta})/\|\Delta z^{i,(l)}\|$ which is less than $\delta^l(1 - \bar{\eta})/\|\Delta z^{i,(l)}\|$, then the loop terminates. Thus, (37) holds.

The value of $1 - \eta^{i,(l)}$ is bounded away from zero (since $\alpha^{i,(l)}$ is bounded away from zero, $\eta^{i,(l)}$ is bounded away from one, $\theta > 0$ and independent of $l$, $\delta^l > 0$ and independent of $l$, and $\|\Delta z^{i,(l)}\|$ is bounded). The fact that $1 - \eta^{i,(l)}$ is bounded away from zero will be used in the proof of global convergence. So at this point we observe that the combination of Lemma 1 and Theorem 2, and the complementary discussion assure that the iterates are persistently updated through the run of the algorithm. As a corollary, we can then state that the algorithm, provided assumptions B1-B4 are fulfilled, can only break down at some iteration point $z^{i,(l)}$ if and only if $\|H'(z^{i,(l)})\| = 0$. Notice that for convex problems the break down can only happen when we have arrived at an optimal solution, hence there will always exist a suitable search direction for updating the iterates. We will now focus on convergence properties of the algorithm.

### A.2 Convergence Properties

We first discuss some results needed for the proof of global convergence. The following theorem is used in the proof of Theorem 4, and is therefore included here. It is based on Theorem 3.5 in [20].

**Theorem 3.** Assume that Algorithm 6 does not break down. If $z^*$ is a limit point of $\{z^{(l)}\}$ such that there exists a $\Gamma$ independent of $l$ for which

$$\|\eta^{i,(l)}\| \leq \Gamma(1 - \eta^{i,(l)})\|H(z^{i,(l)})\|$$

(38)

when $z^{i,(l)}$ is sufficiently close to $z^*$ and $l$ is sufficiently large, then $z^{i,(l)} \to z^*$. Here, $(1 - \eta^{i,(l)})$ corresponds to the actual step size used by all subproblems $i = 1, \ldots, N$.

**Proof.** See the proof of Theorem 3.5 in [20].

We are now ready to state the following theorem, which is based on Theorem 3.1 in [3].

**Theorem 4.** If $z^*$ is a limit point of $\{z^{(l)}\}$ such that $\|H'(z^*)\|$ is nonsingular, then the sequence $\{z^{(l)}\}$ generated by Algorithm 6 converges to $z^*$ .

**Proof.** The proof follows closely that of Theorem 3.1 in [3]. We define $K = \|(H'(z^*))^{-1}\|$ and choose $\delta > 0$ such that $(H'(z))^{-1}$ exists and $\|(H'(z))^{-1}\| \leq 2K$ whenever $z \in N_\delta(z^*)$. The actual step used in subproblem $i$ is

$$p^{i,(l)} = \min \left\{1 - \eta^{i,(l)} \right\} \frac{1}{1 - \eta^{i,(l)}} \Delta z^i = \frac{1 - \eta^{i,(l)}}{1 - \eta^{i,(l)}} \Delta z^i.$$
that is, we choose the minimum step size over all subproblems. Assume \( z^{(t)} \in N_\delta(z_*) \), then

\[
\|p^{(t)}\| = \frac{1 - \eta^{(t)}_*}{1 - \bar{\eta}^{(t)}} \|\Delta z\|
\]

\[
\leq \frac{1 - \eta^{(t)}_*}{1 - \bar{\eta}^{(t)}} \|(H'(z^{(t)}))^{-1}\| \| - H(z^{(t)}) + \bar{r}^{(t)}\|
\]

\[
\leq \frac{1 - \eta^{(t)}_*}{1 - \bar{\eta}^{(t)}} \|(H'(z^{(t)}))^{-1}\| \|H(z^{(t)})\| + \bar{\eta}^{(t)} \|H(z^{(t)})\|
\]

\[
\leq \frac{1 - \eta^{(t)}_*}{1 - \bar{\eta}^{(t)}} 2K (1 + \bar{\eta}^{(t)}) \|H(z^{(t)})\|
\]

\[
\leq \Gamma (1 - \eta^{(t)}_*) \|H(z^{(t)})\|
\]

where

\[
\Gamma = 2K \left( \frac{1}{1 - \bar{\eta}_{\max}} + \bar{\eta}_{\max} \right)
\]

and \( \bar{\eta}_{\max} \) is the maximum value that \( \bar{\eta}^{(t)} \) can be set to. Thus, there exists a \( \Gamma \) independent of \( l \) for which inequality (38) holds when \( z^{(t)} \) is sufficiently close to \( z_* \) and \( l \) is sufficiently large. Consequently, by Theorem 3, \( z^{(t)} \to z_* \). \( \square \)

The following theorem is needed in the proof of global convergence. It is based on Theorem 3.4 in [20].

**Theorem 5.** Assume that Algorithm 6 does not break down. If \( \sum_{t \geq 0} (1 - \eta^{(t)}_*) \) is divergent then \( H(z^{(t)}) \to 0 \).

**Proof.** The proof follows closely that of Theorem 3.4 in [20]. From the line search in Algorithm 6, we get

\[
\|H'(z^{(t)}(i))\| \leq (1 - \beta(1 - \eta^{(t-1)}_*)) \|H'(z^{(t-1)}(i))\|
\]

\[
\leq \Pi_{0 \leq j < t} (1 - \beta(1 - \eta^{(j)}_*)) \|H'(z^{(0)}(i))\|
\]

\[
\leq \exp \left( - \beta \sum_{0 \leq j < t} (1 - \eta^{(j)}_*) \right) \|H'(z^{(0)}(i))\|.
\]

Thus

\[
\|H(z^{(t)})\| \leq \exp \left( - \beta \sum_{0 \leq j < t} (1 - \eta^{(j)}_*) \right) \|H(z^{(0)})\|.
\]

The divergence of \( \sum_{t \geq 0} (1 - \eta^{(t)}_*) \) implies \( H(z^{(t)}) \to 0 \) since \( \beta > 0 \) and \( 1 - \eta^{(t)}_* \geq 0 \). \( \square \)

We are now ready to state the theorem of global convergence of the proposed method. It is based on Theorem 3.3 in [3].

**Theorem 6.** Assume \( \{z^{(t)}\} \) is generated by Algorithm 6 and assumptions B1-B4 are fulfilled, then \( \{\|H(z^{(t)})\|\} \) converges to zero.
Proof. The proof follows closely that of Theorem 3.3 in [3] and Theorem 5.2 in [20]. Algorithm 6 does not break down (unless at the optimal solution) and has step sizes bounded away from zero, see Theorem 2, Lemma 1 and the complementary discussion. Furthermore, it follows from Theorem 4 that 
\[ z(l) \to z^* . \] The sequence \( \{\|H(z(l))\|\} \) is, by construction of the algorithm, decreasing and bounded, and consequently convergent. Assume that it converges to \( \kappa > 0 \). So, for sufficiently large \( l \) we have \( z^*(l) \in N_{\delta}(z_*) \) and the while loop of Algorithm 6 terminates with inequality (37) fulfilled. Since \( z(l) \to z^* \), all but finitely many \( l \) satisfy that \( z^*(l) \in N_{\delta}(z_*) \), consequently \( \sum_{l \geq 0}(1 - \eta(l)) \) is divergent. Hence, from Theorem 5 we get that \( H(z(l)) \to 0 \), which contradicts our assumption that \( H(z(l)) \to \kappa > 0 \). Thus, \( \{\|H(z(l))\|\} \) converges to zero.

B ADMM, Fixed Point Iterations and Uzawa’s Method

As stated in Section 7.1, ADMM can be viewed as fixed point iterations and as a modified version of Uzawa’s method. In this appendix, we explore these relations in detail for our specific problem formulation.

B.1 ADMM and Fixed Point Iterations

Consider functions \( F_1(\Delta W) \) and \( F_2(\Delta x) \) in (16), and let us rewrite them in the form
\[ F_1(\Delta W) = \frac{1}{2} \Delta W^T \tilde{F}_1 \Delta W + \tilde{f}_1^T \Delta W \] and \( F_2(\Delta x) = \tilde{f}_2^T \Delta x \).

We can then rewrite the optimality conditions for (16), in (14), as
\[ \begin{bmatrix} \tilde{F}_1 & 0 & \rho A^T \\ 0 & \rho B^T & 0 \\ \rho A & \rho B & 0 \end{bmatrix}_{KKT} \begin{bmatrix} \Delta W \\ \Delta x \\ \Delta \bar{u} \end{bmatrix} = \begin{bmatrix} -\tilde{f}_1 \\ -\tilde{f}_2 \\ \rho c \end{bmatrix}_{KKT}, \tag{39} \]

where \( \Delta \bar{u} = (\Delta \bar{v}, \Delta \bar{v}_c) \). With the newly defined notation, the ADMM iterations for the problem in (16) can be written in closed form as
\[ \begin{align*}
\Delta W^{(k+1)} &= M_1(-\tilde{f}_1 + \rho A^T c - \rho A^T B \Delta x^{(k)} - \rho A^T \Delta \bar{u}^{(k)}), \\
\Delta x^{(k+1)} &= M_2(-\tilde{f}_2 + \rho B^T c - \rho B^T A \Delta W^{(k+1)} - \rho B^T \Delta \bar{u}^{(k)}), \\
\Delta \bar{u}^{(k+1)} &= \Delta \bar{u}^{(k)} + A \Delta W^{(k+1)} + B \Delta x^{(k+1)} - c,
\end{align*} \tag{40} \]

with
\[ M_1 = (\tilde{F}_1 + \rho A^T A)^{-1} \text{ and } M_2 = (\rho B^T B)^{-1}. \]

We can rewrite the equations in (40) in a more compact manner as
\[ \begin{bmatrix} \Delta W^{(k+1)} \\ \Delta x^{(k+1)} \\ \Delta \bar{u}^{(k+1)} \end{bmatrix} = G \begin{bmatrix} \Delta W^{(k)} \\ \Delta x^{(k)} \\ \Delta \bar{u}^{(k)} \end{bmatrix} + f, \tag{41} \]
with
\[ G = \begin{bmatrix} 0 & -\rho M_1 A^T B & -\rho M_1 A^T \\ 0 & \rho^2 M_2 B^T AM_1 A^T B & \rho M_2 B^T (\rho AM_1 A^T - I) \\ 0 & \rho (\rho B M_2 B^T - I) AM_1 A^T B & \rho (\rho B M_2 B^T - I) AM_1 A^T - \rho B M_2 B^T + I \end{bmatrix} \]
and
\[ f = \begin{bmatrix} M_1 m_1 \\ M_2 m_2 - \rho M_2 B^T AM_1 m_1 \\ -c + AM_1 m_1 + B(M_2 m_2 - \rho M_2 B^T AM_1 m_1) \end{bmatrix}, \]
where
\[ m_1 = -\tilde{f}_1 + \rho A^T c \text{ and } m_2 = -\tilde{f}_2 + \rho B^T c. \]

The iterations in (41) clearly show that \( \Delta x \) and \( \Delta \bar{u} \) make up the state of the algorithm, whereas \( \Delta W \) only is an intermediate result, see [10]. Notice that we can view (41) as an iterative solver for a pre-conditioned version of the system of equations in (39). That is, the iteration matrix \( G \) and the vector \( f \) can be expressed as
\[ G = I - M_{\text{PRE,1}}^{\text{KKT}} A_{\text{KKT}} \text{ and } f = M_{\text{PRE,1}}^{\text{KKT}} b_{\text{KKT}}, \]
respectively, where \( M_{\text{PRE,1}} \) is a pre-conditioner defined as
\[ M_{\text{PRE,1}} = \begin{bmatrix} \tilde{F}_1 & -\rho A^T B & \rho A^T \\ 0 & 0 & \rho B^T \\ \rho A & \rho B & -\rho I \end{bmatrix}. \]

For details regarding iterative solvers and pre-conditioners, see [46]. When ADMM converges, we get the fixed point iterations
\[ \begin{bmatrix} \Delta W \\ \Delta x \\ \Delta \bar{u} \end{bmatrix} = G \begin{bmatrix} \Delta W \\ \Delta x \\ \Delta \bar{u} \end{bmatrix} + f \Leftrightarrow A_{\text{KKT}} \begin{bmatrix} \Delta W \\ \Delta x \\ \Delta \bar{u} \end{bmatrix} = b_{\text{KKT}}, \]
which is equal to the system of equations that we would like to solve, namely (39).

### B.2 ADMM and Uzawa’s Method

Notice that solving (39) is equivalent to finding a saddle point of the Lagrangian function
\[
\mathcal{L}(\Delta W, \Delta x, \Delta \bar{u}) = F_1(\Delta W) + F_2(\Delta x) + \rho \Delta \bar{u}^T (AW + Bx - c),
\]
which also is a saddle point of the augmented Lagrangian
\[
\mathcal{L}_\rho(\Delta W, \Delta x, \Delta \bar{u}) = F_1(\Delta W) + F_2(\Delta x) + \frac{\rho}{2} \|A\Delta W + B\Delta x - c + \Delta \bar{u}\|_2^2.
\]
This augmented Lagrangian function is in turn the Lagrangian function of the optimization problem
\[
\begin{align*}
&\text{minimize} \quad F_1(\Delta W) + F_2(\Delta x) + \frac{\rho}{2} \|A\Delta W + B\Delta x - c\|_2^2, \\
&\text{subject to} \quad A\Delta W + B\Delta x = c,
\end{align*}
\]

\[(42)\]
ADMM applied to (16) is equivalent to Uzawa’s method applied to (42) with one Gauss-Seidel iteration [46] in the update of the primal variables [26, 25] and the relaxation parameter equal to the penalty parameter $\rho$. This can be seen by first noting that the optimality conditions of (42), i.e.,

$$
\begin{bmatrix}
M^{-1} & \rho A^T B & \rho A^T \\
\rho B^T A & M^{-1} & \rho B^T \\
\rho A & \rho B & 0
\end{bmatrix}
\begin{bmatrix}
\Delta W \\
\Delta x \\
\Delta \bar{u}
\end{bmatrix}
= 
\begin{bmatrix}
m_1 \\
m_2 \\
p c
\end{bmatrix},
$$

(43)

are equivalent to those of Problem (16). In fact, the system of equations (43) is a preconditioned version of (39), that is, $A_{KKT}^{\text{PRE,2}} = (M^{-1})_{\text{PRE,2}}A_{KKT}$ and $b_{KKT}^{\text{PRE,2}} = (M^{-1})_{\text{PRE,2}}b_{KKT}$, with

$$
M_{\text{PRE,2}} = 
\begin{bmatrix}
I & 0 & -A^T \\
0 & I & -B^T \\
0 & 0 & I
\end{bmatrix}.
$$

Uzawa’s method minimizes the Lagrangian function by iteratively first minimizing with respect to primal variables and then with respect to dual variables. In ADMM, however, the minimization with respect to primal variables are performed sequentially over $\Delta W$ and $\Delta x$, that is, by performing one Gauss-Seidel iteration with respect to $\Delta W$ and $\Delta x$ [46]. The first step of Uzawa’s method applied to our problem then requires solving

$$
\begin{bmatrix}
(M^{-1})_{\text{PRE,2}} & \rho A^T B \\
\rho B^T A & (M^{-1})_{\text{PRE,2}}
\end{bmatrix}
\begin{bmatrix}
\Delta W \\
\Delta x
\end{bmatrix}
= 
\begin{bmatrix}
m_1 - \rho A^T \Delta \bar{u}^k \\
m_2 - \rho B^T \Delta \bar{u}^k
\end{bmatrix},
$$

(44)

which is the closed form solution of

$$
(\Delta W^{(k+1)}, \Delta x^{(k+1)}) = \arg\min_{\Delta W, \Delta x} \{ L_\rho(\Delta W, \Delta x, \Delta \bar{u}^k) \}
= \arg\min_{\Delta W, \Delta x} \{ F_1(\Delta W) + F_2(\Delta x) + \frac{\rho}{2} \| A\Delta W + B\Delta x - c + \Delta \bar{u}^k \|_2^2 \}.
$$

The system of equations in (44) can be solved approximately using Gauss-Seidel, that is,

$$
\begin{bmatrix}
\Delta W^{k+1} \\
\Delta x^{k+1}
\end{bmatrix}
= 
\begin{bmatrix}
(M^{-1})_{\text{PRE,2}} & 0 \\
0 & (M^{-1})_{\text{PRE,2}}
\end{bmatrix}
\begin{bmatrix}
0 & -\rho A^T B \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\Delta W^k \\
\Delta x^k
\end{bmatrix}
+ 
\begin{bmatrix}
M^{-1} & 0 \\
\rho B^T A & M^{-1}
\end{bmatrix}
\begin{bmatrix}
0 \\
0
\end{bmatrix}
\begin{bmatrix}
m_1 - \rho A^T \Delta \bar{u}^k \\
m_2 - \rho B^T \Delta \bar{u}^k
\end{bmatrix}
+ 
\begin{bmatrix}
0 \\
0
\end{bmatrix}
\begin{bmatrix}
-\rho M_1 A^T B \\
\rho^2 M_2 B^T A M_1 A^T B
\end{bmatrix}
\begin{bmatrix}
\Delta W^k \\
\Delta x^k
\end{bmatrix}
+ 
\begin{bmatrix}
0 \\
0
\end{bmatrix}
\begin{bmatrix}
M_1 (m_1 - \rho A^T \Delta \bar{u}^k) \\
M_2 (m_2 - \rho B^T \Delta \bar{u}^k)
\end{bmatrix}.
$$

(45)

Notice that the iteration in (45) is equivalent to the primal updates (41) in ADMM. The fact that the dual update in Uzawa’s method is equivalent to that of ADMM then shows the equivalence.