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Effect of Nodes Reordering on the Schedulability of
Real-Time Messages in Timed Token Networks
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Abstract—This letter addresses the effect of different ordering
patterns of network nodes on the ability to schedule real-time mes-
sages in a timed token network where the timed token medium ac-
cess control protocol is employed. It is found that for any given
setting of network parameters, a set of real-time message streams
which is unschedulable under one particular nodes-ordering may
become schedulable under another different nodes-ordering. Some
guidelines for avoiding a possible misjudgement in the schedula-
bility due to inappropriately ordered nodes are discussed.

Index Terms—FDDI networks, real-time communication,
schedulability test, synchronous messages, timed token medium
access control protocol, timed token networks.

I. INTRODUCTION

T HIS letter presents a complemental note on testing the
schedulability of real-time traffic in a timed token network

(e.g., FDDI [2]) where the timed token medium access control
(MAC) protocol [1], [2] is used.

The timed token MAC protocol is capable of supporting
real-time communication due to its inherent timing property of
bounded medium access time. With this protocol, messages are
grouped into two types:synchronousandasynchronous. Syn-
chronous messages arrive at regular intervals and have delivery
time constraints. Asynchronous messages arrive irregularly and
have no delivery time constraints. During network initialization
time, all nodes negotiate a protocol parameter called theTarget
Token Rotation Time(TTRT) to specify the expected token
rotation time. Each nodeis assigned a fraction of the TTRT
as itssynchronous bandwidth, which is the maximum time the
node is allowed to transmit its synchronous messages every
time it receives the token. Whenever nodereceives the token,
it transmits its synchronous messages (if any) first for a time
up to . If the time elapsed since the previous token arrival
at node is less than TTRT (i.e., the token arrived earlier than
expected), then nodecan send its asynchronous messages to
make up the difference.

One of key issues related to guaranteeing the transmission of
synchronous messages before their deadlines is schedulability
test (i.e., testing whether or not a considered set of synchronous
message streams is schedulable under a given setting of network
parameters including TTRT and ’s assigned to all nodes). A
set of synchronous message streams is saidschedulableif every
message from each of these streams can be transmitted before
its deadline. Zhanget al. [3] proposed an optimal schedula-
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bility test for a synchronous message set with message deadlines
no longer than periods based on an algorithmic method. Their
method works for any timed token network running the timed
token protocol.

Nodes in a timed token network can be arranged in any ar-
bitrary order in reality. While the arbitrary ordering does not
bring a concern for nonreal-time applications, it can, however,
affect the network performance of supporting the timely trans-
mission of real-time traffic for certain real-time applications. It
is found that under the same setting of network parameters (i.e.,
TTRT and all ’s pre-assigned to nodes remain unchanged),1

a timed token network with a different ordering of nodes may
present a quite different performance for guaranteeing real time
traffic. A synchronous message set which is unschedulable (i.e.,
fails to be guaranteed) under one specific ordering (of network
nodes) could become schedulable under another different or-
dering. Based on this finding, a considered synchronous mes-
sage set can be concluded to be unschedulable, under a given
setting of network parameters, only if this is true under every
possible ordering pattern of network nodes.

The rest of this letter is organized as follows. In Section II we
introduce the background knowledge under which this research
is conducted. In Section III we demonstrate, by numerical ex-
amples, the effect of reordering network nodes on the schedula-
bility of real-time traffic. In Section IV suggestions of avoiding
the possible misjudgement of the schedulability due to inappro-
priate ordering of nodes is discussed.

II. PRELIMINARY

A. Network and Message Models

The network consists of nodes forming alogical ring. Mes-
sage transmission is controlled by the timed token protocol.
Let be the portion of TTRT unavailable for transmitting syn-
chronous messages during one complete token rotation due to
inevitable overheads involved. Note thatmay depend on the
ordering of nodes (e.g., in a timed bus network).

Each node has one stream of synchronous messages, de-
noted as . A total of synchronous message streams (from
all nodes) forms a synchronous message set. Eachis char-
acterized by , and where is the time required to
transmit a maximum-size message from; is the minimum
message inter-arrival period and is the (relative) deadline of
messages from (i.e., if a message from arrives at time, it
must be transmitted by ).

1Here we assume that real-time messages (i.e., synchronous messages) orig-
inated from a node and the synchronous bandwidth pre-assigned to that node
remain unchanged with that same node.
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B. Requirements

To guarantee synchronous message deadlines, network pa-
rameters must be carefully selected such that they satisfy the
following two constraints [3]:

• Protocol Constraint: The sum total of the synchronous
bandwidths allocated to all nodes does not exceed the
available portion of TTRT, i.e., ;

• Deadline Constraint: Every synchronous message must be
transmitted before its deadline. Let be theworst-case
message response time for a message from(defined as
the longestpossible time interval between the arrival of
the message and the completion of its transmission), then
the deadline constraint is satisfiedif andonly if .

Given network parameters, an ordering of network nodes is
feasibleif, under such ordering, both the protocol and deadline
constraints hold for the considered synchronous message set.
A synchronous message set isschedulableunder a particular
ordering of nodes if the ordering is feasible.

As will be clear, given an assignment of network parameters,
the different ordering of network nodes may present different
performance for guaranteeing synchronous traffic. So, a syn-
chronous message set is schedulable only if there is at least one
feasible ordering among all possible orderings.

III. EFFECT OFNODESREORDERING

In this section we demonstrate, by a numerical example, the
effect of different ordering patterns of network nodes on the
schedulability of real-time traffic. To simplify the demonstra-
tion, let us consider a timed token network (say, FDDI) of three
nodes, under two different nodes-ordering patterns as shown
in Fig. 1. The considered synchronous message setwith

( ) and the synchronous bandwidths (’s)
produced by theNormalized Proportional Allocation(NPA)
scheme [4] are listed in Table I. Also, for simplicity, assume

and .
Zhanget al. [3] proposed an algorithm to capture the exact

value of , which can be used to form an optimal test on
schedulability of a synchronous message set in a timed token
network of any particular (fixed) ordering. Due to space limi-
tation we shall not describe here their algorithm for searching
the value of . Instead we illustrate how to derive the value of

in an intuitive way which mirrors, in nature, their method
adopted in [3].

Now let us test the schedulability of message setunder two
different nodes-ordering patterns (i.e., Ordering A and Ordering
B) given in Fig. 1. Clearly, the protocol constraint is met. We
now consider how to derive the value of required for testing
the deadline constraint.

The worst-case situation for transmission of a synchronous
message from , which is used in [3] for derivation of , hap-
pens with some time instant at which the token arrives at
node , subject to the following conditions: i) Before time
there is no traffic on the ring, so the token rotation time isand
the token arrives at node, at time , earlier than expected by
( ); ii) At time there is not a synchronous message
available to be sent in node, so thetransmission rightis inter-
nally passed onto asynchronous traffic within the same node.

Fig. 1. Two different ordering patterns of the network (e.g., FDDI).

TABLE I
SYNCHRONOUSMESSAGESETM AND THE H ’s

But, just at that moment a message fromarrives; iii) After
every node has enough asynchronous messages (to send) to

use up all available asynchronous bandwidth; iv) At time, a
message from every stream ( ; ) arrives
in node and another message from the same streamkeeps
arriving every units of time.

Based on the above worst-case scenario for transmission of a
message from and the protocol rules regulating normal ring
operations (briefly stated in Section I), We can mimic (simulate)
the worst case system behavior for transmitting a message from

, or by a tracing table, Tables II, III or IV respectively
in our example. For a clear tracing, assume that and the
tracing process starts from time . Let and
represent the time spent at nodein transmitting synchronous
and asynchronous messages respectively.

Due to space limitation we explain below only the tracing
process for under Ordering A. In Table III (see the left part
under “Ordering A”), at time (Row 1) the token
arrives at node 2 earlier than expected by

[by i) above], [by ii)] and
[by i) and iii)]. After transmit-

ting its asynchronous messages, node 2 passes the token to its
downstream neighbor, i.e., node 3. Since , the token ar-
rives at node 3 (Row 2) at time . By iv), a whole mes-
sage from should be available when the token arrives at
node 3 (at time ), thus (since

), i.e., node 3 uses up to transmit the first
frame of the whole message (of the length );
(since the token arrives in node 3 late at time ). Then
the token is passed to the next node, i.e., node 1, and it ar-
rives at node 1 at time . Similar to the
token’s visit to the upstream neighbor of node 1, i.e., node 3
(row 2), in node 1 (row 3) (the whole message
from , since ); . Similarly, we can
continue the tracing process for the next few successive token
visits to nodes, as shown in the remaining few rows of the table.
Note that the token arrives at node 1early at time
(Row 6) because the time elapsed since the token’s last arrival
at node 1 (at ) is , less than

. Thus, (another message from ar-
rived at because ); .
Thus, the token arrives at node 2 (the last row) at
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TABLE II
THE WORST-CASE SYSTEM BEHAVIOR FOR STREAM S

TABLE III
THE WORST-CASE SYSTEM BEHAVIOR FOR STREAM S

TABLE IV
THE WORST-CASE SYSTEM BEHAVIOR FOR STREAM S

. Since node 2 has transmitted part of the
whole message on the previous token visit (at time ),
node 2 only needs to transmit the remaining part of the syn-
chronous message, i.e., . So, the trans-
mission of the whole message from completes, in the worst
case, at , i.e., 143.6 units of time after
the message’s arrival, longer than the required deadline of 140
(since ). Thus, messages from will miss their
deadlines in the worst case, i.e., message setis unschedulable
under Ordering A.

One can conduct a similar tracing process for streamunder
Ordering B as shown on the right half of Table III, and for
streams and under Ordering A and Ordering B, as shown
in Tables II and IV. As shown in the right half of Tables II–IV we
have that ;

; .
That is, the message set is schedulable under Ordering B.

The above simple example reveals an fact that a synchronous
message set which fails to be guaranteed under one nodes-or-
dering may become guaranteed under another different nodes-
ordering in a timed token network.

IV. DISCUSSION ANDFINAL REMARKS

As the sequence of nodes arranged in a timed token net-
work can affect the schedulability of real-time traffic, network
nodes need to be arranged cautiously in order to avoid, in reality,
a possible misjudgement in schedulability of real-time traffic

caused by improper nodes-ordering. The following suggestions
may help a better reordering of network nodes in practice for
real-time applications.

It is easy to check that for a timed token network ofnodes,
there are different nodes-ordering patterns. With the
linear algorithm proposed in [3] for searching the exact value
of , it is easy to design and run an algorithm to automatically
search for all thosefeasiblenodes-ordering patterns, if any, or
to check the schedulability under any desired specific nodes-
ordering. Given network parameters, a considered synchronous
message set is deemed unschedulable only if none of
possible patterns is feasible.

Theoretically, reallocating application jobs/tasks (which gen-
erate real-time traffic) to different nodes can have an equiva-
lent effect to reordering network nodes. The former is prefer-
able in practice if such re-allocation (say, by exchanging some
concerned real-time applications among several geographically-
separated homogeneous workstations) is possible, because this
may lead to an economical solution. The physical migration of
nodes and the associated re-cabling can be costly and should be
avoided if possible.

Also, in many circumstances, the physical migration of nodes
can be avoided using the notion oflogical ring inherent with the
original idea oftimed token[1]. Nodes in a timed token network
can form a logical ring in spite of whether the formed ring is
a physical ring network (e.g., FDDI) or not (e.g., IEEE 802.4
token bus). The sequence of nodes arranged in such a logical
ring can be arbitrary but must be predefined. Bearing thelogical
ring in mind one can reorder nodes by simply predefining (after
finding) a feasibleorder of the token’s visits to nodes, rather
than physically changing the location and interconnection of
nodes. Although larger overheads could be incurred in passing
the token following a pre-defined order of nodes, such an option
which may bring an effective solution for certain real-time ap-
plications remains worth-trying (as the increment of overheads
may be small or acceptable). For some real-time applications,
the real-time traffic produced may never become schedulable if
by only improving a synchronous bandwidth allocation scheme
rather than reordering the nodes at the cost of a possibly higher
overhead.

We have demonstrated that an improper ordering of nodes
may cause actually-schedulable real-time traffic to be mis-
judged as unschedulable. Some possible solutions are discussed
above. This letter presents an important note that complements
the previous research on testing the schedulability of real-time
traffic in a timed token network.
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