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Effect of Nodes Reordering on the Schedulability of
Real-Time Messages in Timed Token Networks
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Abstract—This letter addresses the effect of different ordering bility test for a synchronous message set with message deadlines
patterns of network nodes on the ability to schedule real-time mes- ng longer than periods based on an algorithmic method. Their

sages in a timed token network where the timed token medium ac- method works for any timed token network running the timed
cess control protocol is employed. It is found that for any given token protocol

setting of network parameters, a set of real-time message streams : ] .
which is unschedulable under one particular nodes-ordering may ~ Nodes in a timed token network can be arranged in any ar-
become schedulable under another different nodes-ordering. Some bitrary order in reality. While the arbitrary ordering does not
guidelines for avoiding a possible misjudgement in the schedula- pring a concern for nonreal-time applications, it can, however,
bility due to inappropriately ordered nodes are discussed. affect the network performance of supporting the timely trans-
Index Terms—DDI networks, real-time communication, mission of real-time traffic for certain real-time applications. It
schedulability test, synchronous messages, timed token mediumig f5nd that under the same setting of network parameters (i.e.,
access control protocol, timed token networks. ; . .
TTRT and allH;'s pre-assigned to nodes remain unchangded),
a timed token network with a different ordering of nodes may
I. INTRODUCTION present a quite different performance for guaranteeing real time

T HIS letter presents a complemental note on testing tHgﬁic.Asynchronous message SetWhi(.:h s unsghedulable (-e.,
schedulability of real-time traffic in a timed token netvvorRcalls to be guaranteed) under one specific ordering (of network

(e.g., FDDI [2]) where the timed token medium access contrg?d.es) could beco”."e _schedulable upder another different or-
(MAC) protocol [1], [2] is used ering. Based on this finding, a considered synchronous mes-
’ ' g;ge set can be concluded to be unschedulable, under a given

The timed token MAC protocol is capable of supportin e ¢ network i v if this is t q
real-time communication due to its inherent timing property Ing of network parameters, only It this 1S true under every

bounded medium access time. With this protocol, messages %93?

grouped into two typessynchronousind asynchronousSyn- . ; .
chronous messages arrive at regular intervals and have deliV® duce the background knowledge under which this research

time constraints. Asynchronous messages arrive irregularly dn olndui:ged.ﬁ!n tSefctlon clj” we deTonitratg, by n;Jhmen(r:]aIde)l(-
have no delivery time constraints. During network initializatio mples, the efiect of reordering network nodes on the schedula-

time, all nodes negotiate a protocol parameter called #nget bility of r_eal-time_ traffic. In Section IV sugges_t_ions of av_oiding
Token Rotation TiméTTRT) to specify the expected tokenth(.a possmle_ m|31udgeme_nt O.f the schedulability due to inappro-
rotation time. Each nodes assigned a fractioH; of the TTRT priate ordering of nodes is discussed.

as itssynchronous bandwidthvhich is the maximum time the

node is allowed to transmit its synchronous messages every Il. PRELIMINARY

time it receives the token. Whenever nadeceives the token, A, Network and Message Models

it transmits its synchronous messages (if any) first for a time

d ) ) .~ The network consists af nodes forming #ogical ring. Mes-
up to ;. If the time elapsed since the previous token arrlv%la e transmission is controlled by the timed token protocol
at nodei is less than TTRT (i.e., the token arrived earlier th 9 y P '

) . a{;etv be the portion of TTRT unavailable for transmitting syn-
expected), then nodecan send its asynchronous messages o . .
chronous messages during one complete token rotation due to

make up the (_jlfference. . .__._inevitable overheads involved. Note thamay depend on the
One of key issues related to guaranteeing the transmission 03 : . .
ering of nodes (e.g., in a timed bus network).

synchronous messages before their deadlines is schedulabilit .
ach node has one stream of synchronous messages, de-

test (i.e., testing whether or not a considered set of synchron%%??d asS;. A total of n. synchronous message streams (from

message streams is schedulable under a given setting of netwcﬁr .
. . , . all n nodes) forms a synchronous message set. Bahchar-
parameters including TTRT arfd;’s assigned to all nodes). A . . . .
X . . acterized byC;, P, and D; whereC; is the time required to
set of synchronous message streams issaiddulabléf every : ! . . -
. ansmit a maximum-size message from P; is the minimum
message from each of these streams can be transmitted before . . . 7 ) .
: . . mesSsage inter-arrival period aiy is the felative) deadline of
its deadline. Zhangt al. [3] proposed an optimal schedula- S E . ) .
messages frorf; (i.e., if a message frorf; arrives at time, it
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sible ordering pattern of network nodes.
he rest of this letter is organized as follows. In Section Il we
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B. Requirements

7]
(3] Owerne®  [7]

Ordering A

To guarantee synchronous message deadlines, network pe
rameters must be carefully selected such that they satisfy the
following two constraints [3]:

» Protocol Constraint The sum total of the synchronous
bandwidths allocated to all nodes does not exceed the
available portion of TTRT, i-eE;'L:l Hj < TTRT — 1 Fig. 1. Two different ordering patterns of the network (e.g., FDDI).

» Deadline ConstraintEvery synchronous message must be
transmitted before its deadline. L&t be theworst-case TABLE |
message response time for a message fpfdefined as SYNCHRONOUSMESSAGESET M AND THE H's

the longestpossible time mteryal bereen the. amval of s, C; P (D:i=P) H; produced by NPA
the message and the completion of its transmission), then
. e . . 51 8.6 100 8.6
the deadline constraint is satisfigcandonly if ; < D;. 3, 15 140 10.7
Given network parameters, an ordering of network nodes is —35; 40 130 30.7

feasibleif, under such ordering, both the protocol and deadline

constraints hold for the considered synchronous message set. . .

A synchronous message setsishedulableunder a particular But, just at that moment a message fréinarrives; iii) After

ordering of nodes if the ordering is feasible. to every node _has enough asynchronous messages _(to send) to
As will be clear, given an assignment of network parametef&S€ Up all available asynchronous bandwidth; iv) At tifaea

the different ordering of network nodes may present differe}€SSage from every strea (j = 1, 2, -- -, n; j # 1) arrives

performance for guaranteeing synchronous traffic. So, a syR-1°deJ and another message from the same stréaikeeps

chronous message set is schedulable only if there is at least 8H&INg everyZ’; units of time. _ o
feasible ordering among all possible orderings. Based on the above worst-case scenario for transmission of a

message fron¥; and the protocol rules regulating normal ring
operations (briefly stated in Section I), We can mimic (simulate)
the worst case system behavior for transmitting a message from
In this section we demonstrate, by a numerical example, the, S or S5 by a tracing table, Tables Il, 11l or IV respectively
effect of different ordering patterns of network nodes on thia our example. For a clear tracing, assume that 0 and the
schedulability of real-time traffic. To simplify the demonstratracing process starts from time= ¢, = 0. Let 7, (¢) andZ,(z)
tion, let us consider a timed token network (say, FDDI) of threepresent the time spent at nodm transmitting synchronous
nodes, under two different nodes-ordering patterns as shommd asynchronous messages respectively.
in Fig. 1. The considered synchronous messageifeawith Due to space limitation we explain below only the tracing
P, =D, (i = 1, 2, 3) and the synchronous bandwidthi,;(s) process forS; under Ordering A. In Table Il (see the left part
produced by theéNormalized Proportional Allocatio(NPA) under “Ordering A”), at timg = ¢, = 0 (Row 1) the token
scheme [4] are listed in Table I. Also, for simplicity, assumarrives at node 2 earlier than expected (§TRT — 7) =
7 = 0andTTRT = 50. (50 — 0) = 50 [by i) above], 7;(2) = 0 [by ii)] and T,(2) =
Zhanget al. [3] proposed an algorithm to capture the exact'TRT — + = 50 — 0 = 50 [by i) and iii)]. After transmit-
value of R;, which can be used to form an optimal test ofing its asynchronous messages, node 2 passes the token to its
schedulability of a synchronous message set in a timed tokdmwnstream neighbor, i.e., node 3. Since= 0, the token ar-
network of any particular (fixed) ordering. Due to space limirives at node 3 (Row 2) at time= 50. By iv), a whole mes-
tation we shall not describe here their algorithm for searchisgge fromS; should be available when the token arrives at
the value ofR;. Instead we illustrate how to derive the value ofiode 3 (at timet = 50), thus7(3) = Hs = 30.7 (since
R; in an intuitive way which mirrors, in nature, their methodds < Cs5 = 40), i.e., node 3 uses uff3 to transmit the first
adopted in [3]. frame of the whole message (of the length= 40); 7,,(3) = 0
Now let us test the schedulability of messageidaindertwo (since the token arrives in node 3 late at time= 50). Then
different nodes-ordering patterns (i.e., Ordering A and Orderitige token is passed to the next node, i.e., node 1, and it ar-
B) given in Fig. 1. Clearly, the protocol constraint is met. Weves at node 1 at tim8&0.7(= 50 + 30.7 4 0). Similar to the
now consider how to derive the value Bf required for testing token’s visit to the upstream neighbor of node 1, i.e., node 3
the deadline constraint. (row 2), in node 1 (row 37(1) = 8.6 (the whole message
The worst-case situation for transmission of a synchronofrem S;, sinceC; = H; = 8.6); T,,(1) = 0. Similarly, we can
message fron%;, which is used in [3] for derivation ok;, hap- continue the tracing process for the next few successive token
pens with some time instamg at which the token arrives at visits to nodes, as shown in the remaining few rows of the table.
nodei, subject to the following conditions: i) Before tintg  Note that the token arrives at nodeeérly at timet = 109.3
there is no traffic on the ring, so the token rotation time &nd (Row 6) because the time elapsed since the token’s last arrival
the token arrives at node at timet, earlier than expected by at node 1 (at = 80.7) is 109.3 — 80.7 = 28.6, less than
(TTRT — 7); i) At time ¢, there is not a synchronous messag&€TRT = 50. Thus,7,(1) = 8.6 (another message frof\ ar-
available to be sent in nodeso thetransmission rights inter-  rived att = 100 becausé”? = 100); 7,(1) = 50—28.6 = 21.4.
nally passed onto asynchronous traffic within the same rodeThus, the token arrives at node 2 (the last row) at 139(=

I1l. EFFECT OFNODES REORDERING



422 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 4, NO. 12, DECEMBER 2000

TABLE I caused by improper nodes-ordering. The following suggestions
THE WORST-CASE SYSTEM BEHAVIOR FOR STREAM 51 may help a better reordering of network nodes in practice for
Under Ordering A Under Ordering B real'.tlme applications. )
T | Timet | To(3) | Ta(d) || & | Timet | T5(3) | Zals) It is easy to check that for a timed token network:afodes,
T [0 () 0 50 [ 1] 0 (to) 0 5(;) there are(n — 1)! different nodes-ordering patterns. With the
2 [ 50 10.7 0 3| 50 30.7 ; : . .
T T 80T 07 o linear _al_gorlthm propqsed in [3] for searc_hmg the exact yalue
11914 8.6 T 1 91,4 3.6 of R;, itis easy to design and run an algorithm to automatically
search for all thoséeasiblenodes-ordering patterns, if any, or
TABLE Il to check the schedulability under any desired specific nodes-
THE WORST-CASE SYSTEM BEHAVIOR FOR STREAM S ordering. Given network parameters, a considered synchronous
e Ordee & i Ordes B message set is deemed unschedulable only if notie ef 1)!
_Under Ordering A ) Under Orderlng B_ possible patterns is feasible.
7 | Time t | 15(2) | Tald) || & | Timet | Ts(3) | Tali) . . L .
710 (fo) ) =0 TT 0 (o) 0 50 Theoretlgally, rea!locatlng application jobs/tasks (which gen-
3 | 50 30.7 0_ [T 50 8.6 0 erate real-time traffic) to different nodes can have an equiva-
0N 1 e 13 4 lent effect to reordering network nodes. The former is prefer-
3 | 100 9.3 0 T 1 100 8.6 0 able in practice if such re-allocation (say, by exchanging some
111093 86 | 214 [ 31 1086 | 9.3 0 concerned real-time applications among several geographically-
2 | 139.3 43 2 | 117.9 4.3 . ; . .
separated homogeneous workstations) is possible, because this
may lead to an economical solution. The physical migration of
TABLE IV ; _cahli
THE WORST-CASE SYSTEM BEHAVIOR FOR STREAM S nod_es and the gssomated re-cabling can be costly and should be
avoided if possible.
Under Ordering A Under Ordering B Also, in many circumstances, the physical migration of nodes
t | Timet | T,(3) [ Ta(3) [ 2 | Timet | T,(1) | Tu(s) can be avoided using the notionlogical ring inherent with the
? go (o) 806 5;? g go (to) 187 %’ original idea otimed tokerj1]. Nodes in a timed token network
5T 550 077 o T T 807 X 0 can form a logical ring in spite of whether the formed ring is
3 | 69.3 30.7 0 3] 693 30.7 0 a physical ring network (e.g., FDDI) or not (e.g., IEEE 802.4
L0 LY 5.0 g 2] 100 23 U token bus). The sequence of nodes arranged in such a logical
5 1086 | 43 | 0 | 1| 1043 | 86 | 64 : )- The seq ranged in such a log
3 | 1129 9.3 3 [ 1193 9.3 ring can be arbitrary but must be predefined. Bearinddbieal

ring in mind one can reorder nodes by simply predefining (after

109.3 + 8.6 + 21.4). Since node 2 has transmitted part of th Inding) afeasibleorde_r of the tOkeF"S visits_to nodes, ra_lther

whole message on the previous token visit (at time 89.3), than physically changing the location and |.nterc0nn.ect|on _of
node 2 only needs to transmit the remaining part of the syﬁgdes' AIthough larger overheads could be incurred in passing
chronous message, i.8%,(2) = 15— 10.7 = 4.3. So, the trans- the token following a pre-defined order of nodes, such an option

mission of the whole message frofs completes, in the worst which may bring an effective solution for certain real-time ap-
case. at — 139.3 + 4.3 — 143.6. i.e.. 143.6 units of time after plications remains worth-trying (as the increment of overheads

the message’s arrival, longer than the required deadline of 196 be gmall or _acceptable). For some real-time app||cat|on§,
(sinceD, = P, = 140). Thus, messages frofa will miss their the real-time traffic produced may never become schedulable if
deadlines in the worst case, i.e., messagésstunschedulable by only improving a synchronous bandwidth allocation scheme

under Ordering A rather than reordering the nodes at the cost of a possibly higher

One can conduct a similar tracing process for stréamnder overhead. . .
Ordering B as shown on the right half of Table IIl, and for We have demonstrated that an Improper ord(_anng of ners
streamsS; and.Ss under Ordering A and Ordering B, as shown@y cause actually-schedulable regl-tlme trgfflc to bg mis-
in Tables Il and IV. As shown in the right half of Tables IV weludged as .unschedulable. Some possible solutions are discussed
have thatl; = 91.4 + 8.6 = 100 = Dy Ry = 117.9 + 4.3 = above. ThIS letter presents an important note th_a_t Complem_ents
122.2 < Dy = 140; Rs = 119.3 + 9.3 = 128.6 < D5 = 130. the previous research on testing the schedulability of real-time

That is, the message skf is schedulable under Ordering B. traffic in a timed token network.
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