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Series Editor’s Introduction

v

The Nutrition and Health Series of books have had great success because each volume
has the consistent overriding mission of providing health professionals with texts that are
essential because each includes (1) a synthesis of the state of the science; (2) timely, in-
depth reviews by the leading researchers in their respective fields; (3) extensive, up-to-
date fully annotated reference lists; (4) a detailed index; (5) relevant tables and figures;
(6) identification of paradigm shifts and the consequences; (7) virtually no overlap of
information between chapters, but targeted, interchapter referrals; (8) suggestions of
areas for future research; and (9) balanced, data-driven answers to patient/health profes-
sionals’ questions that are based on the totality of evidence rather than the findings of any
single study.

 The series volumes are not the outcome of a symposium. Rather, each editor has the
potential to examine a chosen area with a broad perspective, both in subject matter as well
as in the choice of chapter authors. The international perspective, especially with regard
to public health initiatives, is emphasized where appropriate. The editors, whose trainings
are both research- and practice-oriented, have the opportunity to develop a primary
objective for their book, define the scope and focus, and then invite the leading authorities
from around the world to be part of their initiative. The authors are encouraged to provide
an overview of the field, discuss their own research, and relate the research findings to
potential human health consequences. Because each book is developed de novo, the
chapters are coordinated so that the resulting volume imparts greater knowledge than the
sum of the information contained in the individual chapters.

Nutrients, Stress, and Medical Disorders, edited by Shlomo Yehuda and David I.
Mostofsky, is a critical addition to the Nutrition and Health Series and fully exemplifies
the goals of the series. Stress, health, and illness are well accepted as intimately linked.
However, the critical influence of nutritional status (and/or specific dietary components
that can affect the brain) on mental functions affected by stress has often been a neglected
area of research focus. This volume has been developed to examine the current clinical
findings and put these into historic perspective as well as point the way to future research
opportunities. Both editors are internationally recognized leaders in the field of nutrition
and neurological function. Both are excellent communicators and they have worked
tirelessly to develop a book that is destined to be the benchmark in the field because of
its extensive, in-depth chapters covering the most important aspects of the complex
interactions between diet and its nutrient components, mental health, stress, and its
impact on disease states. The introductory chapters provide readers with the basics so that
the more clinically related chapters can be easily understood. The editors have chosen 40
of the most well-recognized and respected authors from around the world to contribute
the 25 informative chapters in the volume.

The chapters of Nutrients, Stress, and Medical Disorders are logically organized to
provide the reader with a basic understanding as well as an appreciation of the develop-
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ment of the field of stress research, its relationship to brain function, and the potential for
nutrients to affect these variables. The first section reviews the history, methodologies,
and basic scientific information that is essential to understanding the following sections.
In Chapter 1, the reader is introduced to the leading investigators who developed the area
of clinical stress research. Three scientific disciplines are compared: biology—exemplified
by the work of Walter B. Cannon and Hans Selye; psychology—Kurt Lewin and Richard
Lazarus; and psychobiology—John W. Mason and coworkers. In every experimental
field of research, the animal models used have been crucial in understanding the com-
plexities of the disease states as well as the development of drugs to treat the disease.
Equally important is the understanding of the potential for nutrients to affect responses
to stress and/or its treatment. Chapter 2 provides an in-depth look at the animal models
used in stress research, effects of food and its deprivation, and also critiques the model’s
value in predicting human responses. Chapter 3 introduces the reader to the complexities
of the physiological responses to stress in the brain, nervous, and endocrine systems, and
also includes detailed information about the differences in responses between males and
females. Chapter 4 begins the integration of nutrition, stress, and disease. The chapter
includes a summary of the extensive literature that is finding a strong association between
diets containing fruits and vegetables that are rich in polyphenolic compounds with
antioxidant functions and reduced risks of diseases often associated with aging that affect
the brain such as Alzheimer’s and Parkinson’s diseases. The importance of the blood–
brain barrier and its role in stressful situations is discussed in-depth in Chapter 5. This
chapter also includes an analysis of the roles of neuroactive amino acids and their inter-
actions with the blood–brain barrier.

The second section of the volume includes chapters addressing the interactions
between specific nutrients, effects of food, and stress. The editors and their colleagues
have included an extensive chapter on the effects of fatty acids on stress responses. Both
editors of this volume and Dr. Norman Salem have collaborated on another book in this
series, Fatty Acids, and consequently, these dietary components are of special interest to
the chapter authors. Chapter 6 provides relevant information on the mechanisms of
actions of the major polyunsaturated long-chain fatty acids, their availability in the food
supply, and their actions on the nervous system, with emphasis on their effects during
stress. Chapter 7 examines the interactions between stress, glucocorticoids, and the brain.
This chapter spans the research from the cellular to the behavioral levels, as well as
providing information on genetic influences on stress responses that are organized in a
comprehensive table. Herbal product use has increased dramatically over the last decade
and in the United States, these products are classified as dietary supplements. The chapter
on herbal products, stress, and the mind critically reviews the clinical literature and
provides guidance to health professionals concerning the efficacy and safety of St. John’s
Wort, Kavakava, valerian, ginkgo and several other plant products associated with stress
reduction. Chapter 9 compares and contrasts the stress reactions to drug cravings vs food
cravings. Chapter 10 specifically examines the effects of alcohol and alcoholism on stress
to the individual, family members, the fetus, and the neonate. Of interest are the interac-
tions between environmental influences other than diet and the effects on stress and
central nervous system (CNS) functions. These influences include the effects of temporal
(rise in obesity incidence, increase in the number of women in the workforce) and space
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Series Editor’s Introduction vii

(neighborhood, city, state, and the medical benefits available) on the interactions
between diet and stress.

The chapters in the third section of Nutrients, Stress, and Medical Disorders examine
the health, mental health, and cognitive functions influenced by stress. Beginning with
the discussion of the developing fetus in Chapter 12, there is an extensive review of the
literature that points to the critical effects of maternal nutritional status as well as stress
level on fetal physical and mental development. Certain components of the diet have
specific function in the CNS and are critical for mental health. Chapter 13 examines the
role of lipids in the development and treatment of depression. The exciting preliminary
data indicate that eicosapentaenoic acid has beneficial effects in depressive patients as
well as having virtually none of the serious side effects seen with current drug therapies.
To further examine depression, Chapter 14 reviews the role of nicotine in depression as
well as sleep. Chapter 15 looks at the clinical data that point to a role of fish oils, rather
than any specific long-chain fatty acid, on neurological responses that may lead to the
development of aggressive behaviors. Another area given a great deal of public interest
is obesity. The next chapter reviews the studies that have looked at the consequences of
obesity on stress and the development of eating disorders. This chapter examines the
effects of eating on reducing anxiety and its potential to further increase the obesity
epidemic.

The fourth and final section of Nutrients, Stress, and Medical Disorders reviews the
effects of stress on chronic disorders and the influence of inflammation on diet, dietary
components, neurological functions, disease incidence, and cognitive functions. Several
of these chapters review novel findings, such as those seen in Chapter 17, which examines
the adverse effects of hypercholesteremia on immune cells and their functions. To assure
that readers understand the effects of high- circulating cholesterol levels on disease, there
is an extensive review of the role of cholesterol in immune cell membranes and cytokines.
Huntington’s disease is an inherited neurodegenerative disease that progresses fairly
rapidly, leaving the patient with many physical as well as behavioral abnormalities. Until
fairly recently, there were no treatments available; however, as described in the Chapter
18, it appears that there are preliminary findings that eicosapentaenoic acid may slow the
progression of this disease. Another critical area that has been included in this unique
volume is the effects of and major causes of stress in women. The major diseases that
affect women at significantly higher rates than men include several autoimmune
diseases, depression, and osteoporosis. All of these medical conditions are discussed in
detail in Chapter 19. Also included in this chapter are discussions of stressors associated
with menstruation, including polycystic ovarian syndrome and premenstrual syndrome.
Type 2 diabetes is a major chronic disease and is preceded by a syndrome that is linked
to insulin resistance, syndrome X. The next chapter looks at the role of fatty acids in the
development of insulin resistance as well as syndrome X and the stress this metabolic
syndrome places on the individual. Another chapter with novel findings deals with the
roles of specific amino acids on mental functions. Chapter 21 reviews the effects of amino
acids on sleep, mood, and responses to stress. Cardiac function is acutely as well as
chronically affected by stress. Less well known is the importance of certain nutrients
(such as carnitine, coenzyme Q, and thiamine) on cardiac muscle and nerve responses.
The new data on the nutritional requirements that may be increased in the injured or
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viii Series Editor’s Introduction

stressed heart are described in  Chapter 21. Chapter 22 describes how brain functions are
also often adversely affected by stress and the resulting inflammation of brain cells.
Long-chain fatty acids are abundant in brain tissue and their dietary intake level has been
associated with modulating complex inflammatory responses of specific cytokines in
distinct areas in the brain. The next chapter continues to examine the effects of inflam-
mation in the brain and its effects on memory functions. This chapter describes the
development of memory, distinct areas of the brain and cytokines that are associated with
memory, and the balance between the importance of inflammatory molecules for the
development of some memories and the adverse effects of certain inflammatory mediators
on memory, especially with stress and aging. The final chapter examines the complex
interactions between inflammation and diet throughout the life cycle. This full-circle
analysis of the major consequences of stress, dietary deficiencies, and genetic predispo-
sition reminds us of the critical role of nutrition in modulating responses to stress-induced
inflammation.

Hallmarks of all of the chapters include complete definitions of terms with the abbre-
viations fully defined for the reader and consistent use of terms between chapters. There
are more than 20 relevant tables, and 55 useful figures, as well as more than 2000 up-to-
date references; all chapters begin with a Key Points section, and close with a conclusion
that provides the highlights of major findings. The volume contains a highly annotated
index and within chapters, readers are referred to relevant information in other chapters.

This important reference text provides practical, data-driven integrated resources based
on the totality of the evidence to help the reader evaluate the critical role of nutrition,
especially in at-risk populations, in optimizing health and preventing stress-related
chronic illnesses. The overarching goal of the editors is to provide fully referenced
information to health professionals so they may have a balanced perspective on the value
of foods and nutrients that are routinely consumed and how these help to maintain mental
as well as physical health.

In conclusion, Nutrients, Stress, and Medical Disorders, edited by Drs. Yehuda and
Mostofsky, provides health professionals in many areas of research and practice with the
most up-to-date, well-referenced, and easy-to-understand volume on the importance of
nutrition in reducing stress-related chronic diseases and optimizing health. This volume
will serve the reader as the benchmark in this complex area of interrelationships between
diet, specific nutrients, CNS function, immune responses, and mental health. The editors
are applauded for their efforts to develop the most authoritative resource in the field to
date and this excellent text is a very welcome addition to the Nutrition and Health Series.

Adrianne Bendich, PhD, FACN

Series Editor
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The entry of the 21st century has been accompanied by a continuing surge of interest
in brain science that began with the “Decade of the Brain” initiative. The laboratory
research and clinical practice that followed have contributed to a realignment of perspectives,
an integration of theory and thought, and the establishment of numerous multidisciplinary
collaborations. Nutrition has begun to be recognized for its pharmacological relevance
and stress phenomena are no longer viewed simply as mental health constructs. The study
and treatment of health and illness has become the province of a broad segment of
scientists and clinicians that includes psychologists, immunologists, biochemists, and
public health professionals along with physician specialists from medicine. Even a
cursory scanning of the published literature reveals the vast terrain that such
enterprises represent. Journals, edited volumes, and monograph publications from
almost all related disciplines can be expected to report on developments that cross the
once familiar disciplinary boundaries. Investigations of nutrition, behavior, and health—
in all their combinations—are now more the rule than the exception. For whatever reasons
this has come to be, it has taken hold. The implications for research direction inherent in
such activities, and especially the potential for interventions and treatments of many
serious health conditions, are profound and are attracting the attention of the entire
community of health science and delivery.

In Nutrients, Stress, and Medical Disorders we have assembled a sampling of the
issues and findings that are representative of much of the current theoretical and laboratory
activity. The volume is addressed to professionals and graduate students from
diverse areas, for whom the need to become better informed about concepts and
methodologies from neighboring disciplines is not readily solved by the specialized
scientific literature. We have attempted to provide a wide-ranging collection of chapters
by established experts that will provide a useful introduction to the literature of each of
the areas of stress, nutrition, and medical disorders. In doing so, we have left it to the
individual reader to attempt the global integration of the various messages that are
presented, and to extract the salient features that will allow extensions for future scientific
investigations or clinical applications. We are most appreciative of the valuable support
of Humana Press in bringing this work to publication. We are especially grateful to Paul
Dolgert, Editorial Director and to Andrianne Bendich, Series Editor for their expertise
and patience in working with us on this project, as well as the earlier volumes that we have
prepared. Although we were not able to include all of the relevant topics nor include chapters
by all of the available experts, it is our hope that the efforts of the respective authors will merit
a favorable reception by the audience of those who are advancing our knowledge in each of
these areas—nutrition, stress, and health—so that our boundaries of scientific knowledge will
be extended and that the quality of human life will be improved.

Shlomo Yehuda, PhD

David I. Mostofsky, PhD

Preface

ix
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From: Nutrients, Stress, and Medical Disorders
Edited by: S. Yehuda and D. I. Mostofsky  © Humana Press Inc., Totowa, NJ

1 Stress Revisited
A Methodological and Conceptual History

Martha M. Faraday

KEY POINTS

• The modern concept of stress developed over the last 150 yr in two separate branches of
science: biology and psychology.

• Because biology and psychology historically are informed by different philosophical
traditions with regard to the purpose of science, the concepts of stress that emerged from
these two streams are quite different.

• The philosophical differences between biology and psychology dictate the methodologi-
cal and statistical tools employed by each group of scientists—and therefore shape how
questions are asked and answered.

• In the late 20th century, scientists with a psychobiological orientation have attempted to
bridge these gaps, drawing on the strengths of both disciplines.

• Better understanding of the relationship between stress, health, and disease and of factors
that protect or make the individual vulnerable require integrated conceptual and meth-
odological approaches.

1. INTRODUCTION

Threats or challenges to self precipitate a cascade of responses. The threat or challenge
may be physical, environmental, social, or psychological. It may be anticipated, presently
occurring, remembered, or imagined. It may be tangibly dangerous, symbolically threat-
ening, or demanding of personal growth. Responses to threats and challenges also take
on many forms, including psychological and biological reactions. Emotional life may be
overcast by anxiety, and the presence of others sought for reassurance and reevaluation
of the threat. Decisions about coping strategies are sifted, weighed, and implemented.
The individual’s body and brain are steeped in powerful biochemicals. This process, in
which internal or external events—stressors—threaten or challenge an organism’s exist-
ence and well-being and stress responses occur that are directed toward reducing the
event’s impact, is stress (Baum, Gatchel, & Krantz, 1997; Baum, Grunberg, & Singer,
1982; Baum, Singer, & Baum, 1981).
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This concept of stress captures the work of many different kinds of stress investigators,
including those who regard organisms as primarily biological entities, those who regard
organisms as primarily psychological entities, and, less commonly, those who regard
organisms as psychobiological entities. These different theoretical orientations have
resulted necessarily in different methodological approaches to understand stress, health,
and disease. This divergence in approach is rooted in the historical emergence of stress
research in which the biological and psychological streams developed largely in isolation
from one another. These historical traditions are sufficiently powerful that the remark-
able insights of early investigators as well as their errors of omission continue to be
perpetuated methodologically and conceptually in today’s work. The hybrid psychobio-
logical tradition is beginning to bridge this gap by conceptualizing health and disease as
holistic states, recognizing that the subjective psychological world exists inseparable
from the biological activities of the body and brain.

This historical and present-day methodological and conceptual divergence in the stress
field also reflects a broader, more fundamental difference in point of view about the
purpose of science and the tension between two apparently conflicting goals: the need to
discover the laws that govern systems and the need to understand individual differences.
This critical difference influences the formulation of scientific questions, how experi-
ments are designed, and how data are collected and interpreted and has been described
by Kurt Lewin as a conflict between the Aristotelian and Galilean modes of thought
(Lewin, 1935).

Lewin notes that the Aristotelian approach assigned paramount importance to an
object’s membership in a given class because the class itself defined the essence of the
object (Lewin, 1935). Classes were dichotomous, mutually exclusive, and defined as
the total of characteristics that the group of objects had in common. The laws of science
consisted of events or behaviors that occurred frequently and without exception (Lewin,
1935). Importantly, in the Aristotelian conceptualization lawful events were distinct
from chance events; chance events were not subject to scientific laws. Because Aristo-
telian lawfulness can only be demonstrated by frequency, laws implicitly have a statis-
tical, probabilistic nature, and the individual per se not only disappears but is not
susceptible to lawful explanation (Lewin, 1935).

In contrast, Galilean physics assumed that the entire physical world was comprehen-
sibly lawful, that “[t]he same law govern[ed] the courses of the stars, the falling of stones,
and the flight of birds” (Lewin, 1935, p. 10). Membership in a conceptual class as a
criterion for understanding an object was irrelevant because the outward appearance of
an object did not define its behavior. Mutually exclusive, antithetical categories also
lacked meaning and were replaced with the concepts of gradations and series. The fact
that an object behaved in a particular way frequently or only once also became irrelevant
because laws describing the physical world applied regardless of observed frequency.
The distinction between lawful events and chance events disappeared—both common
and uncommon events were subject to laws.

The psychologist, generally speaking, is an Aristotelian. Phenomena must be mani-
fested frequently and in groups of organisms in order to be studied meaningfully. Differ-
ences in how organisms respond to a manipulation constitute within-group error—the
noise of individual differences. Organisms that respond in an extreme way to the manipu-
lation may be considered outliers that bias the group mean. An experiment is successful
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when probabilistic functions indicate that a group mean is unlikely to have occurred by
chance if this group indeed belongs to a population that the control group is assumed to
represent. For the psychologist, lawfulness and, by extension, truth, are frequency.

The biologist pursues truth as a Galilean. According to the Galilean point of view, all
phenomena are governed by “strict exceptionless lawfulness” (Lewin, 1935, p. 23). The
law and, by extension, the truth of a phenomenon can be demonstrated by the responses
of one subject. Whether this subject’s responses are similar to other subjects’ responses
makes no difference to the validity of the law. A consequence of this point of view is that
there is no need to express subjects’ responses as a mean and apply statistical techniques.
Each subject’s data stand validly alone as expression of particular laws; parametric
manipulations blur the underlying laws and their interrelationships. For the biologist,
truth is embodied in all observations.

This chapter differs from traditional reviews of the stress literature in several ways.
First, in addition to describing the concepts of stress that emerged from each tradition, this
review highlights conceptual omissions. Conceptual omissions are important because
lines of research are driven by the perception of what is known and what is not known but
would be worthwhile to know. Second, methodological inclusions and omissions also
are identified. These inclusions and omissions are important because how experiments
are designed, what is measured, who is measured, whether and how measurements are
manipulated (e.g., statistical analyses), how measurements are interpreted, and how error
is conceptualized together determine the nature of the truth that is discovered. The two
streams of stress research historically have found different remedies to issues of design,
measurement, interpretation, and error that flow from the Aristotelian vs Galilean dis-
tinction. These remedies persist today in ongoing work; each has limitations and advan-
tages.

2. THE BIOLOGISTS

Walter B. Cannon’s classic work on the fight-or-flight response and Hans Selye’s
influential conceptualization of stress in terms of the general adaptation syndrome (GAS)
are the essence of the biological approach to stress. These investigators were central to
early the definition of the stress concept as it related to health and illness, and their
influence can be seen clearly today in the focus on the sympathetic nervous system (SNS)
and the hypothalamic–pituitary–adrenal (HPA) axis. To understand the context in which
the biological tradition of stress research developed, however, one must first consider the
methodological and conceptual approach of 19th-century physiologists. It is against this
backdrop that the early 20th-century Cannon proposed that stress is an interaction be-
tween external or internal events and homeostatic capacities and the mid-20th-century
Selye promulgated the concept that the stress response is nonspecific and occurs in the
three stages of the GAS.

Two individuals are relevant. The methodological approach in which Cannon and
Selye were trained was epitomized by the work of revered American physiologist Wil-
liam Beaumont. The rationale for this methodological approach was articulated by the
great French physiologist Claude Bernard (1813–1866). Bernard’s theoretical approach
and discoveries also laid the conceptual groundwork for Cannon’s contributions to the
modern understanding of stress.
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2.1. Biological Methodology: Inclusions and Omissions
The methodological hallmarks of the biological approach to the study of stress are:

simple experimental designs that often are not fully factorial, one or two independent
variables, and multiple control groups; use of small numbers of subjects; careful obser-
vation and description and meticulous quantitation of observations; and measurement of
biological variables directly related to the question under study. Omissions include the
lack of statistical description or analysis; complex experimental designs in which inter-
actions as well as simple main effects can be examined; use of dependent variables such
as behaviors that may indicate whether a biological change has behavioral relevance;
explicit consideration of the possible role of individual differences such as subjects’ sex;
and, generally, controls for psychological variables present in the experimental situation
that may alter biological responses.

During the 19th century, physiologists were concerned about two kinds of error: error
of measurement and error produced by individual differences among subjects. The error
associated with individual differences might occur as a result of within-species biologi-
cally based differences but also might occur as a result of varying subject–environment
interactions. These interactions included factors such as whether an animal was accli-
mated to the laboratory and its procedures. Because the measurement devices available
to early investigators required reference to the whole animal or human as a check on their
validity, factors affecting the whole subject were considered important sources of poten-
tial error. This 19th-century methodological approach is epitomized in William
Beaumont’s work.

Beaumont, an Army physician stationed at Fort Crawford in the wilderness of early
19th-century Prairie du Chien, Wisconsin, cared for the French hunter Alexis St. Martin
after a penetrating injury to the abdomen. As a result of the wound, St. Martin developed
a permanent fistula through which the stomach lining and secretions could be observed
(Beaumont, 1833). Beaumont worked with improvised equipment and without journals
or colleagues. Nevertheless, he recorded many fundamental principles of digestive physi-
ology. His discoveries included a stress-related fact well known today: extreme emo-
tional states such as anger inhibit digestive activities. Beaumont’s work was proof that
a single scientist working with meticulous care could reveal the laws of a phenomenon
by observations made on one subject.

In contrast, by the late 20th century, biologists generally recognized only error of
measurement. In part, this development is a consequence of biology’s ever-growing
capacity for measurement. It is possible to measure the activity of a single cell, the
opening and closing of a single receptor, the activation of chemical cascades linked to G
protein receptors, the contents of one vesicle as it empties into a synapse, and particles
down to the femptomole concentration. The measured responses cannot be observed
directly; they are inferred from instruments and techniques. It is ironic that a scientific
tradition grounded in the power of observation to reveal truth now uses instrumentation
as a surrogate for observation. One consequence of measurement at a level remote from
the whole organism is that the relevance of the whole organism and its environment has
tended to disappear. As a result, although over 100 yr of investigations have revealed that
subject–environment interactions can alter responses of biological systems, variables
such as age, sex, housing conditions, and familiarity with being handled are not generally
considered sources of potential error in modern biology.
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Classically, statistical methods were also absent. Claude Bernard addressed the
biologist’s aversion for statistics in his classic 1865 work An Introduction to the Study of
Experimental Medicine. Bernard objected to the use of data analytical techniques for
three reasons: their probabilistic nature obscured the individual, the use of statistics was
inappropriate once a cause was defined, and mathematical manipulations that depended
on probabilistic functions could never establish causality (Bernard, 1957). Bernard noted
that disease outcomes depended on the age, sex, and temperament of the patient as well
as on the disease process itself. The use of averages to express outcomes, therefore, could
never inform the clinician about the future welfare of a particular patient, although mean
outcomes might well describe the general phenomenon:

The results of statistics, even statistics of large numbers, seem indeed to show that some
compensation in the variations of phenomena leads to a law; but as this compensation
is indefinite, even the mathematicians confess that it can never teach us anything about
any particular case; for they admit that if the red ball comes out fifty times in succession,
that is no reason why a white ball would be more likely to come out the fifty-first time.
(Bernard, 1957, p. 138)

According to Bernard, different experimental results, once measurement error had
been controlled, were the result of variables in the experiment of which the investigator
might not be aware. Determining why experiments thought to be similar produced dif-
ferent findings was, in Bernard’s view, the window of opportunity for making great
discoveries about fundamental principles of biological systems.

2.2. The Biological Conceptualization of Stress: Inclusions and Omissions

Bernard’s influence also can be discerned in the biologic conceptualization of stress.
He wrote about the instructive value of nonreplicating experiments to communicate a
theoretical perspective about the underlying truths of biology: that processes that consti-
tuted and sustained life were no different from processes that accounted for changes in
inanimate objects (Bernard, 1957). Both consist of chemical reactions that follow mea-
surable laws. In framing physiological investigations this way, Bernard explicitly coun-
tered an older scientific tradition that, when confronted with individual differences in
susceptibility to disease, assigned causality to differences in “vitality” in order to account
for the discrepancies (Bernard, 1957). By putting physiology in a lawful context, Bernard
also made clear that all processes operating in normal or diseased states were susceptible
to scientific, biological explanation.

Bernard’s great contribution to the study of stress was his insight that an organism’s
ability to move freely in the external environment depended on the capacity of its internal
environment (le milieu interne) to buffer external influences. The more complex and
stable the internal environment, the freer the organism was from fluctuations in the
external world. A one-celled organism with a permeable membrane is at the mercy of
environmental change. A plant can withstand environmental changes within limits but
cannot remove itself from a hostile environment. Amphibians can remove themselves
from a hostile environment but still are vulnerable to the temperature of their surround-
ings. Mammals, however, have developed to the point that they are largely free of the
external environment, and humans have perfected this freedom. Because of the complexity
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and stability of the human internal environment, humans are largely liberated from fluc-
tuations in the external world. In Cannon’s words,

[t]hough the world outside us may be distressingly cold, though the heat and acid which
arise from our own strenuous exertions may tend to become an overwhelming menace,
we are not greatly disturbed, for our living parts touch only the body fluids which are
maintained in an even and steady state. So long as this personal, individual sack of salty
water, in which each one of us lives and moves and has his being, is protected from
change, we are freed from serious peril. Because that protection is afforded by special
physiologic agencies, I have suggested that the stable state of the fluid matrix be given
the name homeostasis. (Cannon, 1935, p. 2)

2.2.1. WALTER B. CANNON

Bernard laid the groundwork for Cannon’s remarkable contributions to the study of
stress. These contributions include that activity of the SNS could be provoked by internal
manipulations or by external physical, environmental, or psychological events; that these
homeostatic responses had evolutionary, adaptive, self-preserving significance; that the
primary function of the SNS was to preserve homeostasis; and that stress could be concep-
tualized as an interaction between an organism and an external or internal event mediated
by the processes of homeostasis.

Following in the tradition of Beaumont, Cannon’s early work focused on digestion
using the then newly discovered X-ray technology to follow the course of food treated
with bismuth (an X-ray-opaque substance) through the digestive tract. In experiments
aimed at determining the purpose of stomach wall movements, Cannon observed that
some animal subjects did not exhibit the characteristic waves. After reviewing the experi-
mental methodology for errors in preparation and technique, the frustrated Cannon real-
ized that the waves were absent only in animals that appeared distressed by the
experimental procedure (Cannon, 1898, 1945). This observation led to a series of studies
on other bodily changes provoked by strong emotions such as rage and fear and the
capacity of the sympathetic nerves and adrenal medulla to enact these changes via
adrenalin release (e.g., Cannon, 1914, 1928; Cannon & de la Paz, 1911).

At first these adrenalin-provoked changes appeared to be chaotic and disconnected
responses of multiple body systems: blood sugar increased to the point of glycosuria;
circulation was shunted preferentially to the heart, lungs, brain, and large muscles and
markedly diminished to the other viscera; the digestive tract essentially ceased activity;
clotting speed increased; and thresholds for muscular exhaustion increased. Cannon,
however, was well acquainted with Darwin’s The Origin of Species. If one assumed that
all of the changes had adaptive utility, then the apparent chaos resolved itself into a
beautifully orchestrated response geared to the organism’s survival. In Cannon’s words,

[t]he changes are, each one of them, directly serviceable in making the organism more
efficient in the struggle which fear or rage or pain may involve; for fear and rage are
aspects of organic preparations for action, and pain attends conditions which naturally
evoke supreme exertion. And the organism which with the aid of increased adrenal
secretion can best muster its energies, best call forth sugar to supply the laboring
muscles, best lessen fatigue, and best send blood to the parts essential in the run or the
fight for life, is most likely to survive. (Cannon, 1914, p. 270)
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Further studies highlighted the importance of the sympathetic system in maintaining
the various necessary steady states of the body (e.g., Cannon, 1929, 1932, 1933, 1935).
The sympathetic system’s role was to keep the various bodily systems within narrow
homeostatic boundaries in the face of challenges. When this process reached a point
where the homeostatic system could no longer compensate, then homeostatic resistance
was broken, the stress process became a “breaking strain,” and the organism was likely
to suffer permanent injury, illness, or death (Cannon, 1935). Further, responses that were
adaptive when the organism was confronted with a threat that may be physically fought
or fled may well be destructive when the threat is not one that can be countered by physical
action.

If the emotion is transformed into action, then the preparation is useful, and the body
by anticipation is protected against a low blood sugar, an excessive heat, and a limiting
shift in the direction of the acidity of the blood. If no action succeeds the excitement,
however, and the emotional stress—even worry or anxiety—persists, then the bodily
changes due to the stress are not a preparatory safeguard against disturbance of the fluid
matrix but may be in themselves profoundly upsetting to the organism as a whole.
(Cannon, 1933, p. 84)

What factors did Cannon omit? Other aspects of the stress concept that became the
center of the psychological approach to stress (e.g., perception and appraisal) were also
recorded in Cannon’s writings but were not examined systematically. Cannon clearly
understood the importance of psychological influences, but his goal was the elucidation
of the mechanisms by which physiological systems maintained the living organism. The
idea that subjective processes influence the stress experience was not revisited experi-
mentally for almost 50 yr, when John W. Mason emphasized the role of appraisal in the
1960s and 1970s, and Richard Lazarus made appraisal his theoretical centerpiece.

2.2.2. HANS SELYE

Selye’s theory of stress is not only conceptually distinct from Cannon’s “fight-or-
flight” response but specifically excludes homeostatic adjustments as stress responses.
Selye’s influence on the field has been enormous. He was a proselytizer of stress, lectur-
ing and writing extensively on his theory during a lengthy career, with more than 1500
scientific publications at his death. He also wrote several popular books on stress that
were widely read.

Many different stimuli can raise heart rate—bounding up the stairs, worrying about
finances, experiencing rage, joy, hope, or fear. To the extent that the heart rate increases
regardless of the specific nature of the stimulus, the individual is experiencing stress
according to Selye. Stress is the nonspecific response of the body to demands for adap-
tation—a deceptively simple concept that often has been misinterpreted to mean that
responses to stressors are necessarily and by definition nonspecific. To grasp Selye’s
conceptual structure, it is important to remember that he was trained as a physician.

In 1925, as a second-year medical student at the University of Prague, Selye observed
that the process of diagnosing specific illnesses was complicated by the fact that many
different diseases presented similarly (Selye, 1956/1976). Regardless of whether the
sufferer endured scarlet fever or influenza, the patient was likely to report loss of appetite,
diffuse pains in the joints, and fever and manifest an enlarged spleen or liver. So similar
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were diverse disease manifestations that the art of the physician, Selye realized, depended
on learning to discern subtle, specific, identifying symptoms against the broader nonspe-
cific background of “the syndrome of just being sick” (Selye, 1956/1976). Ten years
later, as a research assistant at McGill University, Selye thought he was on the trail of a
new and important sex hormone. He attempted to identify the substance with a crude
bioassay—injecting ovarian and placental extracts into rats and examining their organs
for changes that were not known to be the result of identified sex hormones. His initial
experiments yielded striking findings. Animals displayed a triad of symptoms: enlarge-
ment of the adrenal cortex; atrophy of the thymus, spleen, and lymph nodes; and deep,
bleeding ulcers in the stomach lining (Selye, 1936). As the extracts were purified, how-
ever, their effects diminished. Selye realized that the triad was a response to the toxicity
of the initial preparations. To test this hypothesis, he treated rats with formalin and other
known irritating, toxic agents, and again the same triad was manifested (Selye, 1956/
1976).

Selye reported that at this point he remembered the nonspecific “syndrome of just
being sick” he had observed as a medical student (Selye, 1956/1976). He believed that
this nonspecific syndrome was the key to understanding and treating commonalities
among disease processes (Selye, 1956/1976). Continued experimentation revealed that
the triad could be produced by multitudinous “stressors”—by injecting other biological
substances and also by the use of physical agents such as cold, heat, X-rays, trauma,
hemorrhage, pain, or forced exercise.

Further work was interpreted to indicate that this syndrome was manifested in three
phases that Selye labeled the GAS: alarm, resistance, and exhaustion (Selye, 1936, 1946,
1956/1976). Initial exposure to the stressor—the alarm stage—resulted in production of
adrenocorticotropic hormone (ACTH) by the pituitary which stimulated the adrenal
cortices to produce corticoids. Later this model was modified to include the role of the
hypothalamus and corticotropin-releasing factor (CRF) as instigators of the pituitary
response (Selye, 1956/1976). The influence of the corticoids, Selye believed, produced
the other distinguishing features of the triad—thymic involution and stomach ulcers.
Other manifestations of the alarm stage included weight loss, hemoconcentration, and
general tissue catabolism. If the stressor overwhelmed the body during this stage, the
organism died. If the stressor did not overwhelm the body during this initial stage, then
a period of adaptation to the presence of the stressor ensued—the resistance stage. In the
resistance stage, production of corticoids dropped to only slightly above normal as the
organism adapted to the stressor and body weight returned to normal. If the stressor
continued long enough, however, the organism’s capacity for adaptation was over-
whelmed and the stage of exhaustion ensued, in which corticoid production again rose
and multiple “diseases of adaptation,” related to the destructive effects of continued
excess corticoid production, might occur.

Over the next 40 yr, Selye’s original formulation of the concept of stress and the GAS
evolved but remained consistent with his early ideas of a nonspecific syndrome in response
to a specific stressor that also had specific, nonstress effects. In its most extensive articu-
lation by Selye, stress is the nonspecific response of the body to any demand (pleasant or
unpleasant) for adaptation (Selye, 1956, 1973). Stressors are specific stimuli that produce
the nonspecific syndrome of stress (Selye, 1973). Stressor effects depend on the intensity
of the demand made on the adaptive capacity of the body. Stress explicitly is not tension,
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the discharge of hormones from the adrenal medulla, necessarily the result of damage, or
any deviation from homeostasis. Further, stress is distinct from the stressor and also
distinct from the GAS. Stress is “the state manifested by a specific syndrome which
consists of all the nonspecifically induced changes within a biologic system” (Selye,
1956, p. 54). It is a construct whose existence can be inferred by the presence of specific
indices.

Selye’s contention that stress is indexed by a nonspecific syndrome and occurs accord-
ing to the GAS has been challenged by a number of investigators, including Mason (see
Section 4). Criticisms of the nonspecificity tenet include that the same stressor does not
produce the same syndrome across individuals. Selye counters in two ways. First, Selye
noted that “conditioning” factors—internal (e.g., genetic predispositions, age, gender,
past experience) or external (e.g., drug treatments, dietary factors, climate)—can
enhance or inhibit the GAS, rendering individuals differentially susceptible to stress
(Selye, 1975). Stimuli that demand adaptation have two kinds of action: stressor (non-
specific) effects (by definition the effects that produce stress) and specific effects. Spe-
cific effects are variable and characteristic of the individual agent. The organism’s
response depends on both kinds of effects as well as on the organism’s reactivity.

Although best known for his emphasis on the corticosteroids, Selye’s model of stress
effects as early as 1956 incorporated multiple organ systems. In addition to the HPA axis,
it included the hypothalamic–pituitary–thyroid axis; the liver and its multiple metabolic
functions; the kidneys, blood vessels, and connective tissues, and the immune system.
Selye’s insight that stress potentially affected every bodily system was an important
contribution to understanding how stress and disease states might be related.

What were Selye’s conceptual omissions? His model included every tissue in the body
except for the brain. He speculated that corticoids might influence cognitive processes
(Selye, 1976), but did not pursue this line of work. For Selye, the brain was primarily the
anatomical locale for the hypothalamus and pituitary. In addition, despite his inclusion
of individual differences in his model in the form of conditioning factors that mediate
stress responses, his experimental work did not reflect a systematic attempt to model and
manipulate conditioning factors. Further, although he knew that psychological stimuli
were sufficient to evoke stress responses, he concentrated on physical and pharmacologi-
cal stressors almost exclusively. Ironically, Selye’s parenthetical observation that psy-
chological stimuli (which Selye considered mild in comparison to physical stressors)
were sufficient to elicit such responses was one of the reasons Mason focused on psycho-
logical stress (Mason, 1971).

3. THE PSYCHOLOGISTS

Whereas biologists sought to understand the mechanisms by which the body responded
to external or internal challenges, psychologists focused on the psychological apparatus
through which events are sifted and experienced. The conceptual exemplar for the pre-
dominantly psychological approach to stress is Richard S. Lazarus, who emphasized
appraisal, coping responses, and the process nature of the stress experience.

The methodological approach of experimental psychologists has a long and complex
history in which the contributions of many individuals are relevant. Conceptually, the
idea that the subjective psychological world constitutes the overwhelming reality for the
individual and therefore can explain behavior was classically articulated by Kurt Lewin.
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3.1. Psychological Methodology: Inclusions and Omissions

Experimental psychology and psychological field and epidemiological studies are
predicated on the assumptions of Aristotelian science described by Lewin. For psycholo-
gists, truth is a probabilistic phenomenon, the validity of which is indicated by frequency
of occurrence and the manifestation of which is assumed to follow a normal distribution.
This probabilistic emphasis necessitates the use of groups of subjects, descriptive as well
as inferential data analytical techniques, and, in theory, allows statements about a phe-
nomenon only in terms of quantified uncertainty. The use of data analytical techniques
allows complex multivariate (multiple independent variables as well as multiple depen-
dent variables) experimental designs. With the tools of multivariate analysis and design,
complex interrelationships among variables can be examined. The methodological hall-
marks of the psychological approach to the study of stress also include measurement of
psychological variables directly related to the phenomenon under investigation by self-
report and, occasionally, measurement of behaviors and physiological responses. Error
is assumed to be normally distributed, and random or quasi-random subject assignment
is intended to optimize the probability that error is spread equally across treatment groups,
allowing the treatment effect to stand out against the background of error.

Like early biologists, early experimental psychologists were aware of two kinds of
error: error associated with measurements and individual difference error. As in biology,
it is the treatment of individual difference error that has changed. Modern experimental
psychology has largely overlooked the fact that statistical examination of individuals or
very small groups is possible when subjects are measured repeatedly. As a result of the
focus on group means as the unit of analysis, differences among subjects in the same
group (within-group variance) are considered noise.

The general methodological approach of psychology is based on the work of many
individuals from the 18th–20th centuries. That multicausal phenomena—ranging from
reaction times to record a star’s movement across a stationary line in the eyepiece of a
telescope to marriage, birth, and death rates in a country’s population—were more accu-
rately described with many measurements rather than with a few was well-known in the
18th and 19th centuries. The work of Pierre S. Laplace (1749–1827) and Carl F. Gauss
(1777–1855) in particular demonstrated that error is decreased when observations are
combined and that patterns of error as well as patterns of data can be described with
normal curves (Stigler, 1986). Many workers in the social sciences speculated that the
curve also might have inferential utility. Adolphe Quetelet (1796–1874) struggled to use
the curve as an inferential tool. In Quetelet’s words, “The greater the number of individu-
als observed, the more do individual peculiarities, whether physical or moral, become
effaced, and allow the general facts to predominate, by which society exists and is pre-
served” (Quetelet, 1842, p. 6). One incontrovertible fact thwarted Quetelet: human be-
haviors were the complex outcome of multitudinous causes. Quetelet did not succeed in
developing inferential statistical tools for the social sciences, but his work contributed to
the insights of those who ultimately developed such tools: Sir Francis Galton, Francis Y.
Edgeworth, Karl Pearson, and Ronald A. Fisher (Stigler, 1986).

As social scientists struggled with the complexity of large data sets, the psycho-
physicists found a way around the problem of multicausality in the context of experimen-
tal psychology. The powerful tool of the factorial design, a mainstay of modern
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experimental psychology, emerged from Fechner’s work on the differential perceptual
sensitivity of individuals. Like the social scientists of the time, Fechner knew that any
given measurement was affected by a multitude of factors. From Gauss and Laplace he
borrowed the assumption that patterns of error were normally distributed and applied
the principle to the responses of a single subject. Fechner realized that these factors
could be systematically manipulated and controlled by conducting experiments with
many different conditions (Fechner, 1860). Herman Ebbinghaus took the next step in his
studies of a more complex, multicausal phenomenon—memory—by using the normal
distribution as a test for the validity of a set of data and casting departures from the central
tendency in terms of their probable error. Modern statisticians have gone well beyond
these insights, but the pychophysicists’ contributions of the factorial design to dissect
causality and the applicability of the normal curve to inference were crucial to these later
advances.

Methodologically, what was lost? Despite the fact that experimental psychology
adopted the powerful tool of the factorial design that originated in psychophysics, the
concept of the individual as a unit of study disappeared. Because early work focused on
perceptual and cognitive properties of humans or on epidemiological and sociological
outcomes, the use of animal models to study human conditions was not explored.
Although Fechner in particular was aware that perceptual abilities were affected by
factors such as whether the subject had recently eaten (Fechner, 1860), the idea that
human behavior was a consequence of biological as well as psychological forces was not
considered.

3.2. The Psychological Conceptualization of Stress: Inclusions
and Omissions

Kurt Lewin focused on the role of the subjective psychological world in human expe-
rience—the cornerstone of appraisal, coping, predictability, and controllability. Lewin’s
work has been chosen as the conceptual prelude to Richard S. Lazarus’s work because
of Lazarus’s theme of subjective experience as crucial to understanding stress.

3.2.1. KURT LEWIN

In 1917, while serving in the German army during World War I, Lewin wrote a paper
called “The War Landscape” in which he described how the soldier’s “life-space” is
dramatically different from that of the civilian’s. A civilian might consider a secluded
place as ideal for a picnic, whereas a soldier might consider the same place as likely to
harbor an ambush (Hothersall, 1990). After the war Lewin continued to develop this
theme into what became his theory of topological psychology, most extensively described
in Principles of Topological Psychology (1936).

Lewin’s theory is centered on the concept of the life-space. The life-space constitutes
the subjective psychological world of the individual. Within the life-space is a constantly
changing complex of needs (innate states that involve tension, e.g., hunger) and quasi-
needs (states that involve learned tensions, e.g., social acceptance or achievement). These
tensions give rise to forces that are given direction (e.g., vectors) depending on the
valence of particular goal regions. Any behavior could be explained, Lewin believed, by
understanding the interrelationships among all of the operating vectors and goal regions
in the “psychological field at that time” (Lewin, 1943, p. 294).
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Lewin’s relevance to stress research is that the objective existence of an event in the
external world is experienced by the individual within the subjective world of the life-
space. Human reality is psychological, cognitive, subjective, and fluid. Whether the
event is a threat or challenge depends on how the event is perceived to impinge on the life-
space. The subjective nature of the person–environment interaction is the essence of
Lazarus’s work.

3.2.2. RICHARD S. LAZARUS

“Psychological stress is a particular relationship between the person and the environ-
ment that is appraised by the person as taxing or exceeding his or her resources and
endangering his or her well-being” (Lazarus & Folkman, 1984, p. 19). For Lazarus the
subjective psychological experience of stress is a function of the psychological factors
that the person brings to the transaction—past experiences, memories, biases, early child-
hood influences—and of the stimuli that the environment presents to the person. The
implication of this definition is that individuals vary in the degree to which they experi-
ence stress in a particular situation and that objectively defined properties of the environ-
mental stimulus are insufficient to explain the stress process.

According to Lazarus, two processes mediate the person–environment relationship:
cognitive appraisal and coping. Appraisal is a process of evaluation in which it is deter-
mined to what extent a particular transaction or series of transactions between the person
and the environment is stressful. Coping is the process through which the person–envi-
ronment relationship demands and the emotions they generate are managed (Lazarus &
Folkman, 1984).

Primary appraisal refers to the evaluation of a person–environment transaction as
irrelevant, benign-positive, or stressful. The judgment that a transaction is irrelevant
implies that nothing is to be lost or gained. A benign-positive transaction is one construed
to enhance or potentially enhance well-being. The evaluation of a transaction as stressful
indicates the possibility of harm/loss, threat, or challenge. When harm or loss is antici-
pated but has not yet occurred, the appraisal is one of threat and the resulting emotions
are negative—fear, anxiety, or anger. The appraisal of challenge occurs when the trans-
action holds the potential for growth. The emotional responses to the challenge appraisal
are positive—eagerness, excitement, and exhilaration (Lazarus & Folkman, 1984). Sec-
ondary appraisal involves assessing which coping options are available, how likely those
options are to successfully address the problem, and to what extent the individual is able
to carry out those options effectively.

The processes of appraisal are themselves modified by other factors within the person:
commitments and beliefs. These variables exert influence on the appraisal process in
three ways: (a) by determining what is salient for well-being in a given encounter, (b) by
shaping the person’s understanding of the event and the resulting emotions and coping
behaviors, and (c) by providing the basis for evaluating outcomes (Lazarus & Folkman,
1984). Situational factors also influence the stress experience. Lazarus and Folkman
(1984) distinguish between uncertainty—the person not knowing what the event might
mean—and ambiguity—lack of information about the situation itself. In ambiguous
situations, factors about the person become the most important determinants of responses,
and these factors also determine whether the ambiguity makes the experience more or less
stressful. The processes of appraisal continue as the stressful transaction continues. This
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process is called reappraisal and reflects the essential process nature of the stress expe-
rience.

Coping is the “constantly changing cognitive and behavioral efforts to manage spe-
cific external and/or internal demands that are appraised as taxing or exceeding the
resources of the person” (Lazarus & Folkman, 1984, p. 141). Coping responses can be
divided into two categories: responses aimed at the problem itself—problem-focused
coping—and responses aimed at managing emotional responses to the problem—emo-
tion-focused coping (Folkman & Lazarus, 1980). Problem-focused coping is more likely
to occur when the situation is perceived to be susceptible to action, and emotion-focused
coping is more likely when appraisal indicates that nothing can be done about the event.
Problem-focused coping includes strategies such as defining the problem, looking for
alternative solutions, weighing the costs and benefits of various alternatives, choosing
among the solutions, and acting on the decision. Emotion-focused coping includes cog-
nitive processes such as distancing, minimization, avoidance, and selective attention.
These strategies may lead to reappraisal of the situation as less harmful than originally
believed even though the situation remains objectively the same. Emotion-focused cop-
ing also consists of behaviors that may lead to reappraisals such as exercising in order to
distract oneself from a problem, venting anger or fear, drinking alcohol, and seeking
social support.

Omitted from the psychological model is the idea that humans also are complex bio-
logical organisms and that biological activity may affect psychological processes.
Lazarus’ work is driven by a one-way, top-down assumption—that cognition drives the
stress experience including biological stress responses, and that biological responses, if
they are relevant, are trivial compared to psychological processes. As a consequence,
possible biological contributions to the subjective nature of the stress experience are not
considered. It is possible, however, that appraisal and coping depend to some extent on
the individual’s biological responses during a given person–environment interaction.
Lazarus left unexamined the possibility that people’s cognitions are a coping response for
their idiosyncratic physiological responses. In addition, because the subjective, psycho-
logical world is conceived of as a peculiarly human one, the possible role of animal
models is not explored.

4. THE PSYCHOBIOLOGISTS

The psychobiologists’ conceptual contributions to the understanding of stress inte-
grate psychology and biology. John W. Mason is the prototypical stress psychobiologist.
Mason’s investigations are organized around two themes: that psychological stress is a
potent inducer of stress responses and that the biological consequences of stress are
homeostatic and depend on psychological factors. Biology’s capacity for sensitive and
accurate measurement of biological processes, its potential to illuminate underlying
mechanisms governing diverse bodily systems, and its emphasis on the presence of
lawful phenomena as revealed in the individual coupled with psychology’s awareness of
the power of environment and the subjective psychological world to influence behavior
and the appropriate use of inferential statistics are united in Mason’s 40 yr of investiga-
tions. The result is an approach to stress research that attempts to integrate the activity of
multiple endocrine systems, cognitive variables such as appraisal, personality factors,
and environmental or situational variables.
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4.1. Psychobiological Methodology: Inclusions and Omissions
Methodologically, Mason’s work blends the biological and psychological traditions.

In part, his work reflects the methodological emphases of the early physiologists—
meticulous and repeated measurement of biological responses, small numbers of subjects
and appreciation for the individual, and a disinclination to consider extreme responses as
aberrant. He also draws from the psychological tradition, using field studies of soldiers
during war to study human stress responses and creating animal models of psychological
stress with classical and operant conditioning paradigms. Noting that means obscured
individual differences in highly variable hormonal responses, he also used nonparametric
tests and presented the data of individual human and animal subjects to demonstrate
reported variability. He emphasized the need when examining hormonal responses to
have repeated sampling and concurrent measurements of psychological states in order to
interpret biological data (e.g., Mason, 1968c).

What did Mason omit methodologically? Missing from the human and animal work
is measurement of behavior not directly related to the question under examination. In the
animal work, this omission was partly a consequence of using conditioning paradigms in
which the only behavior that could be measured in the experimental situation was lever-
pressing. He also generally used only male subjects. Further, the stressors employed (e.g.,
exposure to war, 3-d avoidance task interfering with feeding and sleeping) were extreme.

4.2. The Psychobiological Conceptualization of Stress:
Inclusions and Omissions

Mason conceptualizes stress as an interaction between psychological, environmental,
and biological variables. The individual’s experience of stress and manifestation of stress
responses depends on appraisal of a situation or stimulus, personality factors, situational
or environmental influences, and an integrated multihormonal response. He focused on
endocrinological responses as evolutionarily functional reactions associated with
extreme psychological stress in normal humans and animals. From Bernard and
Cannon he took the assumption that biological responses to disruption are homeostatic,
prepare the organism for exertion, and are aimed at preserving the organism. Mason adds
that psychoendocrine responses are essentially anticipatory in nature (Mason, 1968b).

In general, human studies conducted by Mason and coworkers (Bourne, Rose, &
Mason, 1967, 1968; Mason, Giller, Kosten, & Harkness, 1988; Mason, Kosten,
Southwick, & Giller, 1990; Poe, Rose, & Mason, 1970; Rose, Poe, & Mason, 1968)
demonstrated that the magnitude of corticosteroid responses

did not correspond to objective measures of the significance of the threat, particularly
in terms of the extent to which it was life-threatening. This suggested that for any
individual the significance of any event in the environment could only be interpreted
as a function of the interaction of his ego defenses, and the manner in which he perceived
the environment. (Bourne et al., 1967, p. 104)

Studies in men under the extreme stressor of combat or threat of combat also revealed
the power of psychological forces to influence HPA axis activity. In helicopter ambu-
lance medics corticosteroid levels not only were lower than in a noncombat control group
but remained low regardless of whether the individual was in combat (Bourne et al.,
1967). The authors attributed stable low corticosteroid levels to the use of complex
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psychological defenses that enabled subjects to perceive reality in a way that minimized
danger and led to feelings of invincibility and invulnerability. These defenses included
feelings of job gratification, prestige accorded by other troops, expressions of gratitude
by evacuated casualties, religious beliefs, ritualistic behaviors, and calculations of the
probability of being injured or killed.

From these studies and an extensive series of animal studies, Mason and colleagues
concluded that (a) responses to psychological stressors were profound, often not linked
closely in time with the actual experience, persisted for days or weeks after the stressor
ceased, and exhibited marked individual differences; (b) acute hormonal responses are
sensitive to subtle differences in the psychological parameters of the stressor (i.e., pres-
ence or absence of ambiguity) (Mason, 1968a, 1975, Mason, Mangan, Brady, Conrad, &
Rioch, 1961; Mason, Hartley, Mougey, Ricketts, & Jones, 1973); (c) hormonal responses
to psychological stress are provoked by anticipated metabolic needs and are aimed at
meeting those needs and restoring homeostasis (Mason, 1968a); and (d) the responses of
individual hormones during and after stress must be evaluated in a multihormonal context
because individual hormones have multiple and sometimes opposing effects on meta-
bolic processes and hormones interact with one another in a complex, mutually regula-
tory manner at any given time-point as well as over time (Mason, 1968b).

Mason also counters Selye’s nonspecificity concept. He notes that endocrinological
responses to physical stressors such as heat, cold, blood loss, and hyperinsulinemia
counter the challenge in specific homeostatic ways rather than in nonspecific ways
(Mason, 1971, 1975). Second, Mason points out that physical stressors such as fasting,
exercise, cold, and heat have inherent psychological stress components. Mason argues
that the effects of physical stressors have historically been confounded with effects of
psychological stress and demonstrated empirically that when psychological components
are reduced or eliminated, adrenocorticol responses are also reduced or eliminated
(Mason, Jones, Ricketts, Brady, & Tolliver, 1968; Mason, Wool, Mougey, Wherry,
Collins, & Taylor, 1968). The major disadvantage of Mason’s psychobiological stress
model is the failure to entertain the possibility that psychological and biologic responses
may interact in a bidirectional manner. Like Lazarus, Mason’s theoretical approach
assumes a top-down process in which psychological factors affect biological processes,
but not vice versa.

5. CONCLUSIONS

Theory as a guide for empirical work is essential to making progress in a field. In
Lewin’s words, “it is an illusion to believe that it is possible to develop on a purely
empirical basis any science which deals with questions of interdependence and causa-
tion” (Lewin, 1938, p. 12). How stress, health, and illness are defined, therefore, guides
the choice of question under investigation, the design of experiments, the interpretation
of data, and the choice of future directions. Given the retrospective clarity that historical
consideration offers, it is clear that better understanding of the relationship between stress
and disease requires viewing the individual as a psychobiological entity. Psychological
forces are the perceptible core of human existence: awareness of self, the relevance of the
threat or challenge to self, and cognitive and behavioral responses aimed at preserving
self. Biological forces operate largely beneath the level of psychological awareness, are
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evolutionarily old, and follow their own mute teleology of homeostasis—another form
of self-preservation.

The challenge for stress researchers in the 21st century is to discover the mechanisms
by which individual differences that are the product of culture, gender, environment,
personal history, personality, genotype, physiology, and neurochemistry make the indi-
vidual vulnerable or resistant to stress-induced physical and psychological disease.
Approaches to this challenge that incorporate awareness of humans as psychobiological
entities and that comprise a variety of methodological tools are the most likely to make
important contributions to the field.
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2 Experimental Protocols for the Study
of Stress in Animals and Humans

Carla Gambarana

KEY POINTS

• Stress is the response of an organism to a stressor of physical, chemical, or emotional
nature.

• Exposure to stressors induces behavioral and neuroendocrine consequences in experi-
mental animals as well as in humans, and this complex response can be adaptive or
maladaptive.

• Experimentally, the exposure to different stressors is used in order to study the evoked
responses and the mechanisms underlying them or to modify the behavior of animals in
an attempt to reproduce reliable models of psychiatric symptoms with a stress-related
component in humans.

• In animals of the same species, strain, sex, and age maintained in controlled environmen-
tal conditions, we can expect reproducible behavioral and neuroendocrine responses to
stressful protocols, which are proportional to the intensity of the stressor and the duration
of the exposure. The reproducibility of the response is crucially bound to the controlled
experimental conditions used.

• In human experiments, the main difficulties in controlling experimental conditions are
not related to the stressor (intensity and duration of exposure ethically acceptable), but
are mainly related to the large interindividual variability in sensitivity to any kind of
traumatic stimulus or event, which can sometimes be explained on the basis of genetic
variables or particular personal histories.

1. INTRODUCTION

The term “stress” has several meanings; in behavioral research it is used in the sense
of “a physical, chemical, or emotional factor (as trauma, histamine, or fear) to which an
individual fails to make a satisfactory adaptation” or “the state or condition of strain
(Webster’s dictionary, 1971).” Selye used “stress” to indicate the response of an organ-
ism to a “stressor” and made a distinction between adaptive and maladaptive responses
(Selye, 1950, 1974). Emotional stimuli such as novelty, withholding of reward, and
anticipation of punishment (rather than punishment itself) are the most frequent stressors
and among the most efficacious activators of the neuroendocrine systems that play a role
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in stress responses (Mason, 1968, 1975). A more comprehensive definition of stress
given by Goldstein (1987) is a condition when expectations, whether genetically pro-
grammed or established by a prior learning, do not match the current or anticipated
perceptions of internal or external environment. This discrepancy causes a complex
range of adaptive responses, whose pattern is dependent upon the type and duration of the
provoking event (Chrousos, 1998; Pacak & Palkovits, 2001).

1.1. Modeling of Stress in Animals
Exposure to stressors induces behavioral and neuroendocrine sequelae that are often

used to experimentally mimic in animals the symptoms that characterize specific human
psychiatric disorders (Willner, 1995). This is possible because animals of the same
species, strain, sex, and age maintained in controlled environmental conditions show a
sufficiently homogeneous response to stressful conditions that is proportional to the
intensity of the stressor and the duration of the exposure. Thus, a stress protocol can be
calibrated and standardized in order to obtain reproducible behavioral and neuroendo-
crine modifications. These stress procedures should never exceed the rigid limits im-
posed by the international ethical committees, and their reproducibility is crucially bound
to the controlled experimental conditions used. Within these limits we can design stress-
ful procedures that may result in either adaptive or maladaptive reactions by acting more
on the degree of control allowed to the animal on the stressor than on the stressor intensity.

1.2. Modeling of Stress in Humans
Exposure to comparable levels of stressful situations and controlled conditions is not

possible in experiments on human beings, as common sense and stringent ethical rules
absolutely limit the use of aversive stimuli. On the other hand, solving a simple arithmeti-
cal problem or participating in an easy game in front of one or more examiners may elicit
an emotional reaction similar to that of a student undergoing examination, and different
tests have been devised and validated in healthy voluntary subjects that induce psycho-
logical stress and measurable neuroendocrine responses. The main difficulties in control-
ling experimental conditions in human experiments are not primarily related to the
stressor, but to the vast interindividual variability in sensitivity to any kind of traumatic
stimulus or event (Kroll, 2003). This point seems to contradict the Diagnostic and Sta-
tistical Manual of Mental Disorders, which, when defining the causes of posttraumatic
stress disorder (PTSD), states that “[the] severity, duration, and proximity of an indi-
vidual exposure to the traumatic event are the most important factors affecting the like-
lihood of developing this disorder” (American Psychiatric Association [APA], 2000).
There is no doubt that trauma is the necessary disease agent, but it is never a sufficient
predictor of PTSD development. Other factors, both genetic (Bouchard, Lykken, McGue,
Segal, & Tellegen, 1990) and acquired, such as previously experienced traumatic events
(Breslau, Chilcoat, Kessler, & Davis, 1999) or strong cultural traditions (Welsaeth, 2002),
may exert strong control over the individual acute reactivity to stressful events and the
long-term consequences.

1.3. Uses of Stress Models
To minimize confusion we will use the terms “stressor” to define a stimulus or event

that perturbs the equilibrium in an organism and “stress” to define the response of the
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organism to such a stimulus or event. Experimentally, the effects of different stressors are
useful to study the evoked responses and the mechanisms underlying them or to modify
the behavior of animals in an attempt to reproduce reliable models of psychiatric symp-
toms that may have a stress-related component in humans. The two approaches differ
only in the final aim, as both require very strictly controlled experimental conditions. An
experimental model of a psychiatric disease must fulfill three basic requirements: face
validity, as the behavioral modification should mimic a psychiatric symptom; predictive
validity, as the behavioral modification should be reverted by the psychotropic drugs that
control the spontaneous symptom; and construct validity, as the mechanisms underpin-
ning the behavioral modification should be similar to those considered responsible, or
associated with, the psychiatric symptom (Willner, 1995). These requirements are used
to validate a model independently of the modality (pharmacological, genetic, or environ-
mental) used to obtain it.

2. STRESSOR EXPOSURE AS A MODEL OF PSYCHIATRIC SYMPTOMS

2.1. Depression
We have devised two models for studying depression based on animal exposure to

unavoidable stressors (Gambarana, Scheggi, Tagliamonte, Tolu, & De Montis, 2001).
Rats exposed to a noxious avoidable stimulus quickly learn to avoid it; thus, when
administered a sequence of threshold electric tail-shocks, a naive animal escapes from an
average of 26 out of 30 shocks. This escape competence can be disrupted by previous
exposure to an unavoidable stressor; in this condition, when tested for escape, the animal
escapes from an average of 3–5 out of 30 consecutive tail-shocks (Gambarana et al.,
2001). This escape deficit, which is a modification of the classical learned helplessness
syndrome (Overmier & Seligman, 1967; Sherman, Sacquitine, & Petty, 1982), implies
an N-methyl-D-aspartate (NMDA)-dependent neuronal plasticity process, since the acute
administration of 0.1 mg/kg of dizocilpine, an NMDA receptor antagonist, 30 min before
unavoidable stressor exposure completely prevents the development of escape deficit
(Gambarana et al., 2001). The unavoidable stressor has been standardized (Maier, 1986)
and consists of a series of 48 tail-shocks administered in 50 min in a condition of complete
immobilization. It appears that the stressed rat “learns” that any effort to avoid the
noxious stimulus is ineffective. This form of aversive memory is short-lived: it is maxi-
mal 24 h after unavoidable stressor exposure, and it rapidly declines within 48–72 h
(Gambarana et al., 2001). This decline is dependent on µ-opioid receptor functionality,
since the subcutaneous infusion of naloxone by osmotic minipump (1 mg/kg/24 h) post-
pones recovery as long as naloxone is infused (Fig. 1). The development of acute escape
deficit is prevented by previous repeated administration of classical antidepressants. That
is, imipramine, fluoxetine, clomipramine, phenelzine, mirtazapine, and reboxetine ad-
ministered acutely before an unavoidable stressor show no protective effect; however,
when they are administered for 14–21 d, depending on the compound, a preventive,
protective effect is consistently observed (Gambarana et al., 1995; Raugg, et al., 2005).
The experimental conditions must be strictly controlled, as adjunctive stressors may
easily alter animals’ performance. For instance, experiments are always carried out on
rats fed ad libitum, since the condition of fasting may completely protect them from the
behavioral sequelae of unavoidable stressor exposure (Fig. 2).
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Fig. 1. Critical role of µ-opioid receptors in the extinction of unavoidable stressor-induced escape
deficit. Twenty-four hours after exposure to unavoidable shocks, rats showed a clear-cut escape
deficit (Ctr ED 24 h) compared to the performance of stress-naive rats (Naive). This behavioral
deficit rapidly declined within 48–72 h, and by d 6 rats had completely recovered (Ctr ED 6 d).
Rats infused with naloxone subcutaneously by osmotic minipumps (1 mg/kg/24 h), exposed to
unavoidable shocks under naloxone infusion and 6 d later to escape test (Naloxone 6 d), did not
recover a normal escape response. Values represent mean 6 SEM of number of escapes (n = 8 in
each group). ***p < 0.001 compared to the number of escapes of the Naive group, §p < 0.001
compared to the number of escapes of the Ctr ED 24 h group (one-way ANOVA followed by
Bonferroni’s test).

Fig. 2. Protective effect of a 24-h fast period on the development of escape deficit (ED). Rats were
fasted for 24 h and then exposed to unavoidable shocks. Eight hours after stressor exposure, rats
had unlimited access to food and they underwent the escape test 24 h after the unavoidable shocks.
Values represent mean 6 SEM of number of escapes (n = 9 in each group). ***p < 0.001 compared
to the number of escapes of the Ctr ED group (one-way ANOVA followed by Bonferroni’s test).
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The stressor-induced models of depression most often used in rats or mice are the
forced swim test and the tail suspension test. The forced swim test, also known as the
Porsolt test, involves placing the animal in a tank filled with tepid water, where both rats
and mice will struggle in the attempt to jump out, and measuring the latency for the animal
to become immobile (Porsolt, LePichon, & Jalfre, 1977). Acute or short-term (3–4
administrations within 24 h) treatment with most antidepressants prolongs this latency
and decreases the duration of immobility. A skilled experimenter can distinguish the
class of antidepressant used from the pattern of movements of the animals; thus, norepi-
nephrine reuptake blockers may increase climbing behavior, whereas selective serotonin
reuptake inhibitors (SSRIs) increase swimming (Detke, Rickels, & Lucki, 1995). An
interpretation of the test as a model of depression is that immobility time is a symptom
of reduced reactivity to an aversive environment, and the fact that the administration
of an antidepressant prolongs the struggling or swimming time should give predictive
validity to the model. A main criticism o f this interpretation is that a very short-term
treatment is sufficient for shortening immobility time, and this fact conflicts with the
delay necessary for an antidepressant compound to develop its therapeutic activity. This
discrepancy limits the validity of Porsolt’s test as a model of depression, but does not
reduce its utility as a relatively rapid testing protocol for detecting agents with antidepres-
sant-like activity. The tail suspension test, a variant of the forced swim test, is used in mice
(Steru, Chermat, Thierry, & Simon, 1985; Steru et al., 1987). The mouse is suspended by
its tail and the time it takes to become immobile (i.e., to hang passively upside down) is
measured. Acute administration of most antidepressants decreases immobility. Thus, this
model presents the same limits as the forced swim test, but the same adaptability as a
quick screening tool.

False positives in the three described acute tests include drugs that are stimulants (and
hence decrease immobility) but not antidepressants. In the acute escape deficit model,
central stimulants increase the number of escapes when administered before the escape
test but show no protective activity when given before the unavoidable stressor
(Gambarana, Ghiglieri, Taddei, Tagliamonte, & De Montis, 1995).

2.2. Anxiety
The spontaneous capacity of animals to avoid aversive stimuli is often used to model

anxiety. Both mice and rats prefer a protected to an open environment, and when placed
in an elevated-plus maze (i.e., a maze with two closed arms and two open arms elevated
above the floor level) they explore it but spend most of the time in the arms of the maze
protected by walls. Since the acute administration of benzodiazepines or other anxiolytic
drugs at a dose that does not modify spontaneous motility prolongs the time spent by
animals in the open arms, the elevated-plus maze is used as a model of anxiety (Lister,
1987; Pellow, Chopin, File, & Briley, 1985). A mild physical stressor such as a continu-
ous electric current in the metal tip of a water bottle does not completely prevent rats from
drinking, but it reduces water consumption. Again, acute benzodiazepine administration
reinstates basal water consumption, and this behavioral paradigm is used as a model of
anxiety (Vogel, Beer, & Clody, 1971).

2.3. Chronic Models
The models so far described allow almost exclusively the study of the preventive effects

of drugs on experimentally modified behaviors. When exposure to unavoidable stressors
is repeated, the condition of reduced reactivity to environmental stimuli may be pro-
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longed, and it may outlast by several days the end of stressor exposure. Different kinds
of stressors, such as immobilization, repeated electric shocks, etc., have been used.
Repeated episodes of immobilization are frequently used to study the neuroendocrino-
logical and metabolic stress responses, rather than to induce reliable behavioral modifi-
cations. One of the most elegant long-term models of depression is the chronic mild stress
(CMS) procedure devised by Willner (Papp, Moryl, & Willner, 1996; Papp, Willner, &
Muscat, 1991). In the CMS model, chronic sequential exposure of rats to a variety of mild
stressors has been shown to decrease the drinking of a sweetened solution, a condition
that could be reversed by the chronic administration of classical antidepressant drugs as
well as dopaminergic agonists (Muscat, Papp, & Willner, 1992a, 1992b; Muscat,
Sampson, & Willner, 1990; Papp et al., 1996). Exposure to chronic mild stress also
impairs the acquisition of place preference conditioning, in parallel with sucrose con-
sumption (Papp et al., 1991). All of these deficits are reversed by chronic treatment with
clinically effective antidepressant drugs (Moreau, Jenck, Martin, Mortas, & Haefely,
1992; Muscat et al., 1990, 1992b; Papp et al., 1991, 1996; Willner, Towell, Sampson,
Sophokleous, & Muscat, 1987).

The condition of escape deficit induced by a single exposure to unavoidable shocks can
be maintained indefinitely by exposing rats that have developed the deficit to a sequence
of milder stressors on alternate days, such as a brief immobilization period, a few tail-
shocks, or exposure to the room in which shocks were previously administered
(Gambarana et al., 2001). Moreover, 14 d after the last stressor exposure, chronically
stressed rats still present a clear-cut escape deficit (Mangiavacchi et al., 2001). No sig-
nificant differences in the amount of daily food and water consumption or in the curve
of body weight increase is observed between control rats and rats exposed to this proce-
dure for 3 wk (Mangiavacchi et al., 2001). Daily administration of a classical antidepres-
sant, beginning 24 h after initial exposure to unavoidable shocks and continuing during
chronic stressor exposure, results in reversal of the escape deficit after �3 wk of treat-
ment (Gambarana et al., 2001). Thus, repeated administration of antidepressant com-
pounds not only prevents the development of escape deficit, but also reverts it once
established. This is strong proof of predictive validity in favor of the escape deficit as a
model of depression.

After a 3-wk exposure to chronic stressors, rats show a decreased output of dopamine
(DA) and serotonin (5-HT) in the medial prefrontal cortex (mPFC) and in the shell of the
nucleus accumbens (NAcS), as detected by microdialysis procedure, which may last for
days after the last stressor exposure (Mangiavacchi et al., 2001). Moreover, these rats also
show a steady increase in plasma corticosterone levels and a decrease in glucocorticoid
receptors in discrete brain areas such as the hippocampus and mPFC (De Montis, Rauggi,
Scheggi, & Tagliamonte, 2004). These intense, long-lasting monoaminergic deficits,
associated with a condition of increased hypothalamic–pituitary–adrenal (HPA) axis
activity, are reminiscent of the serotonergic and catecholaminergic theories of depression
and of the enhanced HPA axis activity observed in depressed patients (Halbreich, Asnis,
Schindledecker, Zurnoff, & Nathan, 1985; Meltzer & Lowy, 1987; Schildkraut, 1965;
Willner, 1983). Thus, altogether they constitute a strong neurobiological and endocrino-
logical construct validity proof for defining chronic escape deficit as a model of depression.

Exposure to chronic stressful procedures also reduces spontaneous reactivity to
rewarding stimuli in rats, as already mentioned for the CMS model. Rats are very fond
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of vanilla sugar (VS), and they still consume it when fed ad libitum on a standard diet.
Indeed, VS maintains its reinforcing property in satiated rats that consistently learn to
choose between the two divergent arms of a Y-maze, the one contingently baited with VS
(Ghiglieri et al., 1997). The disruption of the VS-sustained appetitive behavior (VAB) by
chronic exposure to unavoidable stressors was developed as a model of anhedonia, which
is a core symptom of depression, since rats exposed to the chronic stressor procedure
during the training phase show reduced interest in the bait and never acquire the appeti-
tive behavior (Ghiglieri et al., 1997). Interestingly, both the escape deficit and the impair-
ment of VAB learning in the Y-maze are reversed by a chronic treatment with
antidepressant drugs such as imipramine or fluoxetine. These findings further strengthen
the face validity of the chronic stressor procedure, which is able to induce a reduced
reactivity to both aversive and pleasurable stimuli. In addition, they also strengthen its
predictive validity, as the administration of classical antidepressants antagonizes both its
behavioral and neurochemical effects (Ghiglieri et al., 1997).

The effect of chronic exposure to an unavoidable stressor on VAB acquisition was
crucial for clarifying the mechanism that underlies the chronic stress-reduced enticement
toward palatable food. In fact, we observed that the dopaminergic response to VS con-
sumption in satiated rats presented with VS for the first time is predictive of VS-reinforc-
ing activity (Gambarana et al., 2003). Only rats that show a consistent increase in
dopamine release in the mPFC and NAcS in response to VS consumption are able to learn
VAB (Gambarana et al., 2003). Accordingly, rats that underwent CMS also showed a
decreased DA response to palatable food consumption in the mesolimbic areas (Di Chiara
& Tanda, 1997).

The administration of antidepressant drugs antagonizes the disrupting effect of chronic
stressors on VAB acquisition to the limited extent that the treatment is initiated long
before stress exposure (Gambarana et al., 2001). When rats begin imipramine or fluoxetine
treatment soon after exposure to unavoidable shocks and escape test and they begin Y-maze
training after a 7-d exposure to chronic stressors and antidepressant treatment, they never
acquire VAB (Gambarana et al., unpublished results). Interestingly, VS consumption at
the end of the first week of combined stressor exposure and antidepressant treatment does
not induce a dopaminergic response in the NAcS (Table 1). Rats exposed to this experi-
mental protocol began Y-maze training in a condition of decreased or absent competence
to perceive VS as a palatable food, and they probably perceived Y-maze training as an
adjunctive stressor. Accordingly, after 3 wk of daily antidepressant treatment, the escape
deficit was reverted, but they had not learned the appetitive behavior. Thus, while imi-
pramine and fluoxetine can reverse a state of stressor-induced escape deficit, they seem
to have no effect on stressor-induced devaluation of food palatability.

2.4. Models of Adaptive Stress
We try, experimentally, to calibrate stressor intensity and length of exposure on the

basis of the stress response of an organism, since it is impossible to predict a priori the
limit between an adaptive and a maladaptive stress. The experimental protocols described
so far are designed to induce a maladaptive stress response in the organism, and thus mimic
some of the core symptoms of psychiatric diseases. A very common stressor used to
induce adaptive stress is food restriction of different degrees; fasted animals show a very
low response threshold to different environmental stimuli and appear to be in a latent state
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of alert. Basal glucose consumption in the brain is significantly higher than that in any
other organ, and this consumption further increases in a condition of stress. Thus, the
stress response includes a cascade of metabolic events aimed at decreasing glucose
consumption by peripheral organs in order to spare it for brain function (Peters et al.,
2004). Exposure to a condition of caloric restriction is considered to be the easiest method
of causing stress in animals, because eating is entirely instinctive, natural, and the most
desirable behavior for animals, particularly for fasting animals (Martin & Seneviratne,
1997; Rodeck, 1969). A condition of partial, well-controlled food restriction produces
gastric stress ulcers in rats (Yi & Stephan, 1998) and it is a widely used model of stressor.
Moreover, chronic food restriction enhances sensitivity to the rewarding and motor-
activating effects of amphetamine, cocaine, and other drugs of abuse (Bell, Stewart,
Thompson, & Meisch, 1997; Cabeza de Vaca & Carr, 1998; Cabib, Orsini, Le Moal, &
Piazza, 2000; Carr, Kim, & Cabeza de Vaca, 2000; Carroll & Meisch, 1984; Deroche et
al., 1995), as many other stressors do (Antelman, Eichler, Black, & Kocan, 1980; Bozarth,
Murray, & Wise, 1989; Deminihre et al., 1992; Deroche et al., 1992; Deroche, Piazza, Le
Moal, & Simon, 1994; Pacchioni, Gioino, Assis, & Cancela, 2002).

Chronic food restriction activates complex endocrine and autonomic mechanisms that
control food intake and energy metabolism (Berthoud, 2002). These mechanisms may
lead to the initiation of ingestion, or they may simply lead to an adjustment in autonomic
and/or endocrine outflow. In experimental chronic food restriction, the ingestive
response is by definition partial, and the resulting changes in energy balance are
orchestrated by a central neural network centered in the hypothalamus that receives and

Table 1

Dopamine Accumulation in Response to Palatable Food Consumption
in the Nucleus Accumbens Shell of Rats Fed Ad Libitum

Group Maximum (pg/10 µL) increase in DA levels

Ctr 37.3 ± 1.1
Stress 5.4 ± 3.3***

Stress + IMI 3.3 ± 2.3***

Stress + FLX 4.6 ± 2.2***

Rats were exposed to unavoidable shocks and escape test, then to chronic
stressor protocol for 7 d. Imipramine (IMI) (5 mg/kg i p, twice a day) and fluoxetine
(FLX) treatments (5 mg/kg/day, ip) began soon after the escape test. Twenty-four
hours after the last stressor exposure and drug treatment, rats were implanted with
microdialysis probes in the nucleus accumbens shell, and microdialysis was
performed the following day. When consistent baseline dopamine (DA) levels
were attained (�10% between sample variation), rats were presented with five
vanilla sugar (VS) pellets. Rats in the Ctr group ate all the pellets in less than 5 min;
only 5 rats out of 12 in the Stress group, 6 out 12 in the Stress + IMI group, and 5
out of 11 in the Stress + FLX group ate the VS pellets. Values represent the mean
� SEM of maximum increases in extraneuronal DA levels after VS consumption
minus baseline levels in each rat (n = 10 in the Ctr group, 5 in the Stress and Stress
+ FLX group, 6 in the Stress + IMI group). ***p � 0.001 compared to the maximum
increase in the Ctr group (one-way ANOVA followed by Bonferroni’s test).
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integrates neural, metabolic, and endocrine signals and organizes appropriate responses
of energy resources allocation and expenditure (Peters et al., 2004). The neocortex and
the limbic–hypothalamus–pituitary–adrenal system control both energy resource alloca-
tion and intake. Brain neurons utilize glucose almost exclusively, and ATP-sensitive
potassium channels are considered the detectors of glucose concentration in neurons of
the neocortex that control the HPA axis and the autonomic sympathetic system (Peters
et al., 2004). HPA axis and sympathetic system activation results in reduced glucose
utilization in skeletal muscles and increased brain glucose availability, among other
effects. High-affinity mineralocorticoid and low-affinity glucocorticoid receptors, located
in the neurons of limbic areas such as the hippocampus and hypothalamus, determine the
setpoint of the HPA system (Herman et al., 2003; Jacobson & Sapolsky, 1991). This
setpoint can be modified by exposure to a chronic stressor, such as partial food restriction
or decreased environmental temperature, and it can reach a new functional equilibrium
characterized by increased reactivity to stressful stimuli. On the other hand, it can be
permanently and pathologically disrupted by extreme chronic metabolic, psychological,
and physical stressors such as starvation, infectious diseases, hormones, drugs, sub-
stances of abuse, or chemicals disrupting the endocrine system.

In this context, we may define the response to chronic food restriction as adaptive
stress and the response to the chronic escape deficit procedure as maladaptive stress.
Accordingly, diet-restricted rats and mice have improved cardiovascular stress responses
(Wan, Camandola, & Mattson, 2003) and increased resistance to high temperature (Hall
et al., 2000) and to a number of different toxins (Bruce-Keller, Umberger, McFall, &
Mattson, 1999; Duan & Mattson, 1999), as well as to unavoidable stressor exposure
(Fig. 2). Conversely, exposure to the chronic stress procedure results in a condition of
chronic escape deficit and anhedonia that is used to model mental depression.

2.5. Models of Stress in Humans
Dietary restriction in humans can increase life span and reduce the incidence of age-

related diseases including cancer, diabetes, and kidney disease (Weindruch & Sohal,
1997), and it is the basis for the treatment of several metabolic and cardiovascular dis-
orders. Dietary restriction, particularly in overweight subjects, is a stressful experience,
and compliance with a rigid diet can be as poor as spontaneous abstinence is in drug
abusers. On the other hand, dieting is just one of the many stressful tools employed in
treating patients.

Returning to experimental stress, the use of stressors on humans is limited to the
evaluation of the emotional threshold in healthy subjects and in well-defined forms of
psychopathology. The stressors used are light physical stimuli, such as a brief foot
immersion in cold water (Oshima et al., 2001), or a protocol of simple tasks to be
solved, such as the Trier Social Stress Test (TSST) (Kirschbaum, Pirke, & Hellhammer,
1993), which induces a psychological stress. TSST consists mainly of a free speech and
a mental arithmetic task in front of an audience. Including introduction to the free speech
and a preparation phase, the total procedure takes approx 15 min. The most frequently
measured variables are plasma or salivary cortisol, plasma adrenocorticotropic hormone
(ACTH), and cardiovascular parameters such as heart rate and blood pressure. Salivary
cortisol has been shown to be a reliable, noninvasive method of assessing plasma cortisol
levels (Kirschbaum & Hellhammer, 1989; Reid, Intrieri, Susman, & Beard, 1992) and has
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the further advantage of measuring plasma free cortisol levels, hypothesized to be the
more biologically active form of plasma cortisol (Elkins, 1990). Salivary cortisol pro-
vides a measure of non-protein-bound, “free” cortisol levels. Salivary “free” cortisol
levels track closely with plasma levels, showing a 1- to 2-min lag, and have been previ-
ously used to monitor cortisol activity in both ambulatory and laboratory challenge
paradigms (Kirschbaum and Hellhammer, 1994).

The great number of studies conducted in healthy volunteers aimed at defining gender
differences in cardiovascular and HPA axis responses to psychological stress in healthy
men and women of different ages did not reach consistent results (Gaab et al., 2003;
Kirschbaum, Klauer, Filipp, & Hellhammer, 1995; Kudielka, Buske-Kirschbaum,
Hellhammer, & Kirschbaum, 2004; Kudielka et al., 1998; Kudielka, Schmidt-Reinwald,
Hellhammer, Schurmeyer, & Kirschbaum, 2000; Seeman, Singer, Wilkinson, &
McEwen, 2001; Watamura, Donzella, Alwin, & Gunnar, 2003; Wolf, Schommer,
Hellhammer, McEwen, & Kirschbaum, 2001).

Besides the different experimental conditions used, the main reason for the discrep-
ancies among studies is the immense interindividual variability (Berger et al., 1987),
which can sometimes be explained on the basis of genetic variables (Wust et al., 2004)
or particular personal histories (Brody, 2002).

Controlled studies aimed at the assessment of psychological and physiological reac-
tions to psychological stress provocation are less frequently carried out in psychiatric
patients. This may be due to the complex interactions among the various factors that
modulate the stress response and the dynamics of the disease under investigation. Thus,
in different forms of psychiatric disorders the basal activity of the HPA axis is studied,
rather than the susceptibility to standardized stressors. The better assessed alteration in
the HPA axis is the decreased response to the dexamethasone suppression test (DST) in
major depression (Carroll et al., 1981), a psychiatric disorder characterized by high
plasma cortisol levels. A vast number of studies have established that the sensitivity of
DST in major depression is no more than 40–50% (Arana, Baldessarini, & Ornsteen,
1985). In this context, Holsboer, von Bardeleben, Wiedemann, Müller, and Stalla (1987)
serially performed corticotropin-releasing hormone (CRH) challenge on major depres-
sive episode cases after pretreatment with dexamethasone (DEX) and found that the
hyperresponses of ACTH and cortisol during the episode were normalized with recovery.
This phenomenon was confirmed in a large-scale study by Holsboer-Trachsler, Stohler,
and Hatzinger (1991). Heuser, Yassouridis, and Holsboer (1994) concluded that the
sensitivity of this combined DEX/CRH test in major depression is �80%, which far
exceeds that of the standard DST. The DEX/CRH test has also been proposed as a
predictor of medium-term outcome in patients with remitted depression (Zobel et al.,
2001). On the other hand, a decreased response to the DST is not specific for major
depression since it has also been observed in schizophrenic patients (Tandon et al., 1991).

Cortisol, ACTH plasma levels, and cortisol salivary concentration are all reliable
markers of HPA axis activity in humans, but modifications of these parameters elicited
by mild stressor exposure are bound to a number of variables that render any findings or
conclusions impossible. Thus, experimental models based on stressor exposure have
several useful applications in animal research but are still of limited clinical value in
human research.
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3. CONCLUSIONS
Exposure to stressors induces a complex behavioral and neuroendocrine response—

stress—in experimental animals as well as in humans. This response can be adaptive or
maladaptive.

In animals maintained under controlled experimental conditions, stress is reproduc-
ible and proportional to the intensity of the stressor and the duration of the exposure. This
notion allows the study of the mechanisms underlying the responses to stressors and the
use of stress-induced behavioral modifications as models of psychiatric symptoms.

The experimental study of stress is still of limited clinical value in human research
because of ethical problems. However, it is the large interindividual variability in the
sensitivity to any kind of traumatic stimulus or event that largely accounts for the low
concordance in the conclusions of the existing studies.
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3 Neurobiological Foundations of Stress
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and Richard F. Thompson

KEY POINTS

• The body produces a common, integrated set of responses in an attempt to adapt to many
different types of stress.

• Physical or psychological stressors increase the activity of the body’s autonomic system,
ultimately resulting in the release of endogenous substances, including epinephrine,
norepinephrine, and cortisol into the bloodstream.

• Acute stress can activate specific brain regions to enhance or impair memory consolida-
tion, and chronic stress can alter nervous system structure and function and cause memory
dysfunction.

• Deleterious effects of cortisol on brain tissue occur in the hippocampus and amygdala,
limbic system structures rich in glucocorticoid receptors and important for the consoli-
dation of memory.

• Hippocampal long-term potentiation, a mechanism of memory storage, is impaired by
behavioral stress, but can be reversed by the administration of the female hormone
estrogen.

• Detrimental effects of stress on learning in females is dependent on the stage of estrous
during which the learning occurs and is enhanced during periods when low or no (via
ovariectomy) estrogen levels occur, with detrimental effects being minimized during
periods when elevated estrogen levels occur.

• Male and female reactivity to stress is quite different and most likely due to variations
of circulating levels of sex hormones in the bloodstream and their influence on nervous
system structures responsive to stress.

1. NEUROBIOLOGICAL FOUNDATIONS OF STRESS

Modern understanding of stress stems from classic work in the 1930s by Hans Selye,
who developed the notion of the general adaptation syndrome (Selye, 1936). Selye pos-
ited that the body shows a common, integrated set of responses in an attempt to adapt to
many different kinds of stress. Until his work, many scientists viewed different kinds of
stress as having different effects on the body; for example, the effect of exposure to severe
cold was thought to be very different from the effect of blood loss. Indeed, each particular
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type of stressor does have unique effects. However, Selye showed that different severe
stressors also have common features. He identified three stages. First is the shock (or
alarm) phase, involving decreased blood pressure, body temperature, and muscle tone
(the reader has no doubt experienced at least some degree of shock following a minor or
not so minor injury, particularly if blood loss occurred). Selye termed the second phase
of the adaptation response the stage of resistance, when the body fights back. If the stress
is severe and continues for a long period, the body defenses break down and the third
stage, exhaustion, ensues. Among other things, this stage includes a marked impairment
of the immune system.

Selye focused on physical stressors. Blood loss is a simple and common example—
even donating blood can activate the general adaptation syndrome. Extensive blood loss
causes an immediate drop in blood pressure and body temperature and feeling faint—the
shock stage. Shock triggers in the hypothalamus the release of corticotropin-releasing
hormone (CRH), causing the pituitary to release adrenocorticotropic hormone (ACTH),
which acts on the cortex of the adrenal gland to release glucocorticoids (cortisol). A wide
range of actions on body tissues prepares the body to deal with stress (Fig. 1) (i.e.,
resistance). All of these effects may occur the first time you donate blood.

The release of cortisol acts at multiple levels to redirect bodily energy resources,
including an increase in blood glucose level for energy mobilization. It causes suppres-
sion of the immune system, inhibition of tissue growth processes, vasoconstriction via
potentiation of the sympathetic nervous system, increased metabolism of proteins and
fats, and suppression of reproductive functions.

All the actions of cortisol are meant to prepare the organism to deal with trauma and
stress by restoring normal physiological conditions. Increased glucose can replenish lost
energy stores, inhibiting T-cell proliferation will control the inflammatory response, and
so on. These processes, helpful in the short-term response to stress, are catabolic in nature
and have very damaging long-term effects. Indeed, hypersecretion of cortisol is thought
to be a major factor in the aging process (Landfield, Waymire, & Lynch, 1978) and in
many disease states (McEwen & Stellar, 1993). Fortunately, there are built-in controls
that regulate the production of cortisol. In particular, increased blood levels of cortisol
inhibit the release of CRH from the hypothalamus and ACTH from the pituitary (Fig. 1).

The second time you donate blood these stress effects will probably not occur. There
is, of course, much more to stress than physical trauma. Blood loss is a clear physical
stress—you donate the same amount of blood each time. But psychological factors are
also critically important in causing stress; this is true in all mammals, not just humans.
In recent years the focus on stress has shifted from physical trauma per se to psychologi-
cal or, more accurately, psychobiological factors. Many types of stress, particularly
chronic stress, do not produce the initial shock phase, but they do cause to varying
degrees, the resistance phase and even, in extreme cases, the exhaustion phase.

2. THE ADRENAL GLAND

The adrenal gland is the major gland in mammals for coping with stress. It consists of
two almost completely independent glands, a central part called the adrenal medulla and
an outer covering called the adrenal cortex (Fig. 1). The adrenal medulla functions in the
same way as the sympathetic ganglia. It is controlled by the axons of autonomic motor
neurons from the spinal cord. However, there are no postganglionic neurons in the adre-
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nal medulla. Instead, the motor axon terminals synapse with gland cells in the medulla
called chromaffin cells. When chromaffin cells are activated by the motor neurons
(release of acetylcholine [ACh]), they release norepinephrine (NE) and epinephrine
(E) directly into the bloodstream. In humans, mostly E is released, but a small amount of
NE is released as well. Endogenous opioids are also released.

Almost any type of sudden stress, either physical or psychological, will cause the
sympathetic part of the autonomic nervous system (ANS), the emergency system, to
increase its activity. This in turn causes the adrenal medulla to increase its secretion of
E and NE into the blood. This is felt very rapidly: the heart immediately begins to pound.
Other actions of E and NE include elevation of blood pressure, dry mouth, sweating from
the palms of the hands and under the arms, and several metabolic changes that ensure an
immediate supply of energy. Most of these effects are also produced by direct actions of
the sympathetic nervous system on target organs. Release of E and NE by the adrenal

Fig. 1. Schematic representation of interrelations of the pituitary gland and the adrenal gland—the
pituitary–adrenal axis or system. The adrenal medulla releases epinephrine (adrenaline), which
acts on body organs and back on the hypothalamus (and perhaps other brain regions) to facilitate
the activity of the autonomic nervous system. The adrenal cortex releases corticoids, which act on
body organs and act back on the pituitary gland, the hypothalamus, and other brain regions. The
highest density of corticoid receptors in the brain is actually in the hippocampus.
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medulla reinforces these effects. The adrenal medulla is really a part of the sympathetic
division of the ANS, although it behaves in some ways as an endocrine gland.

The adrenal cortex is composed of glandular tissue and surrounds the adrenal medulla.
It is the part of the adrenal gland that is a typical endocrine gland. Under certain condi-
tions, neurons in a region of the hypothalamus release CRH into the portal circulation.
It is carried by the local blood supply directly to the anterior pituitary gland, where it
causes the release of ACTH into the general circulation. When ACTH reaches the adrenal
cortex, endocrine gland cells release cortisol and a small amount of aldosterone. Aldos-
terone regulates the levels of sodium, potassium, and chloride ions by controlling the
extent to which they are reabsorbed by the kidneys. The release of aldosterone by the
adrenal cortex is primarily controlled by blood potassium concentration and extracellular
fluid volume. Consequently, it plays an important role in thirst and drinking.

As of this writing, nine hormones have been identified as being released by the adrenal
cortex, including androgens and progesterones (see Hierholzer & Buhler, 1996, for a
detailed overview). We focus here on cortisol; the major action of ACTH is to cause the
adrenal cortex to release cortisol (the only way cortisol can be released). Cortisol exerts
powerful effects on all body tissues. As noted, it increases blood glucose levels and
stimulates the breakdown of proteins into amino acids, inhibits the uptake of glucose by
body tissues but not by the brain, and regulates the response of the cardiovascular system
to persisting high blood pressure (hypertension). All of these actions help an animal deal
with stress. An animal faced with a threat must usually forgo eating but needs energy in
the form of glucose in the blood. The brain, in particular, needs a good supply of glucose.
The increased blood levels of amino acids help repair possible tissue damage. Increased
vascular tone is also of great importance. For unknown reasons, an immediate effect of
stress is that certain arteries dilate, which reduces blood pressure. Cortisol counteracts
this and maintains the correct blood pressure. The increased release of cortisol in
response to stress is normal and very adaptive. However, long-term increases in cor-
tisol level can result in damage and loss of neurons in the hippocampus (McEwen, 1996;
Sapolsky, 1990).

3. HYPOTHALAMIC CONTROL OF THE STRESS RESPONSE

The hypothalamic nucleus directly concerned with stress is the periventricular nucleus
(PVN) (Fig. 2). It is only about half a square millimeter of tissue and contains roughly
10,000 neurons in humans. There are two groups of endocrine neurons in the PVN: large
neurons that convey oxytocin and vasopressin to the posterior pituitary for release (not
directly involved in the stress response) and smaller neurons that release CRH into the
portal circulation to activate secreting cells in the anterior pituitary to release ACTH into
the general blood circulation. As we saw earlier, ACTH triggers release of cortisol from
the adrenal cortex.

In addition to endocrine neurons, other neurons in the PVN make axonal connections
with neurons in the reticular formation, brainstem, and spinal cord. Most of these neurons
terminate on motor neurons for the ANS.

Interestingly, the PVN does not appear to contain any interneurons—neurons that
interconnect within the nucleus. Hence, activity of the nucleus is under the direct control
of the input projections to the nucleus—dozens of such inputs have been described. We
note here four major input systems. First is an autonomic input, primarily from the vagus
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nerve (containing sensory as well as motor fibers), that projects to autonomic nuclei in
the brainstem and from there to the PVN. This system presumably conveys information
about the state of the internal organs. The second input system comes from the subfornical
organ, a small structure on the outside of the blood–brain barrier that has no such barrier
itself. It detects levels of certain neurochemicals and hormones in the blood. The third
class of input is relayed from the forebrain limbic system, particularly the hippocampus,
amygdala, and prefrontal cerebral cortex. Finally, there are many projections to the PVN
from other hypothalamic nuclei (Akil et al., 1999).

A schematic of some of these inputs is shown in Fig. 3. All of these can be grouped into
two general categories, which Herman et al. (2003) have classed as reactive responses vs
anticipatory responses (see Table 1). In a rough sense, these correspond to the older distinc-
tion between physiological and psychobiological sources of stress.

Reactive stressors invoke direct input pathways to the PVN; induction of these systems
occurs the first time the stimulus is presented, and damage to these systems markedly
impairs the cortisol response. Anticipatory responses involve forebrain structures, par-
ticularly cerebral cortex, hippocampus, and amygdala. These in turn act on the PVN
polysynaptically and relay through structures that also mediate reactive responses, for
example, the nucleus of the solitary tract, the parabrachial nucleus, the dorsomedial
hypothalamus, the preoptic area, and the surround area of the PVN (see Fig. 3).

Fig. 2. Cross-section of the brain showing some of the hypothalamic nuclei. The schematic show-
ing the plane of section is a rat brain; the actual section is of a human brain. The nuclei discussed
in the text include the paraventricular nuclei (PVN), dorsomedial nuclei, and the amygdala. The
fornix is a fiber bundle connecting the hippocampal system (limbic forebrain) to the hypothala-
mus, and the amygdala is another major structure of the limbic forebrain with strong connections
to the hypothalamus.
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4. THE BIOCHEMICAL SWITCHING HYPOTHESIS

Many neurons in the brain have more than one neuropeptide that can function as a
neurotransmitter or modulator substance. This principle seems to be carried to the
extreme in the hypothalamus. The CRH-containing neurons in the PVN may contain
as many as eight different neuroactive substances, including CRH, dynorphin, dopamine,
and angiotensin. Swanson and colleagues at the University of Southern California have

Fig. 3. Major direct projections to a prototypical medial parvocellular PVN neuron. The PVN
receives direct innervation from several extrahypothalamic pathways regulating homeostatic func-
tions, including: (1) the subfornical organ (SFO)-median preoptic nucleus (MnPOA)-organum
vasculosum of the lamine terminalis (OVLT), regulating fluid and electrolyte balance; (2) norepi-
nephrine (NE), epinephrine (E), glucagon-like peptide 1 (GLP-1), and other neuropeptidergic neu-
rons in the nucleus of the solitary tract (NTS) and parabrachial nucleus (PBN), subserving relay
of autonomic and immune system afferents; and (3) hypothalamic nuclei subserving autonomic/
metabolic/immune/arousal signals, including the dorsomedial hypothalamus (DMH), medial pre-
optic area (POA), lateral hypothalamic area (LHA), arcuate nucleus (ARC), peri-PVN zone,
anterior hypothalamic nucleus (AHN) and ventral premammillary nucleus (PMV), among others.
Some of these projections are largely GABAergic (�), some are predominantly glutamatergic
(�), whereas others contain mixed populations of cells. The bed nucleus of the stria terminalis
(BST) is predominantly GABAergic, suggesting a largely inhibitory influence on the PVN. (From
Herman et al., 2003.)
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developed clear evidence that a given neuron will express more or less several of these
neuroactive substances, depending on the kind of stress involved (Swanson, 1991).
Remember that these substances are expressed from the genes, the DNA in the cell
nucleus, manufactured via the RNA, and conveyed to the terminals of the secreting PVN
neurons. For example, increased blood cortisol level causes an increase in CRH but no
change in vasopressin in one type of PVN neuron but a decrease in both types of peptide
in another type of neuron. Other aspects of stress can produce different changes in the
peptides expressed in PVN neurons.

Swanson suggests that different kinds of stress could produce differential genetic
expression and production of different peptide hormones and neurotransmitters in the
neurons, which could result in fine-tuning of the most adaptive type of response to the
particular stress involved. The biochemical switching hypothesis is illustrated in Fig. 4.
This hypothesis proposes that an anatomically fixed circuit can change its functions by
altering the gene expression of peptides in the neurons. This provides an intriguing
example of biochemical plasticity without anatomical plasticity.

5. THE PSYCHOBIOLOGICAL NATURE OF STRESS

The rate of cortisol secretion is extremely sensitive to psychological factors. A seem-
ingly mild experience, such as a rat being placed in a new environment, can cause a
massive increase in the release of corticosterone (the rat analog of human cortisol). When

Table 1
Stimuli Triggering Reactive vs Anticipatory HPA Stress Responses

Reactive responses Anticipatory responses

Pain Innate programs
Visceral Predators
Somatic Unfamiliar environments/situations

Neuronal homeostatic signals Social challenges
Chemoreceptor stimulation Species-specific threats (e.g., illuminated

spaces for rodents, dark spaces for humans)
Baroreceptor stimulation Memory programs
Osmoreceptor stimulation Classically conditioned stimuli

Humoral homeostatic signals Contextually conditioned stimuli
Glucose Negative reinforcement/frustration
Leptin
Insulin
Renin–angiotensin
Atrial natriuretic peptide
Others

Humoral inflammatory signals
IL-1
IL-6
TNF-α
Others

IL, interleukin; TNF, tumor necrosis factor; HPA, hypothalamic–pituitary–adrenal.
Source: Herman et al., 2003.
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a person boards an airplane, there is often a massive increase in cortisol release. Cortisol
release means that CRH has been released from the hypothalamus and ACTH from the
pituitary. As cortisol is released, it causes the hypothalamus–pituitary to inhibit the
release of CRH and ACTH, as noted above. As ACTH release decreases, release of
cortisol by the adrenal cortex decreases. The release of these substances appears to be
much more finely tuned and sensitive to environmental and psychological factors than
the increased activity of the sympathetic nervous system in response to a sudden stress
or an emergency.

It has long been known for many years that performance on various learning and skill
tasks has an inverted-U relation to degree of arousal in both humans and other mammals.
At the extreme low end of arousal, sleep, there is no performance. If you are exhausted
and very sleepy, your performance will be poor. If you are alert, full of energy, and
aroused, your performance will be optimal. However, if you are extremely aroused and
under a great deal of stress, your performance will deteriorate. In general, stress impairs
performance in proportion to the severity of stress—the right side of the inverted U
(Hennessey & Levine, 1979).

It is now clear that stress cannot be identified simply with physical trauma. The extent
to which situations are stressful is determined by how the individual understands, inter-
prets, sees, and feels about a situation. It is fundamentally a “cognitive” phenomenon
depending more on how the individual construes the situation than on the nature of the
situation itself. The key aspects are uncertainty and control: the less knowledge the
individual has about a potentially harmful situation and the less control he or she feels can
be exerted, the more stressful the situation is. Conversely, the more understanding and
certainty the individual has about a situation, the more he or she feels in control and the
less stressful it is. We and other mammals appear to be driven by nature toward certainty.

Fig. 4. Biochemical switching in a neuroanatomically fixed circuit may be implemented by changes
in the ratio of neuropeptides a and b within a particular neuron (A) if the neuron innervates two
different cell types (B,C), each of which expresses receptors (Ra, Rb) for one neuropeptide or the
other. The a/b ratio may be altered by substances released from neural inputs 1 and 2 or by steroid
hormones entering from nearby capillaries.
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This may in fact be the basis for the existence of various belief systems. A person firmly
committed to a belief system does in fact “understand” the world and the nature of the
controls that operate, even though this understanding may be quite wrong.

There are many examples from both the human and animal literatures. A classic study
was conducted on humans in parachute training (Ursin, Baade, & Levine, 1978). In that
study, the hormonal and behavioral responses of a group of Norwegian paratroop trainees
were examined after repeated jumps off a 10-m tower on a guidewire. After the first jump
there was a dramatic elevation of cortisol in the blood, but after the second jump there was
a significant drop to basal levels; basal levels persisted on subsequent jumps. It is also
important to note that the fear ratings changed dramatically following the first and second
jumps: very little fear was expressed after the second jump, even though there had been
a very high rating of fear prior to the first jump.

To take a simple example from the animal literature (Dess, Linwick, Patterson,
Overmier, & Levine, 1983), dogs were subjected to a series of electric shocks that
were either unpredictable or predictable. The predictable condition involved present-
ing the animal with a tone prior to the onset of shock. In the unpredictable condition, no
such tone was presented. The adrenocortical response observed on subsequent testing of
these animals clearly indicated the importance of reducing uncertainty by predictability.
Animals that did not have the signal preceding the shock showed an adrenocortical
response that was two to three times that observed in animals with previous predictable
shock experiences.

It should be noted that the procedures used in this experiment are typical of those used
in experiments examining learned helplessness (Seligman, 1975). Learned helplessness
refers to the protracted effects of prolonged exposure to unpredictable and uncontrollable
stimuli of an aversive nature. It has been observed that organisms exposed to this type of
experimental regimen show long-term deficits in their ability to perform appropriately
under subsequent testing conditions. Furthermore, these animals show a much greater
increase in adrenocortical activity when exposed to novel stimuli than do control animals
(Levine, Madden, Conner, Moskal, & Anderson, 1973). Thus, an organism exposed to
an uncontrollable and unpredictable set of aversive stimuli shows not only a dramatic
increase in adrenocortical activity while exposed to these conditions but also long-term
deficits in other, unrelated test conditions.

The key element in these examples and in virtually all recent work on stress is uncer-
tainty (see, e.g., Druckman & Swets, 1988, pp. 115–132). This applies also to positive or
rewarding events. In animal studies, frustration, with the attendant elevation of serum
corticosterone, can be induced by changing the conditions of reward so that previously
learned expectancies no longer hold.

6. STRESS AND MEMORY

Since the time of Selye’s pioneering research on stress more than 60 yr ago, it has been
known that people subjected to highly stressful situations in their lives show evidence of
poor health. Many subsequent descriptive studies have examined the negative impact of
stress on health in people, including concentration camp survivors of World War II, air
traffic controllers who work at busy airports, and drivers of subway trains that injure or
kill people (Cobb & Rose, 1973; Cohen, 1953; Theorell et al., 1992). Much of our current
understanding of the adverse effects of stress on health has come from experimental
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human and animal studies. Many of these studies show that severe stress can alter nervous
system structure and function and, as a consequence, cause memory problems. Other
studies show that lower amounts of acute stress may, in fact, activate specific brain
regions that enhance memory consolidation, the process by which memories become
strengthened. Because hormones released during stress influence memory, we can
now begin to understand why stress or emotional arousal have such powerful effects
on how well we remember certain information during these events. A basic understand-
ing of how hormones and brain systems become activated during stress will be examined
by reviewing human and animal studies that focus in large part on their influence on the
brain and memory formation.

The role of stress and emotional memory has been studied extensively by James
McGaugh and colleagues. In one of McGaugh’s experiments, two groups of healthy adult
human subjects were shown the same series of slides but were told different stories to
accompany them (Cahill & McGaugh, 1995). The neutral story was emotionally innocu-
ous, with the other story being similar, except that an emotionally arousing description
occurred in the middle of the story. After 2 wk, the subjects were asked to state what they
remembered of the slides. The group that heard the neutral story remembered the slides
from all parts of the story equally well (or poorly). No differences were found in these
subjects as they recalled the slides from the beginning, middle, or end of the neutral story.
The group that heard the emotionally arousing story, however, had a significantly
enhanced recall of the slides in the middle of the story, the ones they were looking at
when they heard the emotionally arousing description. This was one of the first experi-
mental studies in humans to support the idea that emotional arousal can influence long-
term memory in healthy human subjects.

In humans, emotional arousal activates a variety of stress hormones, including adrena-
line. Since adrenaline binds to adrenergic receptors in the brain, it would be possible to
pharmacologically block these receptors via β-adrenergic blockers (β-blockers) and
observe what impact this blocking effect has on subsequent recall of information stored
following an emotional event. In an experiment subsequent to the one described above
from McGaugh’s laboratory, a similar study was done on healthy adult human volun-
teers, except that half of the subjects were given the β-blocker propranolol before the
experiment started (Cahill, Prins, Weber, & McGaugh, 1994). For the group that heard
the neutral story, propranolol made no difference in their recall of the slides they were
shown. However, for the group that heard the emotionally arousing story, propranolol
completely blocked the arousing effects of emotion on memory, preventing them from
recalling details of the emotionally arousing component of the story. The different results
from the two groups of experimental subjects provides strong evidence that adrenaline
enables the formation of memories of emotionally arousing events.

In a recent clinical study, emergency room patients who had just experienced a trau-
matic event, such as an automobile accident, were administered propranolol to prevent
them from developing strong emotional memories of the accident that might lead them
to develop posttraumatic stress disorder (PTSD) symptoms (Pitman et al., 2002). Sub-
jects were studied up to 3 mo following the traumatic event, and those who were given
propranolol were found to have a reduction in PTSD symptoms compared to emergency
room patients who were given a placebo instead of propranolol. This study suggests that
acute posttrauma propranolol administration may prevent PTSD symptoms and that adrena-
line may play a major role in remembering under emotion-laden, stressful conditions.
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Under more chronic or long-lasting stress, the adrenal cortex produces and releases
cortisol, a glucocorticoid hormone that increases glucose metabolism in the blood to help
supply more energy to the body, and activates other processes that stimulate behavioral
responsiveness. While cortisol levels in the blood normally fluctuate over the course of
a 24-h period, the levels become extremely high when a person is confronted with a
stressful situation. Sustained levels of stress or exposure to cortisol can have a variety of
severe effects on both body and function. In another of McGaugh’s experiments, healthy
adult human subjects administered cortisone pills performed poorly on a cognitive task
in which the subjects needed to remember a list of words compared to control subjects
who were administered placebo pills (de Quervain, Roozendaal, Nitsch, McGaugh, &
Hock, 2000). Cortisone is a compound that is quickly absorbed in the body and converted
into hydrocortisone (cortisol). In sum, these studies suggest that acute levels of stress
may enhance certain types of memory, whereas chronic levels of stress impair them.

7. STRESS AND THE HIPPOCAMPUS

Some of the most deleterious effects of cortisol on brain tissue occur in the hippocam-
pus, a structure rich in glucocorticoid receptors and important for the consolidation of
memory. The discovery that the hippocampus has a highly concentrated population of
glucocorticoid receptors has resulted in much research on the effects of stress on hippoc-
ampal structure and function (McEwen, 2000). Sapolsky found that exposing young rats
to high levels of corticosterone (cortisol) or stress adversely affects the organism by
reducing the number of hippocampal neurons and making it more difficult for the organ-
ism to survive the effects of seizures and ischemia, which involves the blockage of
oxygen to the brain associated with stroke (Sapolsky, Krey, & McEwen, 1985). The
stress-induced hippocampal damage that Sapolsky first identified was not specific to rats.
The stress associated with being a subordinate in a social group of vervet monkeys caused
damage to the hippocampi of some male members of the group (Uno et al., 1989) (Fig.
5). Although female monkeys had also undergone similar degrees of social subordination
and developed several physical symptoms associated with chronic stress, such as stom-
ach ulcers and immune suppression, there was no evidence of hippocampal damage in
this population. This may be a result of the neurotrophic or neuroprotective properties of
the female hormone estrogen, which will be discussed later. Nonetheless, the adverse
effects of prolonged and severe stress that Sapolsky found in the male vervet monkey
hippocampus are sufficient enough to damage the brain and cause deleterious behavioral
consequences.

In patients with Cushing’s syndrome, noncancerous tumors in the pituitary gland give
rise to an excessive overproduction and release of glucocorticoids that lead to hyperten-
sion, diabetes, immune system problems, and memory impairment (Starkman, Gebarski,
Berent, & Schteingart, 1992). Magnetic resonance imaging scans of Cushing’s syndrome
patients showed that the amount of glucocorticoid secretion is correlated with the extent
of hippocampal atrophy and the extent of impairment in hippocampal-dependent cogni-
tion (Sapolsky, 1996). These studies suggest a strong relationship between sustained
stress or glucocorticoid secretion and damage to the hippocampus, ultimately resulting
in various pathologies and memory impairment.

Excitatory synaptic transmission in the hippocampus is mediated by glutamate, the
most common excitatory neurotransmitter in the brain. Several types of receptors bind
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glutamate, including N-methyl-D-aspartate (NMDA) and AMPA receptors. When
glutamate binds to these receptors, the neuron becomes excited. Activation of these
receptors in the hippocampus is thought to be responsible, in part, for normal learning and
memory processing. However, when glutamate is present in very high doses, it becomes
toxic to the cells to which it binds. Brain damage in the hippocampus of rats exposed to
high levels of glucocorticoids might, in fact, be owing to a disruption in the regulation
of glutamate, ultimately resulting in high concentrations of glutamate causing damage to
these neurons (Sapolsky, Krey, & McEwen, 1986b). The hippocampus may regulate the
hormonal stress response, sending inhibitory messages to the hypothalamus, where the
hormonal stress response is first controlled. During stress, rats and monkeys with damage
to the hippocampus take longer to turn off their stress response, resulting in higher levels
of glucocorticoids. As noted above from McGaugh’s research, these stress hormones,
presumably by acting on the hippocampus, can enhance the storage of important expe-
riences in long-term memory. However, excessive or chronically elevated levels of these
same hormones can damage the very part of the brain that regulates them. Consequently,
increased secretion of glucocorticoids further damages portions of the hippocampus,
resulting in deficits in learning and memory.

As we have seen, the hippocampus has special relevance to human and animal cogni-
tive processes. Stress studies have made it clear that important stress hormones can

Fig. 5. Photomicrographs showing brain damage caused by stress: (a) section through the hippo-
campus of a normal vervet monkey: (b) section through the hippocampus of a vervet monkey of
low social status subjected to stress. Compare the regions between the arrowheads, normally filled
with large pyramidal cells. (From Uno et al., 1989.)
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significantly impact hippocampal structure and function. McEwen has studied the effects
of stress on age-related brain degeneration that causes cognitive deficits in humans and
animals. In studies of elderly humans, individual differences in human brain aging were
correlated with cortisol levels in otherwise healthy individuals followed over a number
of years. Elderly subjects who showed a significant and progressive increase in basal
cortisol levels during yearly exams spanning 4 yr performed more poorly on tasks mea-
suring explicit memory than those of age-matched controls who did not show progressive
cortisol increases (Lupien et al., 1998). Furthermore, brain scans revealed that the hip-
pocampi of the impaired group were 14% smaller than those of the control group. This
research highlights the vulnerability of the brain—and the hippocampus, in particular—
to factors associated with chronic stress and the human aging process.

Experimental animal studies suggest a mechanism whereby stress and aging interact.
In young rats, repeated exposure to stress causes a decrease in the number of glucocor-
ticoid receptors in the brain. In this case, high levels of cortisol actually are less effective
because cortisol now binds to fewer receptors. However, with increasing age, the rats’
glucocorticoid receptors do not decrease, allowing more of the receptors to be present
when there really should be fewer (Sapolsky, Krey, & McEwen, 1986a). In aged rats,
stress-generated cortisol has a much broader target area to which it can bind, thereby
disrupting the normal balance of glucocorticoid receptors and presumably increasing
the risk of hippocampal damage. These studies provide strong support for an associa-
tion between cognitive impairment and aging that might be related to cortisol and gluco-
corticoid receptor dysregulation in the hippocampus. A clearer understanding of the
mechanisms underlying the effect of these hormones on cognition and memory may help
in providing therapeutic approaches for people needing them.

8. STRESS AND SYNAPTIC PLASTICITY

A number of hormones secreted from the pituitary–adrenal system during stress affect
learning and memory processes. The phenomenon of hippocampal long-term potentia-
tion (LTP), characterized by an increase in synaptic efficacy, is viewed by many as a
putative mechanism of memory storage and has proven to be a most valuable model for
the study of neuronal plasticity at the cellular level. An uncontrollable acute stress expe-
rience in rats (30 min body restraint + 1 s tail-shock/min) was found to markedly impair
the subsequent ability of a region within the hippocampus to develop LTP (Foy, Stanton,
Levine, & Thompson, 1987). This was the first demonstration of an acute behavioral
stressor to impair the induction and maintenance of a form of synaptic plasticity within
the brain (Fig. 6). In a further study, LTP was much less impaired in rats that could control
the shock stress than in rats that could not exert control, even though both groups of rats
received identical physical stress (Shors, Seib, Levine, & Thompson, 1989).

Although it is unknown whether behavioral stress impairs LTP specifically or plastic-
ity in general, other forms of hippocampal plasticity, such as the more recently discovered
hippocampal homosynaptic long-term depression (LTD), may also be modified by stress.
LTD, contrary to LTP, is characterized by a decrease in synaptic efficacy and is consid-
ered as a mechanism of memory storage (Bear & Malenka, 1994). Behavioral stress,
similar to that administered in the LTP experiments, facilitated hippocampal LTD in rats
(Kim, Foy, & Thompson, 1996). In contrast, hippocampal recordings from unstressed
controls failed to display LTD.
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The failure to obtain LTD in control animals requires an explanation. It appears that
while LTD occurs in the hippocampus of very young rats (e.g., ~12–15 d old), it seems
to occur less reliably in adult rats (e.g., ~3–5 mo old). Adult rats were used in both the
original LTP and LTD experiments. Also, it has been discovered that hippocampal LTD
is most prominent in aged rats (e.g., ~18–24 mo old) (Norris, Korol, & Foster, 1996). In
normal aging, the hippocampus undergoes a number of changes in morphology and
physiology that may contribute to age-related differences in functioning and behavior
(Geinisman, de Toledo-Morrell, Morrell, & Heller, 1995); these changes may be respon-
sible for the effects of stress on synaptic plasticity in the aged animals. In the study by
Kim et al. (1996) mentioned above, it was also found that the behavioral stress enhance-
ment of LTD and the stress impairment of LTP in rats required activation of NMDA
receptors, because the stress effect on both forms of hippocampal synaptic plasticity was
blocked by NMDA receptor antagonists. Such modifications in hippocampal plasticity
may contribute to learning and memory impairments associated with stress.

9. STRESS AND ESTROGEN

After more than three decades of research, it has been well established that estrogen
influences nervous system activity. Decreased hippocampal seizure thresholds were
found in animals primed with estrogen and also during proestrus, the stage of the estrous
cycle when estrogen levels are at their highest (Terasawa & Timiras, 1969). Since then,
many studies have confirmed the powerful electrophysiological effects of estrogen,
including excitatory and inhibitory influences on hippocampal excitability, plasticity,
and anatomy (Foy, 2001; Foy et al., 1999; Teyler, Vardaris, Lewis, & Rawitch, 1980;
Wong & Moss, 1991, 1992; Woolley, Weiland, McEwen, & Schwartzkroin, 1997). For
example, hippocampal neurons from young adult male rats exposed to moderate concen-

Fig. 6. Long-term potentiation differences in hippocampus from rats exposed to behavioral stress.
Means of extracellular hippocampal waveforms after stimulation designed to induce long-term
potentiation from nonstressed (�) vs stressed (body restraint + tail-shocks) rats (�). (From Foy
et al., 1987.)
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trations of 17β-estradiol, the most potent of the biologically relevant estrogens, exhibit
an increase in synaptic transmission occurring within several minutes of administration.
Following high-frequency stimulation designed to induce LTP, 17β-estradiol induces a
pronounced, persisting, and significant enhancement of LTP of extracellular hippocam-
pal waveforms compared to control conditions (Foy et al., 1999) (Fig. 7). In females,
circulating estrogen levels appear to produce a tonic activation of hippocampal synaptic
plasticity because the magnitude of LTP in intact female rats recorded during proestrus
is greatest, compared to a decreased magnitude of LTP recorded during the female rat’s
diestrus (low estrogen level) stage of the estrous cycle (Bi, Foy, Vouimba, Thompson, &
Baudry, 2001).

Estrogen’s influence on hippocampal synaptic plasticity has been under intensive
study due, in part, to clinical evidence indicating that estrogen hormone replacement
therapy may delay the progression of Alzheimer’s disease and reduce the memory decline
observed during normal aging and menopause (Kawas et al., 1997; Paganini-Hill &

Fig. 7. Waveform recordings from hippocampal tissues exposed to control artificial cerebrospinal
fluid (aCSF) or 17β-estradiol. (A1) Waveform recordings at the end of 10 min of aCSF perfusion
(control). (A2) Waveform recordings at the end of 30 min of 17β-estradiol perfusion. (A3) Wave-
form recordings at end of 30 min of 17β-estradiol perfusion with high-frequency stimulation
designed to produce LTP. (B) Averaged waveform data points from control (aCSF) and experi-
mental (17β-estradiol) hippocampal tissues throughout entire 70-min experiment. (From Foy et
al., 1999.)
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Henderson, 1996; Tang et al., 1996). However, evidence also suggests that treatment with
estrogen once the disease is clearly established has no beneficial effect (Mulnard et al.,
2000) or that estrogen may even be detrimental to nervous system functioning (for
review, see Brinton, 2004).

As already discussed, hippocampal LTD is enhanced in aged rats compared to young
adult rats. This age enhancement of hippocampal LTD is suppressed by treatment with
17β-estradiol (Vouimba, Foy, Foy, & Thompson, 2000). From the research mentioned
above, it is known that stress has a marked effect in enhancing hippocampal LTD in both
adult and aged rats, with aged animals showing a more marked effect. Estrogen reverses
the stress enhancement of hippocampal LTD in adult and aged rats, such that the amount
of hippocampal LTD recorded from the rats treated with estrogen is similar to that recorded
from nonstressed, young adult controls (Tran, Foy, & Thompson, 2003) (Fig. 8). The
results from these animal studies examining the effects of estrogen on synaptic plasticity
suggest that estrogen may act to improve memory storage by suppressing forgetfulness
via a synaptic mechanism, such as hippocampal LTD. Furthermore, estrogen may be
protective against the effects of acute behavioral stress on learning and memory function
and may also reverse learning and memory deficits associated with age.

In summary, the hippocampus is critical for key aspects of memory formation. The
current most widely accepted putative mechanisms of memory storage in the hippocam-

Fig. 8. Long-term depression differences in hippocampus from aged rats exposed to behavioral
stress. Means of extracellular hippocampal waveforms (field excitatory postsynaptic potentials)
before and after stimulation designed to induce long-term depression from nonstressed (dark gray
circles), stressed (medium gray circles), and stressed + estrogen-treated (E2) (light gray circles)
aged rats. (From Tran et al., 2003.)
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pus are LTP and LTD. There are stress- and age-related alterations in hippocampal LTP
and LTD that correlate with stress and age impairments in hippocampal-dependent
memory tasks. Recent evidence in humans suggests that estrogenic hormones appear to
ameliorate the early effects of Alzheimer’s disease on memory in women. Studies on rats
indicate that estrogen can modulate synaptic transmission in the hippocampus of both
stressed and aged animals by enhancing LTP and by blocking or suppressing LTD.
Detailed studies examining the mechanisms of action of estrogen on hippocampal plas-
ticity and the role of estrogen in stress and aging may help us to better understand how
each of these components influences memory processes in humans.

10. STRESS AND THE AMYGDALA

There is a growing literature indicating that the amygdala is critically involved in
mediating stress-related behaviors and in modulating hippocampal mnemonic function-
ing. For example, lesions and pharmacological inactivation of the amygdala prevent
stress-induced gastric erosion (Henke, 1981) and analgesia (Adamec, Burton, Shallow,
& Budgell, 1999). McGaugh and colleagues have shown that various drug manipulations
(specifically agonists and antagonists affecting opioid, GABAergic, noradrenergic, and
cholinergic neurotransmission) in the amygdala can modulate (strengthen or weaken)
memory formation in the hippocampus (McGaugh, 2000; Roozendaal, Griffith,
Buranday, de Quervain, & McGaugh, 2003). Amygdalar lesions also prevent stress-
induced increases in catecholamine turnover in the prefrontal cortex, which is thought to
impair working memory function (Goldstein, Rasmusson, Bunney, & Roth, 1996).

The amygdala is also implicated in the development of LTP in the hippocampus. Abe
and colleagues have shown that lesions to the basolateral nucleus of the amygdala (BLA)
significantly attenuated perforant path-dentate gyrus LTP in vivo (Ikegaya, Saito, & Abe,
1994), whereas lesions to the central nucleus of the amygdala did not. Conversely, high-
frequency stimulation of the BLA amplified the magnitude of LTP in the dentate gyrus
(Ikegaya, Saito, & Abe, 1996). Targeted infusions of the NMDA receptor antagonist
APV (DL-2-amino-5-phosphonovaleric acid) into the BLA reduced the magnitude of
LTP in the dentate gyrus (without affecting the baseline f-EPSP), a finding that suggests
that amygdalar NMDA receptors are involved in regulating hippocampal LTP (Ikegaya,
Saito, & Abe, 1995). Recently, stimulation of the amygdala and exposing rats to stress
(forced exposure to a brightly lit chamber) have been found to produce similar time-
dependent biphasic (an immediate excitatory and a longer-lasting inhibitory) effects on
hippocampal LTP (Akirav & Richter-Levin, 1999).

Anatomically, the amygdala is connected both directly (amygdalo-hippocampal
bundles arise from the magnocellular and parvicellular divisions of the basolateral
amygdala and terminate at CA1 and the subiculum) and indirectly (via the entorhinal
cortex) to several hippocampal regions (Pikkarainen, Ronkko, Savander, Insausti, &
Pitkanen, 1999). Via these routes, the amygdala may exert influences on the hippocampus,
such as stress effects on hippocampal LTP and memory.

Consistent with the aforementioned findings, a recent study demonstrated that
amygdalar lesions effectively block stress effects on hippocampal LTP and hippocam-
pal-dependent spatial memory (Kim, Lee, Han, & Packard, 2001). Specifically, hippo-
campal slices obtained from control (sham-lesioned) animals exposed to stress exhibited
LTP impairments in the CA1 area, whereas slices from control animals not exposed to
stress demonstrated robust LTP, replicating earlier in vitro and in vivo findings of stress-
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induced impairments of LTP (Diamond & Rose, 1994; Foy et al., 1987; Kim et al., 1996;
Shors et al., 1989; Xu, Anwyl, & Rowan, 1997). In contrast, LTP was observed reliably
in hippocampal slices prepared from amygdala lesioned animals, regardless of whether
or not they experienced stress (Fig. 9). Behaviorally, amygdalar lesions blocked stress-
induced impairments in spatial memory when rats were tested in a hippocampal-depen-
dent hidden platform water maze task. Stress effects on hippocampal LTP and spatial
memory were also blocked by micro-infusing the GABAA receptor agonist muscimol
into the amygdala prior to stress (Kim et al., 2001). Interestingly, immediate post-stress
infusions of muscimol into the amygdala failed to prevent stress effects on LTP and
memory, indicating that amygdalar activities during stress, but not after stress, are critical
for the emergence of stress effects on hippocampus. Shors and Mathew’s (1998) finding
that intra-amygdalar infusions of APV block stress-induced facilitation of eyeblink con-
ditioning suggests that NMDA receptors in the amygdala are likely to be important in
mediating stress effects on hippocampal LTP and memory as well. These electrophysi-
ological and behavioral findings that the amygdala is critically involved in mediating
stress effects on the hippocampus are consistent with the view that one function of the

Fig. 9. (A) Amygdalar lesions block stress-induced impairments in Schaffer collateral/commis-
sural-CA1 LTP (SHAM-CONTROL, �; SHAM-STRESS, �; LESION-CONTROL, �; LE-
SION-STRESS, �), (B) but do not interfere with stress-induced corticosterone secretion (I125

radioimmunoassay). (C) Behaviorally, amygdalar lesions prevent stress-induced impairments in
spatial memory, (D) without affecting swim speed. (Data from Kim & Diamond, 2002.)
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amygdala is to modulate memory processes in other brain structures, such as the hippoc-
ampus (Cahill & McGaugh, 1998; Gallagher & Kapp, 1978; Ikegaya et al., 1994;
McGaugh, 2000; Roozendaal et al., 2003).

Interestingly, although amygdalar lesions block stress effects on CA1 LTP in vitro, the
lesions themselves did not affect the magnitude of LTP in unstressed animals. This
finding contrasts with LTP observed in the dentate gyrus (Ikegaya et al., 1994), where the
amygdalar lesion per se significantly impaired LTP. It appears then the amygdala differ-
entially influences synaptic plasticity in different regions of the hippocampus.

As mentioned previously, stress is known to activate an ensemble of neurochemical
responses (such as secretions of glucocorticoids, catecholamines, and opiates) from the
hypothalamic–pituitary–adrenal (HPA) axis and in the ANS (Kim & Yoon, 1998;
McEwen & Sapolsky, 1995). There is strong support for the notion that corticosterone is
the main neuromodulator of stress effects on LTP and memory. However, the corticos-
terone effects on hippocampal LTP are complex, in that there is a biphasic relationship
between the level of corticosterone and the magnitude of LTP: both low (through adrena-
lectomy) and high (produced by stress or exogenous administration) levels of corticos-
terone are associated with LTP impairments, with maximal LTP occurring at an
intermediate level of corticosterone (Diamond, Bennett, Fleshner, & Rose, 1992). Sub-
sequent studies indicate that low-to-intermediate levels of corticosterone enhance hip-
pocampal LTP by preferentially stimulating the high-affinity Type I mineralocorticoid
receptors (MRs), whereas high levels of corticosterone (reflecting a heightened stress
state) produce greater activation of the low-affinity Type II glucocorticoid receptors
(GRs), which results in an inhibitory effect on hippocampal LTP (Conrad, Lupien, &
McEwen, 1999). The relatively greater importance of GRs, compared with MRs, in
mediating the adverse effects of corticosterone on the hippocampus is also supported by
findings that GR agonists and MR antagonists can impair spatial memory (de Kloet,
Oitzl, & Joels, 1999) and that a point mutation in the mouse GR gene blocks the exog-
enous effects of corticosterone on spatial memory (Oitzl, Reichardt, Joels, & de Kloet,
2001).

Corticosterone can also influence the intrinsic properties of hippocampal neurons.
Bath application of corticosterone has been shown to prolong the afterhyperpolarization
(AHP) of CA1 pyramidal neurons by increasing the level of internal Ca2+ and thereby
activating Ca2+-gated K+ channels (Joels, 2001; Kerr, Campbell, Hao, & Landfield,
1989). Correspondingly, corticosterone also promotes the expression of genes that
encode channels that enhance Ca2+ influx (Nair et al., 1998). Recent work has shown
that stress levels of corticosterone initially enhance MR-mediated hippocampal cellu-
lar excitability, which is then overtaken by a GR-mediated suppression of cellular
activity (Joels, 2001), which could impede the development of LTP.

However, an increase in the corticosterone concentration per se does not seem to be
sufficient to affect hippocampal LTP. This conclusion is based on findings that LTP can
still be inhibited by stress in rats that have been depleted of corticosterone as a result of
adrenalectomy (Shors, Levine, & Thompson, 1990). Moreover, in normal rats adminis-
tered dexamethasone (a synthetic glucocorticoid that blocks the release of corticoster-
one), stress impairments of LTP still transpired (Foy, Foy, Levine, & Thompson, 1990).
More recent work has provided three different conditions in which there was dissociation
between the level of corticosterone and hippocampal functioning.
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First, rats with lesions of the amygdala did not develop stress impairments of LTP,
despite the fact that the lesioned rats had significantly elevated corticosterone levels (Kim
et al., 2001). Second, the exogenous administration of stress levels of corticosterone,
under nonstress conditions, did not produce impairments in hippocampal-dependent
spatial memory in rats (Woodson, Macintosh, Fleshner, & Diamond, 2003). Third, male
rats given access to a sexually receptive female had elevations of serum corticosterone,
but no spatial memory deficit (Woodson et al., 2003). Thus, the elevated corticosterone
in the absence of an intact amygdala (or amygdalar-based activity such as fear) is not
sufficient to produce deficits in hippocampal LTP and memory. Collectively, multiple
factors—glucocorticoids and other neuromodulators in conjunction with amygdalar
activities—are likely to be involved in mediating stress effects on hippocampal function-
ing (Fig. 10).

Fig.10. A hypothetical model of how neuromodulator–amygdala interactions mediate stress ef-
fects on hippocampal plasticity. Stress-induced elevations in neuromodulators (glucocorticoids,
catecholamines, enkephalins) can directly affect the hippocampus [denoted by h(s)] and amygdala
[denoted by g(s)]. The output from the amygdala (variable m) is a crucial component of the stress-
induced modulation of hippocampal plasticity. The interaction between influences from the amyg-
dala (m) and stress neuromodulators directly on the hippocampus (h(s)) is a function of both m and
h(s) and is denoted by f[m,h(s)]. The model thus illustrates that when there is a reduction of
amygdala input to the hippocampus (e.g., owing to amygdalar lesions or inactivation, m = 0),
plasticity in the hippocampus is intact under stress conditions (top matrix). Conversely, with intact
amygdalar input in response to stress, plasticity in the hippocampus is disturbed (i.e., impaired
long-term potentiation [LTP]; bottom matrix). The light gray circles on the matrices represent
synapses with normal capacity to generate plasticity (e.g., normal LTP), thereby accommodating
normal hippocampal-dependent memory. The dark gray circles represent synapses following
stress with altered plasticity property (e.g., impaired LTP), which impairs subsequent hippocam-
pal-dependent memory. (Adapted from Kim & Diamond, 2002.)
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11. SEX-SPECIFIC RESPONSES TO STRESS

Males and females can respond to stressful experience in very different ways. The
most robust sex difference occurs with endogenous levels of glucocorticoids. In many
species, glucocorticoid levels are higher in females than in males (Viau & Meaney, 1991).
This sex difference is apparent under unstressed and stressed conditions, and in rats,
glucocorticoid levels are elevated in females during proestrus relative to other stages of
estrous. Stressful experience can also elicit very different behavioral responses in males
vs females, particularly in procedural memory tasks. For example, female rats exposed
to an acute stressful event are severely handicapped in their ability to learn the classically
conditioned eyeblink response (Wood & Shors, 1998). Oddly enough, males exhibit
enhanced performance after exposure to the same stressful event (Shors, 2001; Shors,
Weiss, & Thompson, 1992) (Fig. 11). The stressful event consists of either brief exposure
to intermittent tail-shocks or brief swim stress (20 min), both of which are common
methods for inducing behavioral depression in laboratory animals.

If these effects of uncontrollable stressful experience on learning in rats are relevant
to the human condition, they should possess some characteristics of mental illness, par-
ticularly those associated with stressful experience such as PTSD. After experiencing a
traumatic stressful event, some humans develop a series of behaviors that are maladaptive
and cause distress and dysfunction, such as avoidance, reduced responsiveness, increased
arousal, and anxiety. Often, they reexperience frightening aspects of the traumatic event,
particularly if presented with cues associated with the event. To determine whether the
effects of stress on learning in rats were sensitive to these factors, rats were exposed to
cues associated with the stressful event days after it had ceased and at a time when the
effects of stress would not be reduced or no longer evident. Indeed, days after the stressor,
males reintroduced to the stress context were further enhanced in their performance,
whereas females were further impaired (Shors & Servatius, 1997; Wood, Beylin, &
Shors, 2001). Minimally, these results suggest that the effects of acute stress on learning

Fig. 11. The bar graph depicts the percentage of conditioned responses in males and females 24 h after
being exposed to an acute stressor of brief intermittent tail-shocks relative to the percentage of
conditioned responses in unstressed controls.
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are not entirely dependent on sensory stimulation, but rather can be stimulated by asso-
ciations established with the stressful environment. More generally, they suggest that the
effects of acute stress on later learning in rats may model some aspects of posttraumatic
experience in humans.

12. STRESS HORMONES AND STRESS EFFECTS ON MEMORY
FORMATION

Given its importance in the stress response, it seems logical that corticosterone would
be involved in modulating learning processes after stress. Indeed, removal of endogenous
glucocorticoids via adrenalectomy prevents the enhanced eyeblink conditioning in males
after stress. Somewhat surprisingly, however, adrenalectomy did not alter the female
response to stress (Wood & Shors, 1998) (Fig. 12). Thus, exposure to the acute stressful
event not only has opposite effects on this measure of performance in males and females,
but these effects are mediated by different hormonal systems.

Obviously, there are many different types of stressors, and their effects on learning
are varied depending on the task, training conditions, and sex. Despite the variety of
responses, many are assumed to occur via glucocorticoid activation and most often by
activity within the hippocampal formation. The hippocampus has an abundance of GRs,
particularly the Type I, or MR, and has been implicated in feedback of the HPA axis.
Thus, the results regarding the male response to stress is generally consistent with much
of the literature. That the female response is not dependent on the presence of glucocor-
ticoids may be an aberration or simply reflect the fact that so few studies have been
conducted in females.

Although glucocorticoids are not critically involved in the stress effect in females,
ovarian hormones are. Their removal via ovariectomy prevents the stress effect on
eyeblink conditioning, suggesting that their presence is necessary for inducing a learning
impairment after stress. Of the two primary ovarian hormones, estrogen seems most

Fig. 12. The graph depicts the percentage of conditioned responses in males and females 24 h after
being exposed to an acute stressor of brief intermittent tail-shocks relative to the percentage of
conditioned responses in unstressed controls. Groups of animals either had their adrenal glands
removed (ADX) or were exposed to a sham surgery.
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critical since treatment with the estrogen antagonist tamoxifen also prevents the stress
effect on conditioning (Wood & Shors, 1998). Together, these data suggest that estrogen
is critically involved in the stress effect on conditioning in females. It is also noted that
the detrimental effect of stress on learning is dependent on the stage of estrous in which
the learning occurs. Of the stages of estrous, females trained during proestrus (stressed
24 h earlier in diestrus) are most impaired by stressor exposure (Shors, Lewczyk,
Paczynski, Mathew, & Pickett, 1998). Since this stage is associated with elevated levels
of estrogen, estrogen is again implicated in the stress effects on conditioning. Interest-
ingly, as noted above, an enhanced amount of hippocampal LTP was recorded from
female rats during the proestrus stage of their cycle (Bi et al., 2001). Also, results from
both the human and animal literature now show the powerful influence of estrogen on
enhancing procedural (e.g., Wood & Shors, 1998) and declarative memories (e.g.,
Sherwin & Tulandi, 1996). How these different systems are studied may advance our
understanding of the mechanisms responsible for the effects of estrogen on NMDA
receptor-mediated responses and on synaptic connectivity within the hippocampus
related to stress.

13. THE ROLE OF SEROTONIN IN THE FEMALE RESPONSE TO STRESS

There has been much interest in the neural mechanisms that underlie antidepressants,
especially the newer generation compounds such as fluoxetine (Prozac). Not only do
these affect neural plasticity, especially in the hippocampus, but they also interact with
estrogen (Malberg, Eisch, Nestler, & Duman, 2000; Shors & Leuner, 2003). Based on
these connections, one might wonder whether the stress effect on learning in females
could be ameliorated by chronic treatment with Prozac. In one study, female rats were
injected daily with 5 mg/kg for at least 2 wk. As shown in Fig. 13, chronic treatment with
the antidepressant prevents the negative effect of stress on learning (Leuner, Mendolia,

Fig. 13. The percentage of conditioned responses in females 24 h after being exposed to an acute
stressor of brief intermittent tail-shocks relative to the percentage of conditioned responses in
unstressed controls. Groups of females were either treated for approx 14 d with the antidepressant
fluoxetine (Prozac) or injected with the vehicle.
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Falduto, & Shors, 2002). The effects of stress and Prozac on anxiety behavior were also
measured by time spent in the open exposed arms of the plus maze. As might be expected,
exposure to the stressful event enhanced anxiety behavior. Treatment with antidepres-
sants also enhanced anxiety, but there was no interaction between the effects of stress and
Prozac on anxiety behavior. These results suggest that the amelioration of the stress effect
on learning by Prozac is distinct from its known anxiogenic effects during the first few
weeks of treatment (Silva & Brandao, 2000). Moreover, they indicate that the females
treated with Prozac did experience the stressor and that it had persistent effects on some
behaviors—just not on learning itself.

Prozac’s effectiveness in treating human mental disorders emerges only after weeks.
Consistent with this, treatment with Prozac only on the day of training did not lessen the
impact of stress on learning (Leuner et al., 2002) (Fig. 13). These data are consistent with
the efficacy of such antidepressants. Overall, these data implicate serotonergic mecha-
nisms in the stress-induced impairment of learning in the female rat.

This brief review of sex differences in the stress response presents only a small sample
of those that have been reported to exist, and likely a much smaller fraction of those that
do exist. They certainly illustrate that the male stress response is not the same as the
female stress response. Moreover, they indicate that laboratory findings about stress in
males would not necessarily model what occurs in women after they have experienced
stressful events in their lives.

14. CONCLUSIONS

The contemporary view of the neurobiological foundations of stress originates from
a wealth of research undertaken during the past 70 yr, focused primarily on activation of
the HPA axis. The HPA axis regulates the primary endocrine response to stress, which
in turn regulates major metabolic and neural processes. Stress, either physical injury or
perception of stress, results in activation of the hypothalamus to release corticotropin-
releasing hormone, which acts on the anterior pituitary gland to release ACTH into the
bloodstream. ACTH acts on the cortex of the adrenal gland to release cortisol, the stress
hormone, which mobilizes the body to deal with the stress. In stress, the hypothalamus
also acts directly on the ANS to prepare the body for emergencies and via forebrain
structures to prepare the organism for “fight or flight.” The sympathetic adrenomedullary
system of the ANS releases directly into the bloodstream E and other catecholamines,
which act on target organs to adapt to or deal with the stressful situation.

While the increased release of cortisol in response to stress is normal and adaptive, a
long-term increase in cortisol levels can result in damage and loss to neurons in the
hippocampus, a limbic system structure rich in GRs and important for the consolidation
of memory. Sustained stress or glucocorticoid secretion and damage to the hippocampus
may ultimately result in various pathologies and memory impairment, presumably
through excessive binding of the excitatory synaptic transmitter glutamate to its recep-
tors. Hippocampal LTP, a putative mechanism of memory storage involving synaptic
plasticity, has been found to be impaired in animals exposed to uncontrollable, acute
stress. Interestingly, LTP was impaired much less in animals that could control the stress
than in rats that could not, suggesting the importance of “control” in stressful situations.
More recent studies have reported that the effects of stress on hippocampal plasticity are
dramatically influenced by sex (male vs female), hormone (estrogen vs testosterone), age
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(young vs adult), and structural (e.g., amygdala) variables that appear to correlate with
sex, hormone, and age impairments in hippocampal-dependent memory tasks.

The relationship between stress and neurobiology is quite complex and indirect. While
stress involves a number of physical and psychological factors, uncertainty and lack of
control in potentially harmful situations appears to be the major cause of its detrimental
effects. The ability to control such situations appears to provide the most successful
coping strategy. All stress-inducing stimuli, both physical and psychological, exert their
initial effects on the central nervous system. A contemporary perspective of the neuro-
biological foundations of stress has evolved from Selye’s original concept of a single,
stereotypical response resulting from any stress placed upon the body to one that reflects
different patterns of biochemical, physiological, and behavioral responses of varying
degrees to particular stressors. A more detailed understanding of these important factors
should provide us with an awareness of potential and better coping strategies designed
to lessen the impact of stress on the brain and body.
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4 The Beneficial Effects of Fruit
and Vegetable Supplementation
on Neuronal Signaling and Behavior
in Aging
Beyond Antioxidants

J. A. Joseph, B. Shukitt-Hale, and G. Casadesus

KEY POINTS

• The vulnerability to oxidative stress and inflammation increases in the aging brain.  This
increased vulnerability predisposes the aged brain to additional genetic insults that could
lead to diseases such as Alzheimer’s disease and certain forms of Parkinson’s disease. It
appears from our research and that of others that diets containing antioxidants and anti-
inflammatories may retard the onset of these diseases and may actually reverse the
cognitive and motor deficits seen in aging.

• Data indicate that the polyphenolic compounds from fruits such as blueberries may
actually increase neuronal communication by enhancing signaling and neurogenesis.
There appear to be multiple effects of the polyphenolic compounds found in fruits and
possibly vegetables that could act to reduce the deleterious effects of aging.

1. INTRODUCTION

In this chapter we will describe the motor and cognitive deficits in behavior that occur
in aging and show how these deficits are related to increased vulnerability to oxidative
stress (OS) and inflammation, as well as deficits in signal transduction. In addition, we
will describe the possible role of fruit polyphenolics, such as anthocyanins, in reversing
or forestalling these deficits. From the research discussed in this chapter we will suggest
that the aged brain, in combination with genetic changes, may provide a sensitive envi-
ronment for the development of such devastating neurodegenerative changes of the
nervous system such as Alzheimer's disease (AD) or certain forms of Parkinson’s disease,
resulting in even more severe deficits in memory and/or motor function. Therefore, it is
critical to find methods to alter this fertile environment and perhaps reduce these enor-
mous healthcare costs. One of these methods involves nutritional intervention.
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2. BEHAVIORAL CHANGES IN AGING

A great deal of research indicates the occurrence of numerous behavioral deficits that
include both cognitive (Bartus, 1990) and motor (Joseph et al., 1983; Kluger et al., 1997)
behaviors during “normal” aging. Numerous studies have shown that the deficits in motor
function may include decreases in balance, muscle strength, and coordination (Joseph et
al., 1983), while memory deficits are seen on cognitive tasks that require the use of spatial
learning and memory (Bartus, 1990; Ingram, Jucker, & Spangler, 1994; Muir, 1997;
Shukitt-Hale, Mouzakis, & Joseph, 1998; West, 1996).

Age-related deficits in motor performance are thought to be the result of alterations in
the striatal dopamine (DA) system, as the striatum shows marked neurodegenerative
changes with age (Joseph, 1992), or in the cerebellum, which also shows age-related
alterations (Bickford, 1993; Bickford, Heron, Young, Gerhardt, & De La Garza, 1992).
Memory alterations appear to occur primarily in secondary memory systems and are
reflected in the storage of newly acquired information (Bartus, Dean, Beer, & Lippa,
1982; Joseph, 1992). It is thought that the hippocampus mediates place learning and that
the prefrontal cortex is critical to acquiring the rules that govern performance in particular
tasks (i.e., procedural knowledge), while the dorsomedial striatum mediates egocentric
response and cue learning (Devan, Goad, & Petri, 1996; McDonald & White, 1994;
Oliveira, Bueno, Pomarico, & Gugliano, 1997; Zyzak, Otto, Eichenbaum, & Gallagher,
1995). As will be discussed in subsequent sections, it appears that OS (Shukitt-Hale,
1999) and inflammation (Hauss-Wegrzyniak, Vannucchi, & Wenk, 2000; Hauss-
Wegrzyniak, Vraniak, & Wenk, 1999) are contributing factors to the behavioral decre-
ments seen in aging.

3. DYSREGULATION IN AGING

Aging can be defined as a condition where stressors are not counteracted by protective
functions, leading to a dysregulation in development. In neuroscience, aging is charac-
terized by losses in neuronal function, accompanied by behavioral declines (decreases in
motor and cognitive performance) in both humans and animals. These stressors, as pointed
out above, include OS and inflammation.

3.1. Oxidative Stress
Numerous studies in the literature suggest that one of the most important factors

involved in the deleterious effects of aging on behavioral and neuronal function is OS (see
Floyd, 1999, for review). Indications of increased OS have been found in studies in the
brain showing that there are increases in bcl-2 (Sadoul, 1998), an endogenous antioxi-
dant, and reductions in redox active iron (Gilissen, Jacobs, & Allman, 1999; Savory, Rao,
Huang, Letada, & Herman, 1999), as well as significant lipofuscin accumulation (Gilissen
et al.), increases in membrane lipid peroxidation (Yu, 1994), and alterations in membrane
lipids (Denisova, Erat, Kelly, & Roth, 1998). Research has also shown that besides these
alterations (e.g., reductions in glutathione levels [Olanow, 1992]), OS vulnerability in
aging may be the result of additional factors including changes in the microvasculature
(Floyd & Hensley, 2002) and increases in oxidized proteins and lipids (Floyd & Hensley,
2002). It also appears that the effectiveness of endogenous antioxidants may be reduced
by (a) alterations in the membrane microenvironment and structure (Joseph, Denisova,

04_Jose_67_82_F 6/22/05, 11:29 AM68



Chapter 4 / Fruit, Vegetable Supplementation Effects 69

Fisher, Bickford, et al., 1998; Joseph et al., 2001) (b) alterations in calcium buffering
ability, and (c) differential vulnerability of neurotransmitter receptors to OS.

For example, in the case of muscarinic receptors, our research has shown that COS-
7 cells transfected with one of the five muscarinic acetylcholine receptors (MAChRs) and
exposed to dopamine (Joseph, Fisher, & Strain, 2002) showed differences in OS sensi-
tivity expressed as a function of Ca2+ buffering (i.e., the ability to extrude or sequester
Ca2+ following oxotremorine-induced depolarization). The loss of calcium buffering in
these experiments is similar to that reported in many studies with respect to aging (see
Toescu & Verkhratsky, 2000; Herman, Chen, Booze, & Landfield, 1998), and such losses
can have a profound effect on the functioning and viability of the cell (Lynch & Dawson,
1994; Mattson, 2000; Vannucci, Brucklacher, & Vannucci, 2001), further increasing OS
(De Sarno et al., 2003) and leading ultimately to decrements in motor and memory
function in senescent rats (Huidobro et al., 1993; Shukitt-Hale, Mouzakis, et al., 1998)
(see below).

It also appears that a receptor domain in an “OS-sensitive” (M1) and “non-sensitive”
(M3) subtype may be responsible for the differential vulnerability to OS between recep-
tor subtypes. Comparison of the amino acid sequences of the two receptors has shown the
third cytoplasmic loop (i3 loop) to be the domain with the most variability between M1
and M3. A recent experiment (Joseph, Fisher, Carey, & Szprengiel, 2004) has shown that
deletions of the entire i3 loop increased DA sensitivity (a lower percentage of cells
showing recovery following depolarization) in both the M1 and M3 subtypes. Chimerics
of M1 where the i3 loop of the M3AChR was switched with the i3 loop of the M1AChR
(M1M3i3) showed that DA sensitivity was reduced (percentage of cells showing increase
in calcium clearance) following depolarization. In the M3 chimerics containing M1i3
(M3M1i3), the i3 loop offered no protection against DA-induced decrements in calcium
buffering. These findings suggest that this loop may be critical in determining the sen-
sitivity of muscarinic receptors to OS.

It is also important to note that there are significant differences in the rates of aging
among various brain regions, with areas such as the hippocampus (Kaufmann, Bickford,
& Taglialatela, 2001; Nyakas et al., 1997), cerebellum (Kaufmann et al., 2001), and
striatum (Joseph et al., 1996; Kaasinen et al., 2000) showing profound alterations in
aging. Given the importance of MAChRs in mediating such factors as amyloid precursor
protein (for review, see Fisher et al., 2003), as well as motor and cognitive behaviors
(Bartus et al., 1982), it is clear that their loss of function and responsiveness to agonist
stimulation would have important implications in neuronal and behavioral aging.

In addition to these factors, it appears that there may be critical declines in endogenous
antioxidant protection that include alterations in the ratio of oxidized to total glutathione
(Olanow, 1992) and reduced glutamine synthetase (Carney, Smith, Carney, & Butterfield,
1994). Findings suggest that there are age-related changes in the neuronal plasma mem-
brane molecular structure, and physical properties (e.g., increased rigidity) may increase
vulnerability to OS and inflammation (Joseph, Denisova, Fisher, Bickford, et al., 1998;
Joseph et al., 2001). Unfortunately, research also indicates that not only is the central
nervous system (CNS) particularly vulnerable to OS, but this vulnerability increases
during aging (see Joseph, Denisova, Fisher, Bickford, et al., 1998; Joseph, Denisova,
Fisher, Shukitt-Hale, et al., 1998 for review) and may also enhance central vulnerability
to inflammation (Joseph, Denisova, Fisher, Bickford, et al., 1998; Joseph et al., 2001).
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3.2. Inflammation
Recent evidence also suggests that CNS inflammatory events may have an important

role in affecting the neuronal and behavioral deficits in aging. Increased glial fibrillary
acid protein expression is observed by middle age (Rozovsky, Finch, & Morgan, 1998)
and, in the elderly, occurs in the absence of a defined stimulus (McGeer & McGeer,
1995). Increases in tumor necrosis factor (TNF)-α have also been reported (Chang et al.,
1996) as a function of age as well as associated inhibition of glia (Chang et al., 2001).
Similarly, research in both aged mice and humans (Chang et al., 1996; Spaulding,
Walford, & Effros, 1997; Volpato et al., 2001) have found increases in both TNF-α and
interleukin (IL)-6. Upregulation of C-reactive protein, an important marker of inflamma-
tion, may be an important factor in biological aging (Kushner, 2001).

In addition, important interactions of reactive oxygen species (ROS)-generating agents
and cytokines have been observed. Paralleling the results seen with respect to OS are
increases in sensitivity to inflammatory mediators with aging. For example, Manev and
Uz (1999) showed that old rats were more sensitive to kainate-induced excitotoxic brain
injuries and enhanced 5-lipoxygenase (5-LOX) expression in limbic structures. As is
well known, lipoxygenases are enzymes that in the form of cyclooxygenases (COX)
provide oxygen to an arachidonic molecule and induce the synthesis of inflammatory
mediators such as eicosanoids and leukotrienes. It has been shown that 5-LOX is
expressed in CNS neurons and may be involved in neurodegenerative processes. Data
(reviewed in Manev, Uz, Sugaya, & Qu, 2000) suggest that 5-LOX may exert its actions
through tyrosine kinase receptors and cytoskeletal proteins. Both 5-LOX gene expres-
sion and activity are increased in aging. Additionally, it has been shown that the expres-
sion of one form of COX, COX-2, appears to be associated with amyloid β deposition in
the hippocampus (Hoozemans et al., 2002; Ho et al., 1999). Moreover, research has
suggested that inflammatory prostaglandins (PG) such as PGE increase with aging,
especially in such areas as the hippocampus (Casolini, Catalani, Zuena, & Angelucci,
2002). In this respect, the PG synthesis pathway appears to be a major source of ROS in
several organ systems, including the brain (Baek et al., 2001).

Increases in inflammatory reactions in several pathways involving factors such as
cytokines, COX, PGs, etc., may result in extracellular signals that act in concert to
generate additional ROS to induce decrements in neuronal function or glial neuronal
interactions (Rosenman, Shirkant, Dubb, Benveniste, & Ransohoff, 1995; Schipper,
1996; Steffen, Breier, Butcher, Schulz, & Engelhardt, 1996; Stella et al., 1997;
Woodroofe, 1995). Increase in sensitivity to both OS and inflammation may be ulti-
mately involved in inducing the deficits in behavior observed in aging. Some support for
this contention is provided by studies showing that heavy particle irradiation, which acts
to increase oxidative and/or inflammatory stressors, may produce behavioral deficits
paralleling those observed in aging (Joseph, Erat, & Rabin, 1998; Joseph, Shukitt-Hale,
McEwen, & Rabin, 2000; Shukitt-Hale, Casadesus, McEwen, Rabin, & Joseph, 2000),
as discussed below. Furthermore, central administration of the inflammatory stressor
lipopolysaccharide (LPS) into the brain of young rats increases several markers of in-
flammation and produces degeneration of hippocampal pyramidal neurons, as well as
impairments in working memory (Bickford, 1993; Hauss-Wegrzyniak, Dobrzanski,
Stoehr, & Wenk, 1998; Hauss-Wegrzyniak, Willard, Del Soldato, Pepeu, & Wenk, 1999;
West, 1996; Yamada et al., 1999), as discussed in the following section.
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4. OXIDATIVE AND INFLAMMATORY INDUCED COGNITIVE
AND MOTOR DEFICITS

As reviewed in the previous sections of this chapter, there are numerous changes in
both cognitive and motor behavior as a function of age, and young animals exposed to
oxidative or inflammatory stressors exhibit similar neuronal and behavioral changes to
those seen in aging. In this respect, we have shown that exposing young rats to particles
of high energy and charge (HZE particles) disrupts the functioning of the dopaminergic
system and dopamine-mediated behaviors in a manner similar to that observed in behav-
ioral and neuronal function in aged animals (Joseph, Erat, et al., 1998; Joseph et al., 2000).
Similarly, data indicate that whole-body exposure of rats to HZE particles, primarily 600
MeV or 1 GeV 56Fe, impairs motor behavior (Joseph, Hunt, Rabin, & Dalton, 1992),
spatial learning and memory behavior (Shukitt-Hale et al., 2000), and amphetamine-
induced conditioned taste aversion (Rabin, Joseph, & Erat, 1998). Associated with these
findings were deficits in oxotremorine enhancement of K+-evoked DA release and car-
bachol-stimulated GTPase activity that paralleled those seen in aging (Joseph et al.,
2000). These parameters are dependent upon the integrity of the central dopaminergic
system (Rabin, Joseph, Shukitt-Hale, & McEwen, 2000). Therefore, the deficits induced
by radiation are similar to those that occur during aging, are associated with free-radical
damage, and support the hypothesis that these changes may share a common chemical/
biological mechanism (Joseph et al., 1992).

Another model used to produce ROS and subsequent OS involves exposing young rats
to a normobaric hyperoxia environment of 100% oxygen (O2) at 760 mmHg (sea level
pressure). We have shown that motor function, as measured by accelerating rotarod, wire
suspension, small rod walk, and large rod walk, is impaired following 48 h of 100% O2

(Shukitt-Hale, 1999), as is cerebellar β-adrenergic and striatal muscarinic receptor func-
tioning (Bickford et al., 1999). Again, these effects are similar to those seen in aging. An
additional treatment involved the induction of OS by altering the balance between ROS
and antioxidant activity by reducing the levels of the endogenous antioxidant glutathione
with buthionine sulfoximine (BSO) and then increasing ROS production with an injec-
tion of DA. BSO given prior to DA administration selectively impaired psychomotor (rod
walking, wire suspension, and plank walking) (Shukitt-Hale, Denisova, Strain, & Joseph,
1997) and cognitive performance (spatial learning and memory measured by the Morris
water maze) (Shukitt-Hale, Erat, & Joseph, 1998); however, in the reverse condition (DA
+ BSO), no decrements in performance were observed relative to vehicle administration.
Additionally, neither BSO alone nor DA alone had detrimental effects on behavior.
Therefore, reducing glutathione with BSO and then increasing ROS production with DA
injections induced behavioral deficits similar to those seen in aging.

Increases in inflammatory mediators (e.g., cytokines) known to be involved in the
activation of glial cells and perivascular/parenchymal macrophages, as well as increased
mobilization and infiltration of peripheral inflammatory cells into the brain, have been
shown to produce deficits in behavior similar to those observed during aging (Hauss-
Wegrzyniak et al., 2000). Previous studies (Hauss-Wegrzyniak et al., 1998, 2000; Hauss-
Wegrzyniak, Vraniak, et al., 1999; Hauss-Wegrzyniak, Willard, et al., 1999; Yamada et
al., 1999) have shown that chronic (28–37 d) infusion of LPS into the ventricle of young
rats can reproduce many of the behavioral, inflammatory, neurochemical, and neuro-
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pathological changes seen in the brains of AD patients in some similar regions (e.g.,
cingulate cortex), as well as produce changes in spatial learning and memory behavior
(Hauss-Wegrzyniak et al., 1998, 2000; Hauss-Wegrzyniak, Vraniak, et al. 1999; Yamada
et al. 1999). These changes include, but are not limited to, increased activated astrocytes,
increased number and density of activated microglia, particularly within the hippocam-
pus, cingulate cortex, and basal forebrain, increased levels of cytokines, degeneration of
hippocampal pyramidal neurons, and an impairment in working memory (Hauss-
Wegrzyniak et al., 1998, 2000; Hauss-Wegrzyniak, Vraniak, et al. 1999; Hauss-
Wegrzyniak, Willard, et al. 1999; Yamada et al. 1999). Use of a chronic injection directly
into the brain restricts the inflammation-induced changes to the CNS; the rats do not
develop fever and plasma cytokine levels are not elevated (Hauss-Wegrzyniak, Vraniak
et al. 1999). It has been shown that nonsteroidal anti-inflammatory drugs (NSAIDs) can
attenuate the neuro-inflammatory reaction and reduce the inflammation-induced memory
deficit associated with this model. However, it was also shown that the effects of NSAIDs
are age dependent, i.e., daily peripheral administration of a NSAID significantly attenu-
ated the memory deficit produced by chronic LPS in young (3 mo) rats and decreased the
degree of inflammation in both young and adult (9 mo) rats, but did not improve water maze
performance in either adult or old (23 mo) rats (Hauss-Wegrzyniak, Vraniak et al. 1999).

5. SIGNALING CHANGES

In addition to alterations in vulnerability to ROS and inflammation seen in aging,
which could contribute to the behavioral deficits reported in many studies, alterations in
age- and calcium-sensitive signaling molecules are associated with memory, especially
the conversion of short- to long-term memory. These signaling cascades are complex and
numerous, and many of the pathways remain to be discerned. A complete discussion of
these cascades is beyond the scope of this chapter. However, with respect to learning and
memory, one that has received a great deal of study is the MAP kinase (MAPK) cascade.

A great deal of work has shown the importance of the MAPK cascade in proliferation
and differentiation (Graves, Campbell, & Krebs, 1995). In addition, MAPK has been
shown to be critical in long-term memory formation through the activation of cyclic AMP
response element-binding protein (CREB). More specifically, it appears that various
MAPKs are involved not only in hippocampal memory formation, but also in memory
modulation in other brain structures (Sgambato, Pages, Rogard, Besson, & Caboche,
1998). Recent studies have indicated that the activation of these molecules is OS sensitive
(Zhang & Jope, 1999) and that they may serve as biochemical signal integrators and/or
molecular coincidence detectors for modulating coordinated responses to extracellular
signals in neurons (Sweatt, 2001).

Calcium-dependent protein kinase C (PKC) is important in this pathway. Studies have
shown that PKC activity is important in the formation of memory, particularly spatial
memory (e.g., see Leahy, Luo, Kent, Meiri, & Vallano, 1993; Micheau & Riedel, 1999,
for review), and that treatment with PKC inhibitors impairs memory formation (Serrano
et al., 1994). It appears that training induces calcium-induced translocation (Colombo,
Wetsel, & Gallagher, 1997) of PKC from the soluble to the particulate subcellular frac-
tion (Van der Zee, Compaan, Bohus, & Luiten, 1995). However, in aging, there appear
to be alterations in this translocation (Battaini et al., 1995), which are correlated with
decrements in spatial memory (Fordyce & Wehner, 1993). It has been shown that young
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rats with the best performance in spatial memory also had the highest levels of PKCγ in
the particulate (i.e., membrane) fraction of the hippocampus and PKCβ2 in the soluble
(i.e., cytosolic) fraction (Colombo et al. 1997).

PKC does not operate in a vacuum, and there is a great amount of cross talk with other
signaling molecules, such as protein kinase A (PKA) and protein tyrosine kinase (PTK),
in the initiation of memory formation and the conversion of short- to long-term memory.
Evidence indicates that both PKA (Rosenzweig, Bennett, Colombo, Lee, & Serrano,
1993) and PTK (for review, see Micheau & Riedel, 1999) may also be involved in this
conversion. In the case of PTK this may be done through direct modulation of brain-
derived nerve growth factor (BDNF) (Boxall & Lancaster, 1998), whereas in aging,
studies indicate that BDNF expression was reduced in several brain areas (Boxall &
Lancaster, 1998). PKA appears to mediate long-term memory formation by participating
in CREB activation through initiation of the MAPK cascade. Particularly important in
this regard are the extracellular signal-regulated kinases (ERK) 1 and 2. Studies have
demonstrated the role of ERK signaling cascades in several types of learning and memory,
including taste aversion (Berman, Hazvi, Rosenblum, Seger, & Dudai, 1998), novel taste
learning (Swank & Sweatt, 2001), spatial learning (Selcher, Atkins, Trzaskos, Paylor, &
Sweatt, 1999), and inhibitory avoidance (Schafe, Nadel, Sullivan, Harris, & Le Doux, 1999).

In the case of aging, studies indicate that ERK activities were reduced in cortical brain
slices of senescent rats (24 mo) without decline in the corresponding proteins (Zhen,
Uryu, Cai, Johnson, & Friedman, 1999). An additional study showed that exposure of
hippocampal slices from senescent mice expressing amyloid β 1-42 produced a
downregulation of hippocampal ERK activity.

Finally, there is a great deal of evidence to suggest that the downstream activation of
CREB by the kinases cited above is involved in the formation of memory and regulates
the transcription of immediate early genes that, in turn, activate late response genes,
which ultimately initiate long-term memory formation (see Lamprecht, 1999;
Mazzucchelli & Brambilla, 2000). As cited in Lamprecht (1999), research indicates
that CREB affects the growth of new synapses and synaptic transmission, while
Bourtchuladze et al. (1994) showed that CREB knockout mice were impaired in Morris
water maze performance. CREB activity has also been shown to decline with age
(Matsumoto, 2000). Conversely, Josselyn et al. (2001) showed that overexpression of
CREB enhances the formation of long-term memory after massed training.

6. EFFECTS OF FRUIT AND VEGETABLE SUPPLEMENTATION
ON BEHAVIORAL AND NEURONAL DEFICITS IN AGING

In previous sections of this chapter we outlined the changes in neuronal signaling and
associated increases in the vulnerability to OS and inflammation in aging that lead,
ultimately, to motor and behavioral deficits. As stated in the introduction, the problem is
reducing the vulnerability of the brain to insults and preventing or reversing the deficits
in behavior, possibly through nutrition. Although there are numerous studies suggesting
that various antioxidant supplements (for review, see Casadesus, Shukitt-Hale, & Joseph,
2002) may be effective in this regard, our research suggests that the combinations of
antioxidant/anti-inflammatory polyphenolics found in fruits and vegetables may show
efficacy in aging. All plants, including fruit- or vegetable-bearing plants, synthesize a
vast array of chemical compounds that are not necessarily involved in the plant’s metabo-
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lism. These secondary compounds instead serve a variety of functions that serve to
enhance the plant’s survivability. These compounds may be responsible for the putative
multitude of beneficial effects of fruits and vegetables on health-related issues, among
the most important of which may be their antioxidant and anti-inflammatory properties.

Anthocyanins are plant polyphenols that have potent antioxidant and anti-inflamma-
tory activities. They are natural pigments responsible for the orange, red, and blue colors
of fruits, flowers, vegetables, and other storage tissues in plants (Seeram, Bourquin, &
Nair, 2001; Seeram, Momin, Bourquin, & Nair, 2001; Wang et al., 1999). Anthocyanins
have been reported to affect many of the parameters discussed above by inhibiting lipid
peroxidation and the activity of COX-1 and COX-2 enzymes (Seeram, Cichewicz,
Chandra, & Nair, 2003; Seeram, Schutzki, Chandra, & Nair, 2002).

The chemistry of anthocyanins can be reduced to six major anthocyanidins:
delphinidin, cyanidin, pelargonidin, petunidin, peonidin, and malvidin. Among berry
fruits, blueberries contain high levels of a wide variety of anthocyanins, including gly-
cosides of four of the six major anthocyanidins: malvidin, petunidin, peonidin, and cya-
nidin (Kalt, Forney, Martin, & Prior, 1999).

Anthocyanins are a subset of a larger class of polyphenols known as flavonoids. More
than 4000 flavonoids have been identified in plants. They are also abundant in seeds,
fruits, and plant-derived oils such as olive oils, as well as tea and red wine. Thus, they are
part of the human diet, and plants and spices containing them have been used for many
years in eastern medicine. As might be expected from the above discussion of anthocya-
nins, flavonoids have been reported to inhibit lipid peroxidation in several biological
systems, including mitochondria and microsomes (Bindoli, Cavallini, & Siliprandi, 1977;
Cavallini, Bindoli, & Siliprandi, 1978) as well as erythrocytes (Maridonneau-Parini,
Braquet, & Garay, 1986; Sorata, Takahama, & Kimura, 1984) and liver (Kimura et al.,
1984). They appear to be potent inhibitors of both NADPH and CCl4-induced lipid
peroxidation (Afanas’ev, Dorozhko, Brodskii, Kostyuk, & Potapovich, 1989). It appears
that the iron-chelating ability of the flavonoids may be very important in mediating their
potent inhibitory effects on 5-LOX (Hoult, Moroney, & Paya, 1994), while CO inhibition
appears to involve other mechanisms.

The antioxidant effects of flavonoids may be derived in part from their ability to
upregulate antioxidant enzymes (e.g., glutathione) or enzymes related to glutathione
synthesis. One mechanism that may be operational in these beneficial effects is the direct
enhancement of transcription factors that enhance antioxidant enzymes or their signaling
cascades. It is known, for example, that the enzymes for glutathione (reviewed in
Schroeter et al., 2002; Zippe & Mulcahy, 2000) or heme oxygenase (Chen & Maines,
2000) synthesis exhibit ERK 1/2 dependency in the regulation of their expression, whereas
Cu/ZnSOD is regulated by ELK-1 (Chang, Yoo, & Rho, 1999), and MnSOD expression
contains binding sites for Sp1, AP-1, and CREB (Chang et al., 1999; Das, Lewis-Molok,
& White, 1995), which are ERK 1/2 (Chang & Karin, 2001; Sgambato et al., 1998)
regulated. Finally, it also appears that flavonoids regulating ERK 1/2 may influence
iNOS activity. Thus, there is a great deal of evidence to suggest that a possible link exists
between the antioxidant activity of flavonoids and their putative MAPKs, altering activity.

Because MAPKs are involved in numerous biological activities, the findings that
flavonoids may influence such signaling suggests that their potential benefits may in-
volve properties other than those involving antioxidant or anti-inflammatory effects. For
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example, delphinidin inhibits endothelial cell proliferation and cell cycle progression by
ERK 1/2 activation (Martin, Favot, Matz, Lugnier, & Andriantsitohaina, 2003), while
grapeseed proanthocyanidin can reduce ischemia reperfusion-induced activation of JNK-
1 and C-Jun and reduce cardiomyocyte apoptosis (Sato, Bagchi, Tosaki, & Das, 2001).
Additional research indicates that phytochemicals can regulate MAPK and other signal-
ing pathways at the level of transcription (Frigo et al., 2002).

These findings, coupled with a plethora of studies showing the involvement of ERK
in diverse forms of memory, such as contextual fear conditioning (English & Sweatt,
1996), long-term potentiation (English & Sweatt, 1997), striatal-dependent learning and
memory (Mazzucchelli & Brambilla, 2000), hippocampal-dependent spatial memory
(Selcher et al., 1999), and inhibitory avoidance (Schafe et al., 1999), suggest that inter-
ventions that influence MAPK signaling may have beneficial effects on cognition. Given
the findings reviewed above showing alterations in signaling as a function of age, the
putative signal-modifying properties of flavonoids may prove to be invaluable in altering
the neuronal and behavioral effects of aging.

We believed that given the multiple properties of fruits and vegetables, they might
show considerable efficacy in reducing the deleterious effects of aging on neuronal
function and behavior. Therefore, we utilized fruits and vegetables that were high in
antioxidant activity (via the oxygen radical absorbance capacity assay [ORAC]) (Cao,
Sofic, & Prior, 1996; Prior, et al., 1998; Wang, Cao, & Prior, 1996) and showed that long-
term (6- to 15-mo old F344 rats) feeding with a supplemented AIN-93 diet (strawberry
extract or spinach extract [1–2% of the diet] or vitamin E [500 IU]), retarded age-related
decrements in cognitive or neuronal function. Results indicated that the supplemented
diets prevented the onset of age-related deficits in several indices (e.g., cognitive behav-
ior, Morris water maze performance) (Joseph, Shukitt-Hale, et al., 1998).

In a subsequent experiment (Joseph et al., 1999) we found that dietary supplementa-
tion (for 8 wk) with spinach, strawberry, or blueberry (BB) extracts in an AIN-93 diet was
effective in reversing age-related deficits in neuronal and behavioral (cognitive, Morris
water maze [MWM] performance) function in aged (19 mo) F344 rats. Only the BB-
supplemented group exhibited improved performance on tests of motor function that
assessed balance and coordination (e.g., rod walking and the accelerating rotarod), while
none of the other supplemented groups differed from control on these tasks. Additional
findings from a subsequent experiment (Joseph et al., 2004) suggest that cranberry or
concord grape juice supplementations have beneficial effects on motor behavior similar
to those seen with BBs. Recent data from our laboratory also suggest that cranberries may
have similar beneficial effects on motor behavior.

Unlike the results seen with respect to motor behavior, the study by Joseph et al. (1999)
showed that the animals in all supplemented groups (relative to controls) showed im-
proved working memory (short-term memory) performance in the MWM, suggesting
less selectivity among fruits and vegetables with respect to cognition than are seen with
motor behavior. This may be the result of brain region selectivity of polyphenolic com-
pounds from the various fruits and vegetables.

However, examinations of the striata from the supplemented groups showed minimal
levels of antioxidant activity, which were insufficient to account for the observed signifi-
cant beneficial effects of BB supplementation on motor and cognitive function. Findings
from this (Joseph et al., 1999) and a subsequent study (Youdim et al., 2000) suggested

04_Jose_67_82_F 6/22/05, 11:29 AM75



76 Part I / History, Methodology, and Basic Science

that there are beneficial properties, in addition to those involving antioxidant or anti-
inflammatory effects, of BBs on both motor and cognitive behavior; these may involve
alterations in neuronal signaling and communication.

This was observed in a study (Joseph et al., 2003) carried out in APP/PS1 transgenic
mice, which serve as a model for AD, since these mutations promote the production of
amyloid β and subsequently Alzheimer-like plaques in several brain regions, accompa-
nied in middle age by cognitive deficits. A group of these mice was given BB supplemen-
tation beginning at 4 mo of age (as in Joseph et al., 1999) and continued until they were
12 mo of age, when their performance was tested in a Y-maze. The results indicated that
mice supplemented with BB exhibited Y-maze performance similar to that seen in
nontransgenic mice and significantly better than that seen in the nonsupplemented
transgenic animals. Interestingly, there was a dichotomy between the plaque burden and
behavior in the BB-supplemented transgenic mice. No differences in the number of
plaques between the supplemented and non-supplemented APP/PS1 mice were observed,
even though behavioral declines were prevented in the BB-supplemented animals.

One possible reason that the behavior did not reflect the morphology may be that
enhanced signaling in the BB-supplemented transgenic mice acted to prevent or circum-
vent any putative deleterious effects of the amyloid plaques on behavior. Evidence for
this possibility is provided by data showing that the BB-supplemented APP/PS1 mice
exhibited higher levels of hippocampal ERK as well as striatal and hippocampal PKCα
than were seen in transgenic mice maintained on the control diet. As pointed out above,
ERK and PKC have been shown to be important in mediating cognitive function, espe-
cially conversion of short-term to long-term memory (Micheau & Riedel, 1999). En-
hancement was also seen in the BB-supplemented group in the sensitivity of muscarinic
receptors (i.e., increasing striatal, carbachol-stimulated GTPase activity), which have
been found to be associated with learning and memory in numerous studies.

7. CONCLUSION

These findings, combined with additional preliminary research showing that BB
supplementation, in addition to altering ERK activity, may also increase hippocampal
neurogenesis (Casadesus et al.), suggests that at least part of the effect of the BB supple-
mentation may be a result of enhanced neuronal function in areas of the brain affected by
aging or disease. This would allow more effective intra- and interarea communication
and ultimately facilitate both cognitive and motor function.
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5 Effects of Stress and Nutrition
on Blood–Brain Barrier Functions
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KEY POINTS

• Several kinds of barriers exist between the body and brain.
• Outlines the anatomical features of the blood–brain barrier and how it works physiologically.
• There are adaptive neuroendocrine responses to stress that are mediated through the

blood–brain barrier.
• Stress can induce the disruption of the blood–brain barrier.
• Diet can affect transport-related changes in amino acid patterns within the brain.

1. INTRODUCTION: WHAT IS THE BLOOD–BRAIN BARRIER?

Over the past two decades, dramatic progress has been made in understanding the
physiology and functions of the blood–brain barrier (BBB). The BBB is made up of brain
microvessel endothelial cells, astroglia, pericytes, perivascular macrophages, and basal
lamina. Brain microvessel endothelial cells are characterized by tight intercellular junc-
tions restricting the passage of most molecules from the circulation to the brain. The
brains of vertebrates are perfused by a dense microvascular network formed by the
capillary endothelial cells within the brain (Pardridge, 2002). The density of the microvas-
culature in the brain is so intricate that no neuron or glial cell is more than 20 µm from a
neighboring capillary (Bar, 1980). Therefore, every neuron is virtually perfused by its
own microvessel. Once a circulating solute crosses the brain microvascular wall, it can
be immediately utilized by every neuron within the brain.

In humans, approx 400 miles of capillaries perfuse the brain, and the surface area of
the brain microvascular endothelium is approx 20 m2 (Pardridge, 2001). Despite the vast
surface area of the human BBB, the barrier itself is very thin; the total intracellular volume
of the brain capillary endothelium is only 5 mL in the human and 1 µL in the rat (Fig. 1).
Brain capillary endothelial cells are approx 200–300 nm thick. This very thin cellular
barrier has some of the most restrictive permeability properties of any biological mem-
brane (Oldendorf, 1971).

The BBB regulates the passage of solutes between the central nervous system (CNS)
and the blood. The BBB not only restricts the entry of serum proteins into the CNS, but
also controls the passage of nutrients, electrolytes, vitamins, minerals, free fatty acids,
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peptides, and regulatory proteins in both the brain-to-blood and blood-to-brain directions
(Davson & Segal, 1996). The BBB performs these functions through a number of
nonsaturable and saturable transport mechanisms. For example, efflux (brain-to-blood
direction) systems regulate the levels of nutrients and minerals in the cerebrospinal fluid
(CSF) and secrete brain-originating substances into the blood. Influx systems control the
homeostatic environment of the CNS, supply the brain with nutrients, and help to inte-
grate CNS and peripheral functions (Banks, 1999).

The entry of substances into the brain from blood is restricted at the BBB through
multiple mechanisms, including a physical endothelial barrier, an enzymatic barrier, and
an efflux barrier. This multifunctional property of the BBB arises from the multicellular-
ity of the brain microvasculature, which is formed by capillary endothelial cells, capillary
pericytes, and a perivascular astrocyte foot process, from the multiple functions each cell
type can perform, and from a complexity of intercellular interactions (Pardridge, 2001).
The endothelium and pericyte share a common microvascular basement membrane, and
99% of the surface of capillary basement membrane is invested by the end feet of pro-
cesses extending from astrocytic cell bodies originating within the brain parenchyma
(Pardridge, 2002).

Capillaries perfusing peripheral organs have porous endothelial walls. Peripheral
capillaries have open interendothelial junctional spaces, intracellular fenestrations, and
are actively engaged in pinocytosis. These characteristics form paracellular and
transcellular routes for the free diffusion of molecules from the blood to the interstitial
space of the organ. By comparison, brain capillary endothelial cells express epithelial-
like high-resistance tight junctions, which eliminate the paracellular pathway, and have
minimal pinocytosis and no intracellular fenestrations, which eliminate the nonspecific
transcellular route from the blood to the brain (Broadwell & Banks, 1993). The combina-
tion of the very-high-resistance endothelial tight junctions, minimal endothelial pinocyto-
sis, and lack of fenestrations forms a physical barrier to the entry of many substances into

Fig. 1. Architectural sketch of the brain vascular wall.
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the brain from the blood. There is another barrier to circulating substances, in addition
to the physical barrier formed by the endothelial tight junctions: the capillary endothelial
cells, capillary pericytes, and astrocyte foot processes all express a variety of ectoenzymes
on the cellular plasma membranes, including aminopeptidases, carboxypeptidases,
endopeptidases, cholinesterases, and others, which inactivate many endogenous and
exogenous substances that may pass the endothelial barrier (el-Bacha & Minn, 1999).

The protective function of the BBB can be altered during various disease states of the
CNS. Damage to the BBB leads to increased entry of the vascular components, such as
serum proteins, into the brain, changes in the homeostasis and metabolic activities of the
brain, and alterations in the vesicular activity and morphology of brain capillary endot-
helial cells (Wisniewski, Vorbrodt, & Wegiel, 1997).

2. ASPECTS OF STRESS THAT AFFECT THE BBB

Stress is a common experience of daily life, and all organisms have evolved mecha-
nisms and strategies to deal with crucial alterations in their internal and external environ-
ment. A limited stress can actually exert beneficial effects on brain function, particularly
promotion of plasticity and enhancement of learning and memory formation (Fuchs &
Flugge, 1998). However, it is known that a persistent or overwhelming stress can cause
deleterious effects on the brain, including effects on the BBB (Bryan, 1990; Sharma,
Cervos-Navarro, & Dey, 1991). The potential mechanisms by which stress alters the
BBB include stimulation of central catecholaminergic neurons and release of noradrena-
line, an increased local activation and release of serotonin, changes in the circulating
levels of corticosteroids, and increased cerebral blood flow and energy metabolism
(Bryan, 1990). In addition, exposure to a significant acute or chronic stress causes neu-
roendocrine alterations, including activation of vasoactive mediators such as histamine
released from perivascular brain mast cells (Esposito et al., 2001; Zhuang, Silverman, &
Silver, 1990), activation of the hypothalamic–pituitary–adrenal (HPA) axis through the
release of corticotropin-releasing hormone (CRH) resulting in the secretion of glucocor-
ticoids and catecholamines leading to neuronal injury (Barryd, Yoramfinkelstein, Koffler,
& Gilad 1985; Chrousos, 1995), and interaction of glucocorticoid and catecholamine
effects with glutamatergic neurotransmission (Gilad, gilad, Wyatt, & Tizabi, 1990). All
of these phenomena can affect the functions of the BBB and the CNS.

During exposure to stress stimuli, the body responds physiologically with increased
activity of both the HPA axis and the sympathoadrenal system (Vanitallie, 2002). The
main feature of stress reaction is activation of the HPA axis. In the brain, the hippocampus
is involved in the integration of sensory information, the interpretation of environmental
information, and the execution of appropriate behavioral and neuroendocrine responses
(Vinogradova, 2001). The amygdala is an executor of stress-related behavioral, auto-
nomic, and neuroendocrine responses (Carrasco & Van de Kar, 2003). CRH in the
paraventricular nucleus (PVN) of the hypothalamus is responsible for initiating the
response of the HPA axis to stress (Carrasco & Van de Kar, 2003). The negative-
feedback regulation of stress hormones, local hypothalamic circuits, and cytokines are
involved in the regulation of HPA activation (Fig. 2). At first, stress induces the release
of CRH from the hypothalamus, which in turn results in the release of adrenocorticotropic
hormone (ACTH) into the general circulation. ACTH then acts on the adrenal cortex,
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stimulating the release of glucocorticoids into the blood. Glucocorticoids act in a nega-
tive-feedback fashion to terminate the release of CRH (Carrasco & Van de Kar, 2003;
Makino, Hashimoto, & Gold, 2002). The body uses this elegant negative-feedback loop
to maintain glucocorticoid levels within physiological boundaries. Interference at any
level of the HPA axis will influence the other components via the feedback loop. Stress
can alter or even disrupt the normal homeostasis of the HPA axis.

3. DISRUPTION OF THE BBB BY STRESS

With the multifaceted nature of both the stress response and BBB function, one might
expect that interactions would occur at many levels. Although this seems to be true, most
work has focused on only one aspect of BBB function: its disruption. It has been shown
experimentally that alterations of physiological functions under emotional and physical
stress depend on particular regulatory properties of the CNS. In acutely immobilized
animals used as a model of stress, it has been observed that variation of catecholamine
levels in the brain nuclei correlates with blood pressure changes (Majewski, Alade, &
Rand, 1986). Several lines of evidence indicate that catecholamine content is not only a
function of the metabolism of nuclei, but also may be related to their fluxes from the
circulation (Hendley, Burrows, Robinson, Heidenreich, & Bulman, 1977; Nakagawa,
Tanaka, Kohno, Noda, & Nagasaki, 1981). Although there is both a physical and an
enzymatic barrier to catecholamines—the latter formed by decarboxylate inactivation of
catecholamines within the brain endothelial cell—catecholamines can still disrupt the
BBB to macromolecules, leading to the extravasation of serum proteins, such as albumin
(Oztas, Erkin, Dural, & Isbir, 2000). Under physiological conditions, albumin is nearly
totally excluded from the CNS by the BBB, with a CSF-to-blood ratio of about 1:200.
However, a marked increase in BBB permeability to albumin in several brain regions was
observed after the onset of immobilization stress (Skultetyova, Tokarev, & Jezova, 1998).

Fig. 2. The HPA axis: classic and revised.
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The exposure of animals to long-lasting stress conditions, such as immobilization for
4–8 h (Belova & Jonsson, 1982), heat stress for 4 h (Sharma, Nyberg, Cervos-Navarro,
& Dey, 1992), prolonged hypoglycemia (Oztas, Kucuk, & Sandalci, 1985), or starvation
(Angel, 1969), was shown to result in disruption of the BBB. Furthermore, it has been
observed that short immobilization stress (30 min) was enough to induce increased
extravasation of serum albumin into the brain tissue. The permeability of albumin
across the BBB under stress was markedly increased in different brain regions such as
the hippocampus, brainstem, and cerebellum (Skultetyova et al., 1998). These results
confirmed previous findings showing that immobilization stress induced increased bar-
rier permeability in the hypothalamus, as measured by histochemical analysis using
horseradish peroxidase, another substance used to estimate the integrity of the BBB
(Jezova et al., 1989). In comparison, there is little increase in the extravasation of endog-
enous albumin into either the cerebral cortex or the striatum. Different quantitative
changes in individual brain regions might be caused by differences in vulnerability of
microvasculatures in respective areas. Also, these data are consistent with previous find-
ings of increased BBB permeability in the hypothalamus, hippocampus, and cerebellum
following 30 min of forced swimming (Sharma, Westman, Navarro, Day, & Nyberg,
1995). Increased BBB permeability was shown in the cortex in some studies using dif-
ferent stress models and different methods for the evaluation for BBB integrity (Saija,
Princi, De Pasquale, & Costa, 1988; Sharma et al., 1995). This inconsistent regional
variation in BBB disruption suggests a stressor-specific effect, since different experi-
mental conditions were employed.

One of the factors inducing BBB disruption is acute elevation of arterial blood pressure
related to stress (Johansson, Li, Olsson, & Klatzo, 1970). Other factors, such as metabolic
changes found in animals subjected to stress, might be important. Another possible
mechanism of BBB disruption is change in the vascular tone mediated by vasoactive
substances released during stress, such as epinephrine and norepinephrine (Borges, Shi,
Azevedo, & Audus, 1994). Exposure to stress increases extracecllular glutamate levels
in the brain (Lowy, Wittenberg, & Yamamoto, 1995; Moghaddam, 1993). Recent studies
suggest that glutamate might be involved in the regulation of BBB permeability. When
glutamate receptors in the cerebral capillaries are overstimulated, a breakdown of the
BBB may occur. High doses of glutamate can also induce convulsions, which in turn
disrupt the BBB (Nemeroff & Crisley, 1975).

Stress activates the HPA axis through the release of CRH, leading to production of
glucocorticoids that downregulate immune responses (Chrousos, 1995). CRH is synthe-
sized predominantly in the PVN of hypothalamus and mediates its effects through at least
three types of CRH receptors (CRHRs): CRHR-1; CRHR-2α; CRHR-2β (Hillhouse,
Randeva, Ladds, & Grammatopoulos, 2002; Lawrence, Krstew, Dautzenberg, &
Ruhmann, 2002). Stress worsens a number of neuro-inflammatory disorders (Rosch,
1979), and CRH release leads to inflammation (Karalis et al., 1991), mediated through
the activation of mast cells (Theoharides et al., 1998). It has been shown that mast cells
play a key role to inflammatory reactions by releasing histamine and cytokines (Galli,
1993; Metcalfe, Baram, & Mekori, 1997). In the brain, mast cells are predominantly in
a perivascular location, especially in the thalamus and hypothalamus (Cirulli, Pistillo, de
Acetis, Alleva, & Aloe, 1998). It has been suggested that BBB permeability induced by
acute restraint stress involves CRH because the increase in the permeability by CRH is
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inhibited by pretreatment with the CRH receptor antagonist antalarmin and is induced by
the intracranial injection of CRH into the PVN (Esposito et al., 2002). Furthermore, the
stress-induced increase in BBB permeability requires mast cells since it is absent in mast-
cell-deficient mice (Esposito et al., 2002). In addition to the expression of CRH in hypo-
thalamus, it is also detected in extrahypothalamic regions, such as the central and medial
nuclei of the amygdala, the olfactory bulb, the cortex, and the deep cerebellar nuclei of
the cerebellum (Dieterich, Lehnert, & De Souza, 1997; Fellmann et al., 1984). Although
CRH activates the HPA axis, it could have other effects because CRHRs exist in many
brain regions. CRHR-1 expression is very high in the cerebral cortex, striatum, amygdala,
and cerebellum, whereas CRHR-2 expression is generally confined to subcortical regions
such as the lateral septal nucleus, several nuclei of the hypothalamus, and the choroid
plexus (Chalmers, Lovenberg, Grigoriadis, Behan, & De Souza, 1996). It has been dem-
onstrated that CRH mediates the degranulation of dura mast cells and skin mast cells and
increases vascular permeability (Theoharides et al., 1995, 1998). Stress-induced behav-
ioral and endocrine responses (Deak et al., 1999) were inhibited by the treatment of
antalarmin, which has higher selectivity for CRHR-1 subtype (Webster et al., 1996).

Mast cells are localized around the cerebral microvasculature, and cerebral
microvessels forming the BBB align closely with nerves throughout the brain. In addi-
tion, mast cells have also been identified close to CRH-positive neurons in the median
eminence (Theoharides et al., 1995). The effects of mast cells on the BBB is also dem-
onstrated by several studies that mast-cell-derived histamine increases BBB permeabil-
ity determined by the extravasations of circulating substances (Boertje, Le Beau, &
Williams, 1989) and by electrical resistance in brain microvessel endothelial cells (Butt
& Jones, 1992). In fact, it is possible that both histamine and serotonin affect BBB
permeability because pretreatment with cyproheptadine, a dual antagonist for histamine
(H1) and serotonin (5-HT2) receptors suppressed the increase in BBB permeability
induced by acute forced swimming (Sharma et al., 1991). These results indicate that brain
mast cell activation and CRH release are involved in the increase in BBB permeability
induced by acute stress. Also, whereas CRH deficiency virtually impaired the HPA axis
responsiveness, certain behavioral and endocrine responses to stress were still observed
in CRH knockout mice (Jacobson, Muglia, Weninger, Pacale, & Majzoub, 2000). Certain
hypothalamic mast cell mediators may independently activate the HPA axis. In fact,
histamine increases CRH expression in the PVN (Kjaer, Larsen, Knigge, Jorgensen, &
Warberg, 1998), and interleukin-6 has the aspect of CRH-independent stimulator of the
HPA axis during immune system activation (Bethin, Vogt, & Muglia, 2000). In addition,
both BBB permeability and mast cell activation were inhibited by cromoglycate, a mast
cell stabilizer (Esposito et al., 2001). These results demonstrate that CRH and mast cells
are involved in stress-induced disruption of the BBB.

Activation of the HPA axis depends on the secretion of CRH, an intact pituitary, and
the ventral adrenergic bundle innervating the hypothalamic PVN. Thus, the neuroendo-
crine mechanisms mentioned above that may contribute to the disruption of the BBB
include the stress response of the HPA axis.

4. OTHER INTERACTIONS BETWEEN STRESS AND THE BBB

Effects of stress on other aspects of BBB function have not been extensively studied.
However, enough work exists to illustrate that stress has effects on several BBB trans-
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porters. Unlike disruption, which likely represents an extreme pathological endpoint,
changes in transporter functions may represent adaptive responses to stress. Restraint,
fasting, and sickness behavior provide examples of interactions between aspects of stress
and BBB function. Restraint, but not fasting (Banks, Kastin, & Nager, 1988), reduces the
transport of Tyr-MIF-1 in the brain-to-blood direction. In contrast, starvation affects
the blood-to-brain influx of leptin (Kastin & Akerstrom, 2000). This is likely a protec-
tive mechanism against starvation, as the decreased transport would attenuate the CNS-
mediated anorectic effects of leptin. Sickness behavior occurs with infection and is
recognized by a loss of energy and interests in one's surrounding (Bluthe, Parnet, Dantzer,
& Kelley, 1991; Dantzer & Kelley, 1989). It is also associated with a loss of cognitive
abilities, which are known to be mediated through interleukin-1 (Larson & Dunn, 2001).
The ability of blood borne interleukin-1 to mediate these cognitive effects depends, at
least in part, on its ability to cross the BBB and act at the posterior division of the septum
(Banks, Farr, La Scola, & Morley, 2001).

HPA axis and BBB interaction may have results other than BBB disruption. One
hypothesis suggests that decreased CRH production is an early event in the development
of chronic fatigue syndrome, preceding and leading to alterations in serotonin and
interleukin-1 levels (Kastin et al., 1997). An efflux system separate from that of the
hypophyseal circulation transports CRH directly from brain tissue into the bloodstream
(Martins, Kastin, & Banks, 1996, 1997a, 1997b). The levels secreted are high enough to
affect peripheral responses, including enhanced secretion of β-endorphin by the spleen
into the blood. This may represent an additional arm in the classic HPA axis (Fig. 2).

5. COMPETITION AMONG AMINO ACIDS FOR TRANSPORT
INTO THE BRAIN: RELATIONSHIPS WITH DIET

Macronutrients in the diet and nutrient levels in the blood can affect amino acid and
nutrient transport across the BBB. It has been reported that animals increase their alcohol
intake when fed nutrient-deficient diets or after a stressful experience. Alcohol, stress-
related hormones, such as arginine and vasopressin, feeding peptides, and neurotoxins
can alter the rate of amino acid transport into the brain (Branchey, Shaw, & Leiber, 1981;
Brust, 1986; Chance, Balasubramaniam, Thomas, & Fischer, 1992; Eriksson & Carlson,
1980; Grammas, Kwaiser, & Caspers, 1992). The levels of neurotransmitters in the brain,
in turn, are a function of the levels of amino acid precursors in brain. The levels of
tryptophan in the brain, for example, correlate with levels of brain serotonin (Branchey
et al., 1981; Fernstrom & Wurtman, 1971). Thus, diet and stress-related hormones can
directly affect the levels of brain neurotransmitters, which in turn can have profound
effects on behavior and stress responses.

It has long been known that administration of certain amino acids alters the concen-
tration of other amino acids in the brain (Oldendorf & Szabo, 1976). It is also known that
there are several classes of amino acid transport systems across the BBB and that com-
petition for transport occurs among the amino acids of a given transport system (Fernstrom
& Wurtman, 1972; Peng, Gubin, Harper, Varich, & Kemmerer, 1973). The affinities for
amino acid transport across the BBB are similar to physiological concentrations of amino
acids in the plasma (Pardridge & Oldendorf, 1975; Pratt, 1976); hence, changes in plasma
amino acid concentrations might be expected to alter their rate of passage from blood
to brain.
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The concentration of histidine in the brain is decreased by approx 80% within 12 h after
feeding of a low-histidine, low-protein diet also supplemented with the remaining essen-
tial amino acids (Peng, Tews, & Harper, 1972). Lutz, Tews, and Harper (1975) used brain
slices as a model to study competition for amino acid entry into these tissues. Histidine
transport was also significantly inhibited by large neutral amino acids at concentrations
present in plasma of rats fed a low-histidine diet. Small neutral and basic amino acids
were less inhibitory (Peng et al., 1972). Threonine transport into brain slices was most
strongly inhibited by other small neutral amino acids such as serine, alanine, and α-amino-
n-butyric acid (AABA), whereas the large neutral amino acids were only moderately in-
hibitory, and the basic amino acid lysine was without effect (Tews, Good, & Harper,
1978). Adding serine or AABA to a low-protein diet low in threonine markedly reduced
brain threonine content by about 40 or 55%, respectively (Tews, Kim, & Harper, 1980).
In another trial, rats were fed a low-protein diet limited in lysine and containing extra
arginine, a basic amino acid that competes with lysine for its transport into brain slices
(Tews, Bradford, & Harper, 1981).

Entry into the brain of large neutral amino acids such as valine and histidine was most
severely inhibited by amino acid analogs such as norleucine, norvaline, and α-aminooctanoate,
whereas basic amino acids and isomer of α-aminooctanoate had little effect on the transport
of large neutral amino acids (Oldendorf & Szabo, 1976; Tews & Harper, 1983). Lysine
entry was markedly inhibited by other basic amino acids and by the analog homoarginine,
whereas various large neutral amino acids were relatively ineffective. Feeding a single
meal of a diet low in lysine and containing homoarginine reduced brain content of lysine
by 65% (Tews, 1986).

Diet-induced changes in the levels of amino acids in brain occur because of alterations
in the absolute and relative levels of amino acids in serum that share a common BBB
transporter. The results of these studies show that diet can induce transport-related changes
in brain amino acid patterns as well as deplete pools of amino acids. These effects may
be important in the regulation of feeding behavior, inasmuch as many dietary treatments
that alter brain amino acid patterns are associated with depressed food intake.

Amino acids can also affect other BBB transport systems. The branched-chain amino
acids, for example, can influence peptide transport system (PTS)-1, which transports
Tyr-MIF-1 and methionine enkephalin out of the brain (Banks & Kastin, 1986). Brain
levels of methionine enkephalin, in turn, are inversely correlated with voluntary alcohol
intake and alcohol withdrawal seizures (Blum, Briggs, Wallace, Hall, & Trachtenberg,
1987; Blum, Elston, DeLallo, Briggs, & Wallace, 1983; Koide, Onishi, Katayama, Kai,
& Yamagami, 1995). Not surprisingly, branched-chain amino acids affect alcohol intake
(Avogaro et al., 1986).

6. CONCLUSION

The BBB regulates the passage of solutes between the CNS and the blood. The BBB
not only restricts the entry of serum proteins into the CNS, but also controls the passage
of nutrients, electrolytes, vitamins, minerals, free fatty acids, peptides, and regulatory
proteins in both the brain-to-blood and blood-to-brain directions. The BBB performs
these functions through a number of nonsaturable and saturable transport mechanisms.
Exposure to a stress causes neuroendocrine alterations and activation of the HPA axis
through release of CRH. The negative feedback regulation of stress hormones, local
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hypothalamic circuits, and cytokines are involved in the regulation of HPA activation.
These neuroendocrine alterations may result in the disruption of the BBB, leading to an
increased entry of vascular components into the brain and changes in the homeostasis and
metabolic activities of the brain.

Changes in transporter functions across the BBB may represent adaptive responses to
stress. The levels of neurotransmitters in the brain are a function of the amount of amino
acid precursors in the brain. Macronutrient and nutrient levels can affect amino acid and
nutrient transport across the BBB. It has been reported that animals increase their alcohol
intake when fed nutrient-deficient diets or after a stressful experience. Thus, diet and
stress-related hormones can directly affect the levels of brain neurotransmitters, which
in turn can have profound effects on behavior and stress responses.
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KEY POINTS

• Polyunsaturated fatty acid effects are mediated by changes in the neuronal membrane.
• Cortisol levels are reduced and hippocampal receptors are protected by polyunsaturated

fatty acids.
• Polyunsaturated fatty acids exert direct effects on brain neurotransmitters.
• Polyunsaturated fatty acids may act as signal transducers in the membrane and synapse.
• Effective clinical changes by polyunsaturated fatty acid supplementation in a number of

serious neurological disorders have been demonstrated, and the potential for human
application appears promising.

1. INTRODUCTION

This chapter reviews the role of fatty acids (FA) in the neurobiology of stress, the
psychological and medical consequences of FA deficiency, and the treatment potential
for FA supplementation.

2. ESSENTIAL FATTY ACIDS

The popular press routinely reports medical advisories urging the public to dramati-
cally reduce the amount of fat they consume in order to combat risks associated with
cardiovascular disease, diabetes, and other chronic disorders. Paradoxically, deficiencies
in fat intake are likely to contribute to health hazards, including increased risk of infec-
tion, dysregulation of chronobiological activity, and impaired cognitive and sensory
functions, especially in infants (Yehuda, Rabinovitz, & Mostofsky, 1997). The con-
flicting roles of cholesterol (e.g., “good” cholesterol and “bad” cholesterol) have been
reviewed elsewhere (Joseph, Villalobos-Molinas, Denisova, Erat, & Strain, 1997). A
consensus from recent research suggests that it is not so much the amount of fat we eat
as the balance of the different types of fats that is significant. The type of dietary fat affects
how well the cell can perform its vital functions and its ability to resist disease.

Linoleic and α-linolenic acids (ALAs), both polyunsaturated fatty acids (PUFAs), are
necessary for good health. They are called essential fatty acids (EFAs) because the body
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cannot manufacture or synthesize them—they must be provided by nutritional intake.
EFAs are involved in energy production, transfer of oxygen from the air to the blood-
stream, and the manufacture of hemoglobin. Above all they are essential for normal nerve
impulse transmission and brain function. They are also involved in growth, cell division,
and nerve function and are found in high concentrations in the brain.

EFAs have beneficial effects when available in moderation. Excesses of the otherwise
beneficial FAs may, however, exert harmful effects, with high intakes of saturated and
hydrogenated fats being linked to an increase in a number of health risks, including
degenerative diseases, cardiovascular disease, cancer, and diabetes.

3. POLYUNSATURATED FATTY ACIDS

Linoleic acid is a member of the family of ω-6 (n-6) FAs, whereas ALA is an ω-3 (n-
3) FA. These terms refer to characteristics in the chemical structure of the FAs. Other ω-
6 FAs, such as γ-linolenic acid (GLA), dihomo-GLA (DHGLA), and arachidonic acid
(AA), can be manufactured in the body using linoleic acid as a starting point. Similarly,
other ω-3 FAs that are manufactured in the body, using ALA as a starting point, include
eicosapentaenoic acid (EPA) and docosahexaenoic acid (DHA).

Among the significant components of cell membranes are the phospholipids, which
contain FAs. The types of FAs in the diet determine the types of FAs that are available
for the composition of cell membranes. A phospholipid made from a saturated fat has a
different structure and is less fluid than one that incorporates an EFA. In addition, linoleic
acids and ALAs per se have an effect on the neuronal membrane fluidity index. They are
able to decrease the cholesterol level in the neuronal membrane, which would otherwise
decrease membrane fluidity, which in turn would make it difficult for the cell to carry out
its normal functions and increase its susceptibility to injury and death. These effects on
cell function are not restricted to absolute levels of FAs alone, rather it appears that the
relative amounts of ω-3 FAs and ω-6 FAs in the cell membranes are responsible for
affecting cellular function. At a more molar level, the behavioral and physiological
effects of a specific ratio of n-3/n-6 compound (1:4) correlate with changes in the FA profile
and with changes in the cholesterol level (Yehuda, Rabinovitz, & Mostofsky, 1999).

At least six categories of PUFA effects on brain functions have been noted and dis-
cussed elsewhere namely (a) modifications of membrane fluidity, (b) modifications of
the activity of membrane-bound enzymes, (c) modifications of the number and affinity
of receptors, (d) modifications of the function of ion channels, (e) modifications of the
production and activity of neurotransmitters, and (f) signal transduction, which controls
the activity of neurotransmitters and neuronal growth factors (Yehuda et al., 1999).

The symptoms of EFA deficiency include fatigue, dermatological problems, immune
problems, weakness, gastrointestinal disorders, heart and circulatory problems, growth
retardation, and sterility. In addition, a lack of dietary EFAs has been implicated in the
development or aggravation of breast cancer, prostate cancer, rheumatoid arthritis,
asthma, preeclampsia, depression, schizophrenia, and attention deficit and hyperactivity
disorders (ADHD) (Yehuda et al., 1997). This list is neither exhaustive nor conclusive.

4. PROSTAGLANDINS

EFAs are a special class of unsaturated FAs that act as precursors of yet other types
of FAs. Most prostaglandins are derivatives of AA, itself derived from n-6, and all of them
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have a high physiological hormone-like activity level. They are involved in numerous
brain functions, such as regional blood flow and permeability of various biological
membranes. It has been suggested that prostaglandins are also involved in the activity of
cyclic AMP (cAMP), a second messenger in the cells (Joo, 1993). It is a promising
conjecture that a compound of n-3/n-6 at a 1:4 ratio may affect the prostaglandin system
as well and may mediate the behavioral and biochemical changes observed in the rat.
There is also evidence that prostaglandin (PG) D2 has a profound effect on sleep (Fadda,
Martellotta, De Montis, Gessa, & Fratta, 1992; Fradda, Martellotta, Gessa, & Fratta,
1993; Gabbita, Butterfield, Hensley, Shaw, & Carney, 1995; Ongini, Bonizzoni, Ferri,
Milani, & Trampus, 1995). Prostaglandins enhance corticotropin-releasing factor (CRF)
activity (Behan et al., 1996, Lacroix & Rivest, 1996; Thompson, Keelan, & Clandinin,
1991; Watanabe, Clark, Ceriani, & Lipton, 1994), and CRF induces release of prostag-
landins (Petraglia et al., 1995). Prostaglandins enhance thyrotropin-releasing hormone
(TRH) release and stimulate dopaminergic and noradrenergic receptor activity (Murray
& Lynch, 1998, Yamaguchi & Hama, 1993), whereas β-endorphin inhibits prostaglandin
synthesis (Gelfand, Wepsic, Parker, & Jadus, 1995).

5. CHOLESTEROL AND FATTY ACIDS

Cholesterol, a complex lipid, is involved with many functions of the membrane. Cho-
lesterol decreases the membrane fluidity index, with consequences on the activity of ion
channels and receptor functions, and is involved in dopamine release. Moreover, choles-
terol is a key molecule in the end product of the CRF–adrenocorticotropic hormone
(ACTH) axis. Because steroids are derivatives of cholesterol, it is notable that various
FAs have different effects on cholesterol metabolism. Huang, Koba, Horrobin, and
Sugano (1993) cited studies confirming that the administration of n-6 FAs reduces cho-
lesterol levels in the blood serum. However, n-6 FAs and n-3 FAs differ in their mode of
action in cholesterol reduction, such that n-6 FAs redistribute cholesterol, whereas n-3
FAs, actually reduce the levels of cholesterol in the neuronal membrane (Horrocks &
Harder, 1983). This may explain why a decrease in cholesterol level in the blood is found
in humans who consume n-3 FA supplements. It has been demonstrated that n-3 EFAs
are more effective in reducing cholesterol levels in macrophages than n-6 EFAs, probably
because of the effects on acyl-coenzyme A (acyl-CoA) activity. However, Horrocks and
Harder (1983) indicated that cholesterol-esterifying enzymes that incorporate free FAs
into cholesterol esters without the participation of CoA are also present in the rat brain.

The mechanism by which n-3 FAs are able to reduce cholesterol levels is unclear,
although several hypotheses have been proposed. For example, Bourre et al. (1991) claim
that ALA controls the composition of nerve membranes, which implies an inverse rela-
tionship between ALA and cholesterol level. Salem and Niebylski (1995) propose that
DHA (22:6 n-3) controls the level of cholesterol as well as the composition and function
of the neuronal membrane. We recently reviewed a number of studies that provide sup-
port for a reduction in neuronal membrane cholesterol by dietary supplementation of an
n-3/n-6 compound of 1:4 (Yehuda & Carasso, 1993). It is possible that such a ratio
optimizes the uptake of PUFAs into the brain and promotes FA incorporation into the
neuronal membranes.
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6. SPECIFIC FATTY ACIDS AND THE RATIO BETWEEN VARIOUS
FATTY ACIDS

Various FAs operate differently in the nervous system and in the body, and it has been
suggested that the nervous system has an absolute molecular species requirement for its
proper function (Salem & Niebylski, 1995). Studies in our laboratory seem to confirm
this suggestion and provide an added qualifying requirement, namely, the need for a
proper ratio between the EFAs. We tested our hypothesis that the ratio of n-3 and n-6 may
be a key factor in modulating behavioral and neuropharmacological effects of PUFAs,
and attempted to identify the optimal ratio (Yehuda & Carasso, 1993). To avoid the
variations in the composition of FAs that occur in commercially prepared oils and to
exclude the possible confounding effects of other FA or lipid admixtures, we used highly
purified α-linolenic and linoleic acids. We tested a wide range of α-linolenic/linoleic acid
(1:3, 1:3.5, 1:4, 1:4.5, 1:5, 1:5.5, 1:6 [vol/vol]) ratios, which were administered as dietary
supplements. We found that a mixture of α-linolenic and linoleic acids at a 1:4 ratio was
most effective in improving learning performance (as assessed by the Morris water
maze), elevating pain threshold, improving sleep, and improving thermoregulation
(Yehuda & Carasso, 1993; Yehuda, Rabinovitz, & Mostofsky, 1997). This compound
was also able to correct learning deficits induced by the neurotoxins AF64A and 5,7-
dihydroxytryptamine (Yehuda, Carasso, & Mostofsky, 1995) and to provide protection
from seizures induced by pentylenetetrazol (Yehuda, Carasso, & Mostofsky, 1994). The
special supplement also provided protection from blepharospasm, which could otherwise
be induced by Ro4-1284 (Yehuda et al., 1999). In addition, our study showed that the
administration of this compound exerted beneficial effects in rats given a diluted dose of
the experimental allergic encephalomyelitis (EAE) toxin. The untreated EAE rats showed
learning and motor deficits as well as major changes in the FA profile and cholesterol
level in frontal cortex synaptosomes. FA treatment was able to rehabilitate the changes
induced by EAE toxin to a significant degree, but was unable to completely reverse the
deficits to the level of normal controls (Yehuda et al., 1999). In addition, although old
(22–24 mo) rats performed very poorly in the Morris water maze, following pretreatment
with SR-3 their level of performance was substantially improved.

The importance of differentiation among the various types of FAs may be appreciated
from noting their effects on immunological factors: n-3 FAs suppress the synthesis of
interleukin (IL)-1and IL-6 and enhance the synthesis of IL-2, whereas n-6 FAs have the
opposite effect. It should be recalled that both IL- 6 and IL-1(and to a lesser degree IL-2)
promote CRF release via AA (Cambronero, Rivas, Borrell, and Guaza, 1992; Karanath,
Lyson, Aguila, & McCann, 1995; Rivier, 1995). However, CRF inhibits the stimulating
effect of IL-1 on prostaglandin synthesis (Fleisher-Berkovich & Danon, 1995; Oka, Aou,
& Hori, 1993).

7. PEPTIDE INTERACTIONS WITH P450SCC, PROSTAGLANDINS,
CHOLESTEROL, AND FATTY ACIDS

In light of the studies reviewed above, it seems that the various FAs and lipids play a
major role in the synthesis, release, and function of several peptides, especially those
connected with releasing factors. For example, in the analysis of the CRF–ACTH–steroid
axis, metabolism of enzyme P450 and cholesterol has been shown to exert profound

06_Most_97_110_F 6/22/05, 11:31 AM102



Chapter 6 / EFAs and Stress 103

effects on dopamine at the beginning of the axis and on steroids at the end of the axis
(Makita, Falck, & Capdevila, 1996). Prostaglandins are derivatives of FAs, but their
metabolism is modulated by P450. Prostaglandins are involved in the metabolism and
functions of all neurotransmitters (including dopamine), CRF, and steroids. The interac-
tion between prostaglandins and ACTH is not yet clear. Cholesterol is a major molecule
in the membrane, and an elevated level of cholesterol results in a decrease in membrane
fluidity and a disturbance of membrane function. In addition, steroids are derivatives of
cholesterol. Many studies have demonstrated the role of specific FAs (mainly essential
FAs of n-3 and n-6 groups) in all aspects of synthesis, release, and receptor functions of
dopamine, CRF, ACTH, and steroids.

8. EFA RATIO AND STRESS

We examined the effects of a mixture of FAs on cortisol and cholesterol levels under
laboratory conditions of stress (Yehuda et al., 1999). A compound of free nonesterified
unsaturated FAs α-linolenic and linolenic acids at a 1:4 ratio was administered for 3 wk
prior to the injection of cortisone (10 mg/kg) or prior to immersion of rats in a 10°C saline
bath. The results confirmed the expected elevation of cortisol and cholesterol levels in
stress, but more importantly the treatment prevented the elevation of blood levels of
cortisol and cholesterol found in untreated control animals. Similarly, Morris water maze
learning performance among the pretreated animals did not reflect deficits that usually
accompany such stressful conditions and that can be observed in the absence of the SR-3
pretreatment.

9. PUFAS AND THE IMMUNE SYSTEM

Repeated demonstrations that PUFAs can modify the production and activity of vari-
ous components of the immune system have left unexplained the mode of action by which
they exert their effects. PUFA mediation of immunological functions and cytokine level
is evident in several disorders such as Alzheimer’s disease and schizophrenia (Yao & Van
Kammen, 2004). Several mechanisms had been proposed, including membrane fluidity
(changes that might effect the capability of cytokines to bind to their respective receptors
on the cell membrane), lipid peroxidation (decrease in free-radical-induced tissue dam-
age); prostaglandin production (an indirect mechanism whereby prostaglandins, which
are derivatives of PUFAs, modify cytokine activity); and regulation of gene expression
(PUFA influences on the signal transudation pathways and modified mRNA activity).
The role of PUFAs in immune function is complicated by the fact that n-3 and n-6 have
differential effects on various immune components. In a recent review, Singer and
Richterheinrich (1991) indicated that n-3 FAs induce a decrease in lymphocyte prolifera-
tion in humans and rats, a decrease in IL-1 production, and a decrease in IL-2 production
in both humans and animals. In addition, n-3 FAs decrease tumor necrosis factor (TNF)-
α production in humans but increases it in mice macrophages and also decreases natural
killer (NK) cell activity. On the other hand, n-6 increases the production of IL-2 in mice
and decreases TNF-α production and NK cell activity. Still other studies have shown that
linoleic acid (n-6) decreases the activity of IL-2 and increases IL-1 production and tissue
response to cytokines (Yehuda et al., 1997), whereas n-3 generally decreases IL-1 pro-
duction and activity (Grimble, 1998). Despite some disagreement among studies, it seems
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that n-3 FAs (ALA, DHA, EPA) decrease the production and activity of the pro-inflamma-
tory cytokines (IL-1, IL-6, TNF-α) (Blok et al., 1997; Chavali, Zhong, & Forse, 1998;
Hughes & Pinder, 1997; Yano, Kishida, Iwasaki, Shosuke, & Masuzawa, 2000) and
that the n-6 family has the opposite effect (Caughey, Mantzioris, Gibson, Cleland, &
James, 1996; James, Gibson & Cleland, 2000; Grimble, 1998). The ability of n-3 PUFAs
to reduce pro inflammatory cytokines and prostaglandin (Chavali & Forse, 1999) led to
the proposal for the use of fish oil to relieve pain. Indeed, fish oil rich in n-3 PUFAs has
been shown to decrease IL-6, IL-10, IL-12, TNF-α, and PG E2 (Denisova, Cantuti-
Castelvetri, Hassan, Paulson, & Joseph, 2001).

Increasingly, the salutary effects of PUFAs are being examined not only with respect
to their absolute level in diet, supplementation, or serum and tissue content, but also with
respect to their proportional relationship to other FAs. One example of the critical nature
and importance of a proper ratio can be seen in the level of anti-inflammatory IL-2
production, which increases following treatment with a mixture of FAs (n-3:n-6 ratio 1:3)
(Yehuda et al., 1999) together with an increase in n-3 in the tissue (James et al., 2000).

10. STRESS

In psychology and biology the term “stress” is applied to describe a strain or interfer-
ence that disturbs and jeopardizes the functioning of an organism. Organisms, including
humans, respond to physical and psychological stress with behavioral and physiological
defenses. If the stress is too powerful, too prolonged, or is perceived as too threatening,
or if the defenses are inadequate, then a somatic or comparable dysfunction may be
expressed.

Outside the laboratory stress is accepted as an unavoidable effect of living and is an
especially complex phenomenon in the modern technological society. Although many
may profess to thrive in a stressful environment, there is little doubt that an individual’s
success or failure in controlling stressful situations (real or perceived) can have a pro-
found effect on his or her ability to function. The ability to cope successfully with stress
has figured prominently in anxiety and psychosomatic research. Stress has figured promi-
nently in discussions of areas of health psychology or behavioral medicine. A statistical
link between coronary heart disease and individuals with a particular personality profile
characterized by a behavioral pattern that manifests a lifestyle of impatience, a sense of
time urgency, hard-driving competitiveness, and a preoccupation with vocational and
related deadlines (type A personality) (Rosenman, 1997) has been widely reported. Simi-
lar correlations with other behavior profiles have suggested potential links to cancer,
diabetes, and other chronic medical conditions. Although different types of stress can be
identified, the following discussion is limited to psychological stress.

11. EFAS AND STRESS

As early as 1964, Back and Bogdanoff (1964) reported elevations of free FAs and
cholesterol among stressed persons. Rosenman (1997) summarized many years of re-
search on cholesterol levels among type A behavior subjects. Subsequent studies con-
firmed the correlation between stressful situations and an increased level of cholesterol
and free FAs (Arbogast, Neumann, Arbogast, Leeper, & Kostrzema, 1994; Brennan,
Cobb, Silbert, Watkins, & Maier, 1996; Clark, Moore, & Adams, 1998; Mills, Prkachin,
Harvey, & Ward, 1989). It is not surprising, therefore, to observe that dietary intake of
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soybean oil and fish oil has stress-reduction properties (Ulmann, Mimouni, Roux, Porsolt,
& Poisson, 2001). A striking exception is the report that stressed medical students exhib-
ited lower levels of linoleic and AAs (n-6), with no change in n-3 FAs (Ohno, Ohinata,
Ogawa, & Kuroshima, 1996; Williams, Kiecolt Glaser, Horrocks, Hillhouse, & Glaser,
1992). Stress was also shown to modify several key steps in FA and lipid metabolism
(Matsmoto et al., 1999; Mills, Huang, Narce, & Poisson, 1994). It is of interest to note
that the hormones released during stress (both catecholamines and glucocorticoids) serve
as strong inhibitors of the first desaturase reaction, which converts linoleic and ALAs to
longer-chained FAs. Mills et al. (1994) reported this finding in rats subjected to psycho-
social stress. One way to overcome the blocked biochemical step is to administer GLA
to stressed patients, which bypasses the blocked step in the n-6 essential FA pathway and
thereby reduces the elevated blood pressure and elevated catecholamine levels (Mills et
al., 1989). On the other hand, administration of linoleic and ALAs reduced the elevated
cortisol level (Youdim, Martin, & Joseph, 2000).

In addition, during stress the cardiac uptake of free FAs was shown to be reduced
(Bagger, Botker, Thomassen, & Nielsen, 1997). Administration of DHA (an n-3 deriva-
tive) improved cardiac response to stress (Rossetti, Seiler, DeLuca, Laposata, & Zurier,
1997), decreased the level of aggression (Hamazaki et al.,1996; Sawazaki, Hamazaki,
Yazawa, & Kobayashi, 1999), decreased stress responses (Hamazaki et al., 1999;
Sawasaki et al., 1999; Singer & Richterheinrich, 1991), and decreased the level of pros-
taglandin E2 (Deutch, 1995; Rossetti et al., 1997).

12. MEMBRANE FLUIDITY

Membrane fluidity is dependent on lipid composition. The protein component is very
stable, but the lipid component has a high turnover rate. More specifically, fluidity
depends on (a) the transition temperature (i.e., the temperature at which the membrane
is converted from the fluid to the gel state) and (b) tight packing (where unsaturated FAs
lower the transition temperature and cholesterol changes the sharp transition temperature
and disturbs packing by membrane insertion). It seems that the critical transition tempera-
ture may change during aging along with an increase in cholesterol. The membrane
fluidity index can also be regulated by neurons in a number of ways, such as (a)
desaturation of FAs or (b) transferring of FAs between molecules (e.g., Colles et al.,
1995; Regev, Assaraf, & Eytan, 1999; Strosznajder, Chalimoniuk, Strosznajder,
Albanese, & Alberghina, 1996). It is interesting to note that pretreatment with an n-6
PUFA diet prevents the fluidizing effect of alcohol on the neuronal membrane (Meehan,
Beauge, Choquart, & Leonard, 1995). Local anesthetics (Kopeikina, Kamper, Siafaka,
& Stavridis, 1997) and several peptides (Giorgi, Biraghi & Kantar, 1998) can also flu-
idize the membrane. Finally, factors such as rapid eye movement (REM) sleep depriva-
tion and stress may also induce rigidity in the neural membrane (Mallick, Thakkar, &
Gangabhagirathi, 1995).

13. HIPPOCAMPAL VULNERABILITY AND AGING

The hippocampus is centrally involved in spatial learning and memory. Decreased
volume and function of the hippocampus have been reported in aged organisms and
among Alzheimer’s patients. There are sufficient data to conclude that chronic elevation
of corticosteroid levels might lead to hippocampal regeneration (de Kloet, Vreugdenhil,
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Oitzl, & Joels, 1998), in that high levels of corticosterone and cortisol are toxic to the
hippocampus, whereas estradiol protects it. The intact hippocampus plays a major role
in the overall inhibitory activity of hypothalamus–pituitary–adrenal (HPA) axis activi-
ties. Accordingly, it has a protective role in stress situations. The response to stress
mediated via CRF, ACTH, or corticosterone (or cortisol) is enhanced and prolonged in
aging, compared to young animals. In addition, the level of the involved molecules in
aging animals returned very slowly to normal. Even without a stressor, the level of
corticosterone in aged rats is elevated. De Kloet et al. (1998) found a reduced number of
mineralocorticoid receptors (MRs) and glycocorticoid receptors (GRs) in the aged hip-
pocampus. He proposed that the normal feedback mechanism is disintegrated in the
hippocampus of aged rats. Only MR-type receptors are involved in stress responses. A
preliminary study from our laboratory showed that treatment with a FA compound could
prevent structural changes in the hippocampus, decrease corticosterone level, and pre-
vent a decrease in MR-type receptors in stressed young and old rats.

14. CONCLUSION

Although it seems that many studies confirm the involvement of PUFAs in all stages
of onset, maintenance, prevention of, and recovery from stress, the mode of action is still
unknown. Our own work points to PUFA effects as being mediated via modifications in
the neuronal membrane, although it is quite possible that other mechanisms might also
be involved. PUFAs are able to reduce cortisol levels and protect hippocampal receptors
and have a direct effect on brain neurotransmitters. Our studies have indicated the effects
of PUFAs on the brain dopaminergic system. Recently, the role of γ-aminobutyric acid
in the control of DHA, cortisol, and CRH levels in stressful situations has been confirmed
(Takeuchi, Iwanaga & Harada, 2003). The possible mechanism whereby PUFAs can act
as signal transducers in the membrane and in synapses requires further study. Together
with the elucidation of this role of PUFAs and platelet-activating factor (Bazan, 2003),
new directions for future research have been opened.
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7 Stress, Glucocorticoids, and the Brain

R. H. DeRijk and E. R. de Kloet

KEY POINTS

• Corticosteroids function to optimize the stress response and are thus essential for the
organism to cope with the stressor.

• Corticosteroid signaling is mediated by two receptors: the high-affinity mineralocorti-
coid receptor and the low-affinity glucocorticoid receptor.

• Imbalance between central glucocorticoid and mineralocorticoid receptor affects the
secretion of corticosteroids and has profound consequences for adaptation to stress.

• Single nucleotide polymorphisms in the glucocorticoid receptor gene affect not only
corticosteroid production and secretion but also the effects of corticosteroids in different
physiological and behavorial systems.

• Other influences such as trauma can permanently alter the glucocorticoid/mineralocor-
ticoid receptor balance.

1. INTRODUCTION

1.1. Stress and Homeostasis
When deviations in physiological or behavioral parameters exceed a certain threshold,

central release of corticotropin-releasing hormone (CRH) from the parvocellular neurons
of the hypothalamic paraventricular nucleus (PVN) is triggered. CRH activates, in the
specific context of the stressor, the sympathetic nervous system and the hypothalamic–
pituitary–adrenal (HPA) axis, which promote a series of physiological and behavioral
adaptations in order to reestablish homeostasis (McEwen, 1998). Multiple afferents can
activate CRH neurons, each conveying specific stressful information. These afferents
can be ascending direct innervations from the brainstem that relay stressors of systemic
origin (metabolic demands, fluid loss, pain, inflammation). Sensory cognitive and emo-
tional information also reaches via a complex transsynaptic pathway—the PVN (Herman
et al., 2003). The summation of all inputs to the PVN provides an output that can be
measured as the threshold for activation of these neurons as well as the rate of onset,
magnitude and duration of the response. The type of afferent input additionally deter-
mines the composition of the cocktail of adrenocorticotropic hormone (ACTH)
secretagogs released with CRH in interaction with other stress hormones (e.g., norepi-
nephrine [NE] and epinephrine [E]) (Goldstein, 2003; Herman et al., 2003; Romero &
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Sapolsky, 1996). This initial CRH-mediated stress reaction is counterbalanced by the
stress-induced elevation in circulating levels of glucocorticoids and by parasympathetic
nervous system activity. Recently it has been suggested that the CRH-2 receptor system
is prominent in the coordination of these later slow responses, facilitating the recovery
of homeostasis (Hsu & Hsueh, 2001; Reul & Holsboer, 2002).

1.2. HPA Axis Regulation
Corticosteroids are secreted from the adrenal gland under the control of ACTH of

pituitary origin. In turn, ACTH is mainly under the regulatory influence of hypothalamic
CRH. In addition, the hippocampus, a limbic brain structure involved in behavioral
adaptation, exerts a tonic inhibitory control over these secretagogs. Furthermore, a strong
negative feedback effect influences the secretion of ACTH and CRH exerted by cortisol
at the level of the pituitary and PVN respectively. Three features with respect to the
regulation of the HPA axis need further attention.

First, depending on the nature of the stressor, it seems that different cocktails of ACTH
secretagogs, with respect to absolute and relative concentrations, are released from the
PVN. ACTH then enters the circulation and induces the production and secretion of
corticosteroids from the adrenal glands—predominantly cortisol in humans and corticos-
terone in rodents. Both physical and psychosocial stimuli—real, anticipated, or imag-
ined—that modulate emotional and cognitive processes can be stressors. This processing
of psychosocial information occurs in the so-called limbic structures, including the
amygdala, hippocampus, and frontal cortex, which modulate CRH release transsynaptically
via a γ-aminobutyric acid (GABA)-ergic network surrounding the PVN (Herman, Cullinan,
Ziegler, & Tasker, 2002). Collectively, the PVN integrates the inhibitory and excita-
tory signals producing its cocktail of ACTH secretagogs (Windle, Wood, Shanks,
Lightman, & Ingram, 1998; Goldstein, 2003).

A second important feature of the HPA axis is the existence of an ultradian rhythm of
about one pulse per hour resulting in phasic release of hormones (Lightman et al., 2000).
It is unlikely that levels of CBG are changing rapidly enough to counteract the dynamic
fluctuation in total plasma corticosteroids, suggesting the same large fluctuations for free
plasma corticosteroids (Windle et al., 1998). The pulse generator seems localized in the
hypothalamus, but its identity is largely unknown. However, at the level of the adrenals
important modulations occur through a transsynaptic descending pathway from the
suprachiasmatic pacemaker (Kalsbeek & Buijs, 2002). This nervous input changes adrenal
sensitivity to ACTH in a circadian fashion. Altered ultradian rhythms are observed, and
recent studies suggest that previous early experiences as well as the nature of the stressor
are important determinants for HPA axis pulsatility. It is thought that the pattern (e.g., fast
short-lasting vs slow long-lasting increase) rather than the absolute amount of circulating
stress hormone is the important determinant in adaptive or maladaptive effects of HPA
axis activation.

Third, corticosteroids target those stress centers in the brain involved in adaptive
responses and regulation of the HPA axis. These actions exerted by corticosteroids pro-
ceed in different time domains. The rapid nongenomic corticosteroid action modulating
the HPA axis pulse and associated behaviors is still poorly understood. It may involve at
the membrane rapid assembly of molecular aggregates or second messenger signaling
cascades. The genomic actions of corticosteroids are much better documented. These
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actions are mediated by high-affinity mineralocorticoid receptors (MRs) and lower-
affinity glucocorticoid receptors (GRs), which are co-localized in abundance, particu-
larly in limbic neurons, such as the hippocampus. Because of the stress-induced signaling
cascades that occur in the various afferents to the PVN, the actions of corticosteroids
mediated by these two different types of receptors present with enormous diversity. We
postulated that the balance in MR- and GR-mediated actions is essential for homeostasis,
adaptation, and resilience  (de Kloet, 1991; de Kloet, Vreugdenhil, Oitzl, & Joëls, 1998).
Via MR-mediated actions, corticosteroids set signaling pathways at a certain threshold,
which determines how and how fast the response to stress occurs. This helps in the
appraisal of the nature and the severity of the stressor and facilitates the retrieval of an
appropriate physiological response and/or behavioral coping style. GRs promote recov-
ery and adaptation while facilitating the behavioral response in order to be prepared at the
next encounter.

A large part of our knowledge leading to the MR/GR balance concept has been
obtained by selective blockade of one or the other receptor type following intracerebral
application of antagonists, which have been tested using different behavioral paradigms
(Oitzl & de Kloet, 1992; Oitzl, Fluttert, & de Kloet, 1994). In addition, mouse mutants
in which the GR or MR have been knocked out (Oitzl, Reichard, Joëls, & de Kloet, 2001;
Reichard et al., 1998) or downregulated have been used (Montkowski et al., 1995). In
testing stress system regulation, investigators are faced with the problem that the signifi-
cance of MR- and GR-mediated actions in the various brain circuits and afferent inputs
to the PVN is still largely unknown. Therefore, it is important to identify the search for
factors that may change the MR/GR balance (see Fig. 1). Defining these signaling path-
ways will help to determine the predisposition and pathogenesis of stress-related disorders.

2. MR/GR BALANCE

2.1. Intracellular Level

Since the MR in the brain has a very high affinity for corticosterone (and aldosterone),
the 1-h pulses of corticosterone in the ultradian adrenal rhythm are predicted to maintain
a stable, near-saturation, occupancy of the MR in brain (de Kloet, 1975). In contrast, the
GR has too low an affinity to become activated by low nonstress concentrations of
corticosterone in vivo. Only following stress levels of corticosteroids does activation
occur, and receptor translocation to the nucleus varies in parallel with the circulating
corticosterone levels (Kitchener, Di Blasi, Borelli, & Piazza, 2004). These receptor stud-
ies are performed mainly with hippocampal tissue in which MR and GR are co-localized
(van Steensel et al., 1996). The MR seems to be predominantly located in the nuclear
compartment, even under basal resting pulsatile conditions, whereas GR only translo-
cates during the peaks of corticosterone pulses (van Steensel et al., 1996). As a result of
the differential corticosteroid receptor locations, different patterns of corticosteroid genes
are affected. Using a paradigm of (a) absence of, (b) low, and (c) high corticosterone, we
discriminated MR-responsive, MR + GR-responsive, and GR-responsive genes in the rat
hippocampus (Fig. 2)  (Datson, van der Perk, de Kloet, & Vreugdenhil, 2001). This
indicates that, depending on relative MR and GR activity, distinct patterns of gene activ-
ity are induced.
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Fig. 1. Factors involved in central corticosteroid-signaling—the MR/GR balance. CRH is the main
driving hypothalamic secretagog inducing ACTH secretion from the pituitary gland. In turn,
ACTH induces increased production and secretion of cortisol from the adrenals. In the circulation,
cortisol is bound to cortisol-binding globulin (CBG), limiting the concentration of free cortisol
(the active fraction) and clearence by the liver. In case of central effects, cortisol access is further
limited by the Pgp located at the BBB, which excludes cortisol to a certain extent from the brain.
Additional regulation is accomplished by two 11β-HSD isoenzymes: 11β-HSD-1 regenerates
cortisol from (inactive) cortisone, while 11β-HSD-II does the opposite. Cortisol binds with high
affinity to the MR and with approx 10 × lower affinity to the GR. Genomic activity is modified
by direct DNA binding or by interaction with other transcription factors such as AP-1 or NF-κB.
Direct DNA binding is influenced by SRCs and the composition of the target promotor region.
These factors influence the MR/GR balance and their effects on, for example, target gene expres-
sion (see Fig. 2). In addition, genetic variability can influence protein expression and amino acid
sequence. Changes in amino acid sequence could hypothetically induce changes in phosphoryla-
tion capacity, higher affinity, or diminished dimerization. As a result, corticosteroid effects will
shift towards a certain effect/direction (e.g., NF-κB interaction) and away from another (e.g.,
direct DNA binding), leading to a condition with a less favourable metabolic profile, more HPA
axis reactivity, high blood pressure, or being inflammatory-prone. Abbreviations: ACTH, adreno-
corticotropic hormone; AP-1, activation protein-1; BBB, blood–brain barrier; CRH, corticotro-
pin-releasing hormone; 11βHSD-I, 11β-hydroxysteroid dehydrogenase, active as a reductase;
CBG, cortisol-binding globulin; HPA, hypothalamic–pituitary–adrenal; GR, glucocorticoid
receptor; MR, mineralocorticoid receptor; NF-κB, nuclear factor κB; Pgp, P glycoprotein;
SRCs, steroid receptor coactivators.

2.2. Cellular Level
Using the CA1 pyramidal neurons in the hippocampal slice as a model, two general

principles were revealed (Joëls & de Kloet, 1989, 1992, 1994). First, the control exerted
by MR and/or GR appeared to proceed in a U-shaped manner. Maximal ion conductance
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and transmitter responses were seen in the absence of corticosterone when no receptor
was active. The same pattern was observed in the presence of very high supraphysiological
concentrations of the steroid when both receptors were active. Intermediate corticoster-
one concentrations occupying predominantly MR and little GR minimize the cell responses.
These concentrations are thought to represent the average steroid concentration during the
day. Second, these responses form the mechanistic basis for phenomena on the network
level such as long-term potentiation (LTP), which also have been demonstrated to show
a U-shaped dose-responsiveness to corticosterone (Diamond, Bennett, Fleshner, & Rose,
1992). Thus, at least in hippocampal neurons, cellular work demonstrates that MR sta-
bilizes excitability on the cell and circuit level in the hippocampus, and GR modulates
excitability transiently raised by stimulatory stimuli.

Fig 2. MR- and GR-responsive genes in the rat hippocampus. Following adrenalectomy (ADX),
rats were supplied with low (LC) or high levels (HC) of corticosterone. The transition from
depleted to low corticosterone levels will involve MR activity because no GRs will be occupied.
Ninety-eight genes were identified to be exclusively MR-responsive, being induced (F; 49) or
downregulated (E; 49). Seventy-two genes were found to be exclusively GR-responsive—36
upregulated (G; 36) and 36 downregulated (H; 36). Interestingly, 33 genes were both MR- and GR-
responsive, showing down- and upregulation (A–D). Changes in MR or GR expression, intrinsic
activity (owing to gene polymorphism), corticosteroid availability, cofactors, and other transcrip-
tion factors will direct the pool of corticosteroid-responsive genes in a certain direction: e.g.,
predominant MR activity in combination with low GR activity will skew gene regulation to the
98 and 33 pools, away from the 72 pool. One result will be that the exclusively GR-responsive
genes will lack control by high stress levels of corticosteroids, possibly leading to an overreactive
stress response, with all the accompanying dangers. (Reprinted with permission from Datson et
al., 2001.)
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The aforementioned MR- and GR-mediated changes in excitability in the hippocam-
pus have consequences for the excitatory output of the system. Changes in MR-regulated
thresholds can increase or decrease responsiveness of neurons critical for the regulation
of the PVN. It is thought that MR maintains a high excitatory tone mediated by glutamate,
which can be attenuated by transient GR activation. The excitatory outflow is thought to
activate the GABA-ergic network around the PVN. A few studies have shown that the
GABA-ergic input to the PVN changes as a function of corticosteroid exposure both in
characteristics and the number of synaptic contacts (Joëls, Verkuyl, & van Riel, 2003).

2.3. Behavioral Level
On the behavioral level, the brain site and circuit activated, the context of the stressor,

and the activity of the central corticosteroid receptors determine the final outcome. Thus,
if MR is blocked in the medial amygdala or the circumventricular organs, one typically
interferes with mineralocorticoid control of salt appetite (Sakai, Ma, Zhang, McEwen, &
Fluharty, 1996), because these sites contain aldosterone-selective MR. However, if MR
is blocked elsewhere, a plethora of effects has been observed that can be summarized as
follows.

MR blockade attenuates autonomic outflow  (Rahmouni, Barthelmebs, Grima, Imbs,
& de Jong, 2003; van den Berg, de Kloet, & de Jong, 1994; van den Buuse, van Acker,
Fluttert, & de Kloet, 2002) in regulation of cardiovascular and renal function. MR antago-
nists block the conservation/withdrawal response if animals are exposed to a severe
stressor (Korte, 2002) and disrupts conditioning processes as observed in the forced
extinction of an inhibitory avoidance response (Bohus & de Kloet, 1981). These responses
suggest rapid anxiolytic effects of centrally administered MR antagonists, which proceed
independently from direct interaction with the GABA-A receptor. Also, with a time delay
of only a few minutes MR activation enhances aggressive behavior of a resident mouse
towards an intruder (Haller, Millar, & Kruk, 1998). In spatial learning tests MR rapidly
affects interpretation of environmental information and selection of the appropriate
behavioral response to deal with the challenge. Experimental evidence for this thesis
comes from the findings that administration of a few nanograms of mineralocorticoid
antagonist icv immediately before testing altered the behavioral pattern of an animal in
a maze to find food that it had learned to locate the previous day or to search for an escape
route (Oitzl et al., 1994). How these mostly rapid MR-mediated effects occur is not
known.

Blockade of brain GR impairs the storage of new information  (Loscertales, Rose, &
Sandi, 1997; Oitzl & de Kloet, 1992). A glucocorticoid antagonist administered around
the time of learning in the hippocampus or in the amygdala impaired the consolidation
of newly acquired information (Roozendaal, Griffith, Buranday, Quervain, & McGaugh,
2003). As a consequence 24 h later the rat is unable to retrieve the information learned
the previous day and has to learn the maze problem all over again. Likewise, mutant mice
with a point mutation in GR that obliterates binding to DNA are unable to store learned
information (Oitzl et al., 2001). This suggests that corticosteroid-induced cognitive per-
formance requires transactivation, as was previously found in the cellular responses to
corticosterone in hippocampus (Karst et al., 2000), because such mutants lack the direct
activation of GRs, but still have a GR that can interact with other transcription factors
(Reichardt, Tuckermann, Bauer, & Schütz, 2000). Transgenic mice with downregulated
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GRs (knockdown) show cognitive defects and elevated plasma ACTH and corticosterone
concentrations in response to stress (Müller, Holsboer, & Kellendonk, 2002).

The above studies are based mostly on observations in rodents, but observations in
humans largely agree  (Buchanan & Lovallo, 2001; Lupien et al., 2002; Schmidt, Fox,
Goldberg, Smith, & Schulkin, 1999; Wolkowitz et al., 1990). In general, the data show
that MR plays a role in the interpretation of environmental stimuli and affects the animal’s
reactivity and behavioral response pattern. These effects are mostly rapid, but the under-
lying (nongenomic) mechanism is not known. Much confusion has been created in the
literature about the role of GR. Blockade of the GR clearly demonstrates its facilitatory
role in the storage of new information. However, if the receptor is stimulated beyond the
context of the learning experience (e.g., at retrieval) the learned response is considered
no longer relevant, and the animal switches to a more opportune response. Mice exposed
to chronic stress and high corticosterone concentrations deteriorate in spatial learning,
whereas the reverse occurs after chronic treatment with GR antagonists. Chronic GR
blockade in brain appears to result in enhancement of cognitive performance (Oitzl,
Fluttert, Sutanto, & de Kloet, 1998).

2.4. Neuroendocrine Control
Intracerebral blockade of MRs and GRs using selective antagonists exerts a profound

and differential effect on HPA axis activity. We also distinguished the blockade of GRs
in the HPA core (i.e., pituitary corticotrophs and PVN microenvironment) from the
blockade of MRs and/or GRs in stressor-specific afferents from prefrontal cortex, hip-
pocampus, brainstem, amygdala-locus coeruleus, and other forebrain structures. The
latter blockade interferes with processing of information and behavioral responses and
leads to subsequent changes in HPA regulation. Thus, exposure to a novel environment
was used as a stressor, since the limbic-cortical brain circuits involved in responding
to a novel situation (e.g., fear, attention, appraisal, and reward) abundantly express
MRs and GRs.

In adrenal intact animals, the results showed that application of the MR antagonist RU
28318 icv causes a rise in basal trough and peak levels of HPA activity during basal
nonstress conditions as well as an enhanced response to the novelty stressor (Ratka,
Sutanto, Bloemers, & de Kloet, 1989). In humans MR blockade enhances HPA activity
(Deuschle et al., 1998; Dodt, Kern, Fehm, & Born, 1993; Heuser, Deuschle, Weber,
Stalla, & Holsboer, 2000; Young, Lopez, Murphy-Weinberg, Watson, & Akil, 1998). As
expected, the GR antagonist mifepristone had no effect on basal trough activity because
no GR is occupied under these conditions. Rather a prolonged response to the novelty
stressor was observed after GR blockade (Ratka et al., 1989). The attenuation of the
novelty-induced response was mimicked with antagonist application in the dorsal hip-
pocampus, whereas the prolonged response required GR blockade in the PVN (de Kloet,
de Kock, Schild, & Veldhuis, 1988; Oitzl, van Haarst, Sutanto, & de Kloet, 1995; van
Haarst, Oitzl, & de Kloet, 1997). After continuous infusion of a few nanograms of
mifepristone icv the amplitude of the circadian rhythm became greatly enhanced after 4
d because the peak rather than the trough levels in HPA axis activity increased  (van
Haarst, Oitzl, Workel, & de Kloet, 1996). As is the case in the rat, chronic mifepristone
enhanced the amplitude of the flattened circadian rhythm in cortisol characteristic of the
disease (Belanoff et al., 2002).
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3. ACCESS TO CORTICOSTEROID RECEPTORS

3.1. Corticosteroid-Binding Globulin

Only a small proportion of circulating corticosteroids is free, which is the active
fraction. Several proteins in the circulation are capable of binding corticosteroids, but,
corticosteroid-binding globulin (CBG) is the most important. CBG circulates during
young and adult life, but is virtually absent from the circulation during the first 2 wk of
life. This may account for the very strong postnatal glucocorticoid feedback signal
observed. CBG-bound steroid is thought to be bio-inactive, and according to this view
CBG serves as a pool from which glucocorticoids are made available. CBG is expressed
in liver but also at low levels in a range of glucocorticoid target tissues. Besides its
“buffer” function, CBG is a member of the serine protease inhibitors and is a substrate
for neutrophil elastase (SERPINS). There is evidence suggesting a specific interaction
between CBG and elastase on the surface of neutrophils, which may promote the delivery
of glucocorticoids at sites of inflammation or perhaps other tissues affected by stress
(Hammond, Smith, Paterson, & Sibbald, 1990). The role of CBG in the delivery of
glucocorticoids to the brain is not known, although high levels have been found in the
pituitary gland.

3.2. 11β-Hydroxy-Oxido-Reductase

Two isoenzymes exist for 11β-steroid dehydrogenase (Seckl & Walker, 2001). 11β-
Steroid dehydrogenase type 2 is an NAD(H)-dependent enzyme that functions as an
oxidase and is found co-localized with MR in tissues that selectively respond to the
mineralocorticoid aldosterone. Aldosterone circulates at approx 1000 times lower con-
centrations as compared to corticosteroids, which makes it necessary to “protect” these
tissues from high levels of corticosterone/cortisol. Type 2 is localized in kidney and in
brain circumventricular organs, where it conveys aldosterone selectivity because of local
intracellular metabolic conversion of the naturally occurring glucocorticoids cortisol and
corticosterone (Edwards et al., 1988; Seckl & Walker, 2001). 11β-steroid dehydrogenase
type 1 is an NADP(H)-dependent enzyme that functions mainly as a reductase in the cell
to generate active cortisol and corticosterone from inactive 11-dehydrocorticosterone.
The type-1 enzyme is widely distributed. The enzyme is also located in brain, where it
may regenerate bioactive corticosteroids.

3.3. Multidrug-Resistance P-Glycoprotein

Dexamethasone in low concentrations penetrates the brain poorly, but is accumulated
in pituitary corticotrophs (de Kloet, 1975; Meijer et al., 1998). We have shown that the
synthetic steroid is extruded by multidrug-resistance P-glycoprotein (mdr Pgp) and
related proteins in the blood–brain barrier. These Pgps play a role in mdr, such as with
cancer. Using Pgp knockout mice a 10-fold higher accumulation of 3H-dexamethasone
was observed in the brain of the mutants. 3H-cortisol, not naturally occurring in rat and
mouse, is also poorly retained in wild type rodent brains and appears as a Pgp substrate.
In the Pgp mutants profound labeling of hippocampal neurons occurs with cortisol, as is
the case with corticosterone. To our surprise, human mdr also recognizes cortisol rather
than corticosterone as substrate, and liquid chromatography–mass spectrometry analysis
of postmortem human brain samples revealed that corticosterone is preferred by the
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human brain more often than cortisol (Karssen et al., 2001). In plasma the ratio of cortisol
to corticosterone is approx 20, whereas in brain it was often 3.3. Thus, it is possible that
human mdr differs in specificity for cortisol and corticosterone.

3.4. Transcription Factors and Coregulators

On binding ligand, MRs and GRs can both bind to glucocorticoid response elements
(GREs, consensus sites located on the DNA), but only GRs can interact with transcription
factors (protients) such as activating protein (AP-1) and nuclear factor-κB (NF-κB)
(Auphan, DiDonato, Rosette, Helmberg, & Karin, 1995; De Bosscher, Vanden Berghe,
& Haegeman, 2003). It is now known that they achieve this blockade through interaction
of the GR monomers with transcription factors activated by signaling cascades driven by
several stress factors. This finding provides a firm mechanistic underpinning to the
concept advanced by Tausk (1951) and Munck, Guyre, and Holbrook (1984) that a major
action of glucocorticoids is to block primary stress reactions.

Recently, coregulator molecules were identified that appeared to be powerful modu-
lators of nuclear receptor function (Meijer, Steenbergen, & de Kloet, 2002). Members of
the steroid receptor coactivator (SRC) family of proteins promote agonist-induced
receptor activation by permitting recruitment of, for example, CBP/p300 transcription
activators. The corepressor molecules do the opposite and promote repression of gene
transcription. The GR antagonist mifepristone (RU 486) with the receptors provides an
interesting example of the possible modes of interaction with steroid receptor signaling.
This antagonist only acts as an antagonist (at GREs) if sufficient corepressor is available.
In vitro transfection experiments suggest that variable stoechiometry of corepressors and
co-activators may underlie differential MR/GR functioning.

4. VARIANTS OF THE GLUCOCORTICOID RECEPTOR

In 1985 two different human (h)GR cDNAs were cloned: hGRα and hGRβ cDNA,
which were later shown to encode the α and β isoforms of the receptor (Hollenberg et al.,
1985) (Fig. 3). hGRα and hGRβ mRNA both contain exons 1–8 but have different
versions of exon 9 as a result of alternative splicing; hGRα mRNA contains exon 9α,
whereas hGRβ mRNA contains exon 9β  (Oakley, Sar, & Cidlowski, 1996). In addition,
hGR mRNA may contain five different versions of exon 1. Through the usage of the three
different promoters, three different exons 1 can be transcribed (1A, 1B, and 1C), and
alternative splicing of exon 1A can result in yet three different versions (1A1, 1A2, 1A3)
(Breslin, Geng, & Vedeckis, 2001). Like other members of the steroid receptor family,
the hGR contains three major domains (Giguere, Hollenberg, Rosenfeld, & Evans, 2001;
Weinberger, Hollenberg, Rosenfeld, & Evans, 1985). The most N-terminal domain is
called the immunogenic domain, which in hGR consists of amino acids (AAs) 1–420.
AAs 421–488 form the DNA-binding domain (DBD) of hGRα, and its C-terminal ligand-
binding domain (LBD) consists of AAs 527–777, of which the last 50 AAs are encoded
by exon 9α. The LBD of hGRβ is similar to that of hGRα until AA 727, at which point
the last 15 AA are encoded by exon 9β. After that hGRα and hGRβ diverge, and 15 unique
AAs form the most C-terminal part of hGRβs LBD.

Recently it has been shown that alternative translation initiation results in the presence
of two different isoforms (A and B) of hGRα (Yudt & Cidlowski, 2001). An alternative
start site for translation is formed at codon 27, encoding methionine. This results in a
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Fig. 3. Factors involved in corticosteroid signaling. Cortisol is released from the adrenal glands
binds to cortisol-binding globulin (CBG) in the circulation, thereby protecting the hormone
against degradation by liver P450 enzymes. In the target tissue, cortisol can be converted to the inert
cortisone by 11β-HSD-II or reactivated by 11β-HSD-I. At the GR level, the amount, degree of
phosphorylation, and affinity (the latter being influenced by binding of the unliganded GR to
several heat shock proteins) directly determine corticosteroid responsiveness. Several variants of
the GR exist, of which GRβ is thought to function as a natural inhibitor of the classical GR, GRα
(Bamberger, Bamberger, de Castro, & Chrousos, 1995; DeRijk, Sternberg, & de Kloet, 1997). In
addition, two translationary variants exist, GR-A and GR-B, using two different translation start
sites, both at the beginning of exon 2 (Yudt & Cidlowski, 2001). GR-B seems to be even more
active as compared to the classic GR(α)-A. At the DNA level, a “simple” glucocorticoid-respon-
sive element (GRE) can exert a positive or negative action on gene transcription after direct
binding of GR homodimers. This mode of action seems to be most important in metabolic actions,
such as activation of the enzyme phosphoenol pyruvate carboxykinase (PEP-CK). In contrast to
direct binding to DNA, GR can interact with other transcription factors such as AP-1, NF-κB, or
cAMP-responsive element-binding protein (CREB), often resulting in mutual inhibition (De
Bosscher et al., 2003). These activities are important in immune function, cardiovascular control,
growth and development, and behavior. Finally, chromatin structure or modulation of chromatin
structure, e.g., by histones, determines access of the receptors to nuclear-binding sites.

protein that is 751 AAs in length (the B isoform), in addition to the originally identified
777-AA-long isoform of hGRα (the A isoform). A similar mechanism of alternative
translation initiation has been proposed for hGRβ, but this has not yet been demonstrated.

Mutations within the GR gene are not compatible with life or result in severe corticos-
teroid-resistance syndrome. This is owing to their pleiotropic actions (see Figs. 1 and 3),
and their effects on almost every physiological and behavioral system. The corticoster-
oid-resistance syndrome is characterized by hypertension, excess androgens, and in-
creased plasma cortisol concentration in the absence of the stigmata of Cushing’s
syndrome (Brönnegård & Carlstedt-Duke, 1995; Charmandari et al., 2004; Chrousos,
Detera-Wadleigh, & Karl, 1993; Lamberts, Huizenga, de Lange, de Jong, & Koper,
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1996). Moreover, several GR-gene mutations have been found in human malignancies,
including Cushing’s disease (for review, see DeRijk, Schaaf, & de Kloet, 2002). In
addition, naturally occurring GR-gene polymorphisms have been found that are not
directly associated with overt disease (Lamberts et al., 1996) (Fig. 4; Table 1). However,
some GR-gene single-nucleotide polymorphisms (SNPs) have been associated with dis-
eases such as obesity, cardiovascular diseases, and autoimmunity (Table 1). Three GR-
gene polymorphisms have received much attention: ER22/23EK, located at the beginning
of exon 2; N363S, located at the end of exon 2; and the Bcl1-restriction site, located ± 650
bp downstream of exon 2 in intron B (Table 1). Highly important, associations of these
polymorphisms with the (central) regulation of the HPA axis have recently been de-
scribed that will affect the whole body (Stevens et al., 2004; Wüst et al., 2004).

4.1. Cardiovascular Control
Glucocorticoids have long been associated with increased vascular tone and cardiac

output. Furthermore, in human hypertension a strong genetic component has been inferred,
which has nourished the search for GR-gene mutations in human hypertension.

The Bcl1 polymorphism was originally identified using Southern blot techniques
(Murray, Smith, Ardinger, & Weinberger, 1987) and was recently characterized as a G/
C transversion 647 base pairs downstream of exon 2, in intron B (Fleury, Beaulieu,
Primeau, Sinnett, & Krajinovic, 2003; van Rossum & Lamberts, 2004). Originally, this
polymorphism was detected using Southern blotting in combination with the Bcl1 restric-
tion enzyme. Lack of the Bcl1 site due to the polymorphism resulted in a larger band in
the Southern blot. This polymorphism was found to be associated with increased cor-
ticosteroid sensitivity using a budesonide skin-bleaching test (Panarelli et al., 1998).

Fig. 4. Single-nucleotide polymorphisms (SNPs) in the GR gene. Schematic overview of the GR
gene. Translation starts at the beginning of exon 2 and ends in exon 9. Several splice variants exist:
different exon 1s have been described (Breslin et al., 2001), whereas exon 8 can join exon 9α or
9β, giving rise to GRα or GRβ, respectively. Recently, Yudt and Cidlowski (2001) described a
GR-translation variant, designated GR-B, with a potential high effect on gene expression. De-
picted are Tth111 located between exon 1c and 1b, ER22/23EK at the beginning of exon 2, N363S
at the end of exon 2, Bcl 1 site downstream of exon 2, being an allele spanning almost the entire
intron B (±80 kB) and the A to G in exon 9β in the ATTTA site. For the effects of these SNPs, see text.
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Table 1
Functional Human GR-Gene Polymorphisms Associated With HPA Axis Regulation or Metabolic Aspects

Region Position Nucleotide change AA change Characteristics of the hGR-SNP Ref.

Promoter Ex1B–Ex1C Tth111L-site C → T Presently not associated with any pathology, may be involved Detera-Wadleigh, Encio, & Rollins,
in regulation of basal levels of cortisol, especially detectable at 1991; Rosmond et al., 2000a;
night trough levels. No changes in DST or following other van Rossum & Lamberts, 2004
stimulation. Frequency: wt, 40%; heterozygote, 45%;
homozygote, 16%.

Exon 2 198 GAG → GAA Glu22Glu ER22/23EK = GAGAGG(GluArg)-GAAAAG(GluLys) Koper et al., 1997

Exon 2 200 AGG → AAG Arg23Lys Relative steroid resistance and Dex escape. Lower insulin and Koper et al., 1997; van Rossum &
lower cholesterol, a more favorable metabolic profile. Male Lamberts, 2004; van Rossum et al.,
carriers are taller, have more muscle mass, and are stronger. 2003a
Increased frequency in older population. Decreased risk of
dementia. Frequency: heterozygote ± 5–10%.

Exon 2 1220 ATT → AGT Asn363Ser Increased cortisol sensitivity to 1 mg Dex, still suppression Dobson et al., 2001; Di Blasio et al.,
after 0.25 mg Dex. Associated with strong cortisol response 2001; de Lange et al., 1997;
following psychological stress (TSST). Increased BMI and Huizinga et al., 1998;
 other metabolic disturbances, increased insulin response Koper et al., 1997; Lin et al.,
 following Dex. Frequency: heterozygote ± 8%. 1999a, Wüst et al., 2004

Intron B IVS2 + 646 TGATCA → TGATGA Corticosteroid sensitivity increase in skin bleaching test. Buemann et al., 1997;
Bcl-1-site Allele Low cortisol levels following the 0.25 mg Dex test. Low HPA Detera-Wadleigh et al., 1991;
spanning intron B axis reactivity psychological stress (TSST), and higher cortisol Fleury et al, 2003; Murray et al., 1987;

following lunch. Increased BMI, increased BMI and LDL Panarelli et al., 1998;
following overeating (young Swedish population), decreased Rosmond et al., 2000b;
BMI (elderly Dutch population). Associated with  increased Stevens et al., 2004;
blood pressure. Heterozygote frequency ± 30–52%; Tremblay et al., 2003;
homozygote frequency ± 0–7%, depending on ethnicity. Ukkola, Rosmond, et al., 2001;

van Rossum et al., 2003b;
Wüst et al., 2004

Dst, dexamethasone suppression test; Dex, dexamethasone; TSST, Trier social stress test; BMI, body mass index; HPA, hypothalamic–pituitary–adrenal; LDL,
low-density lipoprotein.
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Recently it was shown that this Bcl1 polymorphisms is a marker of a large allele, or
haplotype, spanning almost the entire intron B (±80 kbp), located between exon 2 and
exon 3 of the GR gene (Stevens et al., 2004). The gene frequency of this haplotype is
between 15 and 33%, depending on ethnicity, making it in potention highly important
(Fleury et al., 2003). Watt et al. (1992) described the BclI restriction fragment to be
associated with high blood pressure; homozygotes for the larger allele had higher blood
pressure scores than homozygotes for the alternative allele (wild types), whereas het-
erozygotes were intermediates. As described below, in another study of this locus Weaver,
Hitman, & Kopelman (1992) reported that the larger allele was associated with severe
hyperinsulinemic obesity, a phenotype feature that, in a milder form, is common in
patients with essential hypertension.

The N363S polymorphism (Asn363Ser, an AAT-to-AGT transition in codon 363 in
exon 2) in the GR gene was originally detected by Koper et al. (1997) and was recently
found to be associated with coronary artery disease (CAD), independent of the presence
of overweight (Lin, Wang, & Morris, 2003). In addition, unstable angina further increased
the association. However, in a previous study by the same group, no such association was
detected (Lin, Wang, & Morris, 1999a, 1999b). This has led to fierce debate with respect
to the validity of these associations and SNP association studies in general. It has been
proposed that functionality of the SNP under study should be revealed through in vitro
testing (Daly & Day, 2001; Emahazion et al., 2001; Rosmond, 2003a; Zondervan &
Cardon, 2004). Unfortunately, in vitro tests of SNP functionality in cells are also of
somewhat limited value, because (a) they exclude the influence of variables from physi-
ology, and (b) the effect of the SNP is heavily dependent on the cellular context (e.g.,
promoter region, presence of other transcription factors, etc.) (De Bosscher et al., 2003).

4.2. Immune Function
Large-scale application of synthetic corticosteroids to suppress rheumatoid arthritis

was initially the therapy of choice in the field of autoimmunity. With respect to the
molecular mechanism of corticosteroid sensitivity in immune tissue, much research has
focused on the GR. GRβ, the putative natural antagonist of GRα, has received the most
attention in this field as compared to other GR-gene variants (DeRijk et al., 2002). We
described a variant in GRβ to be associated with rheumatoid arthritis and possibly with
systemic lupus erythematosus (SLE) (DeRijk et al., 2001). Importantly, this variant was
found in vitro to stabilize GRβ mRNA and to increase GRβ expression (Schaaf &
Cidlowski, 2002a). It was proposed that this SNP could contribute to the process of
autoimmunity by decreasing corticosteroid sensitivity. The expression of the GRβ vari-
ant was found to be very low, although several days of exposure of immune cells to
cytokines increased the GRα/GRβ ratio to levels at which the dominant activity of the
GRβ could become important (Schaaf & Cidlowski, 2002b). In line with this notion is the
finding of associations of GRβ expression and corticosteroid resistance in active immune
tissue (for overview, see DeRijk et al., 2002). However, in human postmortem hippo-
campal tissue we detected only very low levels of GRβ expression, as determined by both
mRNA expression and immuncytochemistry (DeRijk et al., 2003). Moreover, in this
brain region GRβ immune-reactive-positive cells were found to be of bloodborne origin.
Thus, at present it is unclear if GRβ plays any role in centrally mediated processes such
as behavior or HPA axis regulation.
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4.3. Behavior
Although both experimental animal research and studies with human subjects clearly

show a profound role of corticosteroids in behavior, few studies have addressed the
relationship between GR expression or GR-gene variants and human behavior. An
important role of corticosteroid signaling in behavior has been inferred, as described
extensively in this chapter; for example, changes in HPA axis reactivity in healthy family
members of patients with affective disorders are documented, suggesting a genetic con-
tribution through cortisol regulation (Ellenbogen, Hodgins, & Walker, 2004; Holsboer,
Lauer, Schreiber, & Krieg, 1995). Van Rossum and Lamberts (2004) reported in an
abstract that carriers of the linked polymorphisms ER22/23EK (GAG AGG [GluArg or
ER] g GAA AAG [GlyLys or EK] [Koper et al., 1997]) had a lower risk of dementia as
well as fewer white matter lesions in the brain and better performance on psychomotor
speed tests. No associations between GR-polymorphisms and psychiatric diseases have
been described, although it has to be mentioned that Binder et al. (2004) recently found
an association between better treatment efficacy and increased recurrence with a FKBP5,
a GR-regulating cochaperone of hsp-90. Psychiatric diseases are considered multigenetic
diseases with great environmental influence. Also, little consensus exists with respect to
subtle phenotypic determination of psychiatric patients, which is almost a prerequisite to
study genetic determinants. Taken together, much attention has to be paid to phenotypic
determination and the regulation of the HPA axis in order to minimize variation when
studying genetic polymorphisms in psychiatric disorders.

4.4. HPA Axis Regulation
Several GR-gene SNPs have been associated with changes in HPA axis regulation.

Human carriers of the Bcl1 polymorphism showed an allele dosage effect; with respect
to increased dexamathasone suppression of plasma cortisol (Panarelli et al., 1998; van
Rossum & Lamberts, 2004), indicating increased corticosteroid sensitivity in these sub-
jects. The same pattern was found for human carriers of the N363S polymorphism
(Huizinga et al., 1998). In contrast, ER22/23EK showed the opposite effect: a decreased
sensitivity to dexamethasone and thus a higher postdexamethasone cortisol level (van
Rossum & Lamberts, 2004).

Recently, Wüst (2004) showed a strong genetic effect of the N363S and the Bcl1
variant on psychological stress- and ACTH-induced cortisol responses. More precise,
carriers of N363S had higher ACTH and cortisol responses following the Trier Social
Stress Test (TSST, a psychological stressor) and also higher cortisol following ACTH
administration as compared to wild type subjects. Subjects genotyped as Bcl1 heterozy-
gotes had fewer high responses for both cortisol and ACTH following psychological
challenge than the N363 carriers, but they were still higher as compared to wild type
individuals. Unexpectedly, the Bcl1 homozygotes had lower cortisol responses as com-
pared to wild types, following both TSST and ACTH administration. It is conceivable
that the presence of two Bcl1 alleles exceeds a threshold, followed by a downward
resetting of the HPA axis, through an unknown mechanism. It is also possible that Bcl1
carriers additionally have ER22/23EK, but too few subjects with this genotype were available.

Interestingly, Stevens et al. (2004), found the Bcl1 site to be in linkage disequilibrium
with two other polymorphism both located downstream, showing an allele spanning
almost the entire intron B (between exon 2 and exon 3) (see Fig. 4). Still, the molecular
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mechanism of this SNP is unknown; it could be that this SNP has an effect on mRNA
splicing or stability. An association was established between the presence of this allele
and relatively low postdexamethasone (0.25 mg) plasma cortisol levels, compared to
noncarriers. These findings indicate that the Bcl1 SNP is associated with a relative
increased corticosteroid sensitivity.

The Tth111I variant was found to be located in the promoter region between exons 1b
and 1c, 3807 bp upstream of the GR mRNA start site (van Rossum & Lamberts, 2004).
Rosmond et al. (2000a) did find an association between this variant and higher total and
evening cortisol concentrations, although not with metabolic parameters. In contrast, the
group of Lamberts et al. (1996) could not find any association of this polymorphism with
dexamethasone-induced cortisol suppression or with antropomorphic markers, choles-
terol, glucose, or insulin levels (van Rossum & Lamberts, 2004). As suggested by van
Rossum and Lamberts (2004), this discrepancy could be explained by the finding that
carriers of ER22/23EK also seem to have the T-variant of the Tth111I site.

Recently we found an allele in the MR gene to be associated with increased saliva and
plasma cortisol responsiveness in healthy human subjects during the TSST (DeRijk et al.,
2005). However, the full impact of this MR-gene SNP on HPA axis regulation has still
to be explored.

Taken together, these data and especially the recent studies by Wüst and Stevens
suggest that GR-gene polymorphisms can, by changing the setting and reactivity of the
HPA axis, affect peripheral cortisol availability. This will almost certainly have an effect
on peripheral tissue reactivity during stress.

4.5. Metabolism

Glucocorticoid effects on metabolism are numerous and complex. In the acute phase,
glucocorticoids increase blood glucose by facilitating the flow of substrates through
intermediary metabolism and activating the process of gluconeogenesis. AAs are released
from skeletal muscle while fatty acids and glycerol are released from adipose tissue. In the
liver the enzyme phosphoenol pyruvate carboxykinase (PEP-CK) is induced, resulting in
enhanced gluconeogenesis. In addition, peripheral glucose uptake and utilization is
inhibited, partly as a result of decreased translocation to the cell surface of GLUT 4
glucose transporters (Barthel & Schmoll, 2003; Reynolds & Walker, 2003). Further-
more, corticosteroids inhibit glucose-stimulated insulin release from pancreatic β-cells,
and it has been proposed that cortisol has a regulatory, predominantly inhibitory, effect
on plasma leptin concentrations.

Prolonged high levels of glucocorticoids, as opposed to short-term acute elevations,
are associated with insulin resistance and peripheral fat depositions. This is most clearly
depicted in patients with Cushing’s syndrome, who have high levels of circulating cor-
tisol, often owing to an ACTH-producing tumor. In contrast, patients with Addison’s
disease, a deficiency of adrenal cortisol production, are extremely thin and display
increased insulin sensitivity.

Human obesity is characterized by excess body fat, whereas the metabolic syndrome
describes a constellation of cardiovascular risk factors such as insulin resistance or type
2 diabetes, dislipidemia. and hypertension. It has been proposed that abdominally obese
individuals display subtle abnormalities in the regulation of the HPA axis (Rosmond,
Dallman, & Björntorp, 1998) and that this dysregulation plays a causative role in the
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pathogenesis of human obesity and insulin resistance (Björntorp, 1993). However, addi-
tional research has suggested that only minor, if any, changes in the regulation of the HPA
axis exist (Seckl, Morton, Chapman, & Walker, 2004). In patients with obesity, levels of
cortisol are in fact slightly decreased, probably owing to increased metabolism of cortisol
(Stewart et al., 1999). Alternatively, local effects of corticosteroids may result in obesity
and the metabolic syndrome.

First, the activity of 11β-HSD type-1, predominantly a 11-ketoreductase, reactivating
inert cortisone into cortisol, could be upregulated, resulting in increased corticosteroid
efficacy in adipose tissue. In a mouse model exhibiting a two- to threefold overexpression
of 11β-HSD type-1 in adipose tissue, modest obesity, glucose intolerance, insulin resis-
tance, dyslipidemia, increased leptin serum levels, and hypertension were observed
(Masuzaki et al., 2001). These data suggest that 11β-HSD type-1 activity is involved in
the metabolic syndrome, and it is suggested that 11β-HSD type-1 is a pharmacological
target in the human metabolic syndrome (Seckl et al., 2004).

Second, GR-gene polymorphism may affect corticosteroid sensitivity of the target
tissues. Several studies have found associations of the Bcl1 haplotype with changes in
metabolism, including hyperinsulimia, higher abdominal fat, higher body mass index
(BMI), higher leptin levels, and greater increases in body weight following experimen-
tally induced overfeeding, in carriers of the C genotype  (Buemann et al., 1997; Di Blasio
et al., 2003; Rosmond et al., 2000b; Ukkola, Pérusse, Chagnon, Després, & Bouchard,
2001; Ukkola, Rosmond, Tremblay, & Bouchard, 2001; van Rossum et al., 2003b; Weaver
et al., 1992). In a long prospective study, the increase in subcutaneous fat over 12 yr was
more than doubled in females genotyped as heterozygotes as compared to the wild types
and homozygotes (Tremblay et al., 2003). The same trend was observed in males but did
not reach statistical significance. Some controversy about associations can possible be
explained by an age-dependent effect: van Rossum and Lamberts (2004) described a
lower BMI in carriers of this genotype with higher age, probably due to increased muscle
atrophy (decreased lean mass) in these subjects.

N363S is possibly related to increased corticosteroid sensitivity. Associations have
been found with metabolic changes such as higher BMI, waist-to-hip ratio, and insulin
response following administration of 0.25 mg dexamethasone (Dobson, Redfern, Unwin,
& Weaver, 2001; Huizinga et al., 1998; Lin et al., 1999a). In a severely obese Italian
population, the N363S variant was associated with increased BMI (Di Blasio et al., 2003).
However, in a Swedish population no such association with either BMI or weight-to-
height ratio was found (Rosmond, Bouchard, & Björntorp, 2001), which has led to
discussion about the validity of the findings (Rosmond, 2003b). Importantly, in the
Swedish study no association was found between the N363S variant and an increased
sensitivity towards dexamethasone, in contrast with the previous study by Huizenga et
al. (1998). This suggests that the central effects of N363S, e.g., on HPA axis regulation
(Wüst et al., 2004), in addition to local tissue-specific effects also play a role in the
observed phenotypic changes.

Codons 22 and 23 of exon 2 are possibly related to corticosteroid resistance (Koper et
al., 1997). This ER22/23EK polymorphism was associated with a favorable metabolic
profile: lower fasting insulin and low-density lipoprotein cholesterol concentrations (van
Rossum et al., 2003a). Interestingly, in line with these favorable metabolic parameters,
the frequency of this polymorphism was higher in the older population.
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Peripheral metabolic status seems to be a factor in the regulation of the HPA axis.
Adrenalectomy (ADX) increases the expression of central CRH and other neurotransmit-
ters, probably due to the lack of negative inhibition. Dallman et al. showed that ADX rats
drinking saline and glucose appear normal with respect to metabolism and CRH expres-
sion (Laugero, Gomez, Manalo, & Dallman, 2002). This suggests that the basal negative
feedback signal by corticosteroids on the HPA axis is mediated through peripheral glu-
cose (Dallman et al., 2002). Also, as discussed above, chronic high levels of corticoster-
oids affect central stress circuits leading to changes in behavior, including increased
feeding. It is proposed that chronic stress, as present in western society, leads to increased
craving for so-called comfort food, which functions to downregulate central stress sys-
tems (Dallman et al., 2003). Indeed, symptoms of depression and anxiety are positively
related to anthropometric and metabolic parameters in humans. For example, men with
abdominal obesity have symptoms of depression and anxiety (Ahlberg et al., 2002).
Moreover, depression (classified according to DSM-IV, not subgrouped in atypical vs
melancholic), is associated with increased intra-abdominal fat, resistance to insulin, and
impaired glucose tolerance (Roberts, Deleger, Strawbridge, & Kaplan, 2003; Weber,
Schweiger, Deuschle, & Heuser, 2000; Weber-Hamann et al., 2002). If depression is
further subdivided into melancholic and atypical depression (characterized by lethargy,
fatigue, hypersomnia, and hyperphagia), the latter has been found to be associated with
low levels of cortisol and probably low levels of CRH and noradrenaline from the Locus
Ceruleus (Gold & Chrousos, 2002), suggesting that the hyperphagia functions to down-
regulate the central stress system. Finally, it was found that plasma glucose levels influ-
ence TSST-induced cortisol responses. High levels of glucose, induced by drinking water
with 100 g glucose after a night fasting, were associated with much higher saliva cortisol
responses as compared to non-glucose-loaded subjects when exposed to the TSST
(Kirschbaum et al., 1997).

Although far from clear, there seems to be a bidirectional interaction between the HPA
axis and peripheral metabolism. This interaction could have important implications for
pathological states such as obesity, the metabolic syndrome, and depression (Eaton, 2002).

5. CONCLUSIONS

Resilience and adaptation seem dependent on the balance of central MR- and GR-
mediated actions (de Kloet, 2003; de Kloet et al., 1998). It is thought that the MR activates
signaling pathways that stabilize homeostasis by facilitating the selection of a stressor-
appropriate coping strategy. On the other hand, the GR represents a mechanism to recover
from stress. The receptor activates signaling pathways that facilitate adaptation, in pro-
cesses such as metabolic demand, immune function, cardiovascular control, and behav-
ior. In the case of behavior, an adequate coping strategy is stored for use at the next
encounter. Accordingly, aberrant GR-mediated processes are thought to cause stress-
related brain disorders and therefore present targets for therapy. In addition, MR-medi-
ated processes may present an opportunity to design therapeutic approaches for prevention
of certain mental diseases.

An aberrant MR/GR balance may lead to a condition of neuroendocrine dysregulation
and metabolic, cardiovascular, and behavioral pathology. An additional aspect of aber-
rant MR/GR balance is a central dysregulation of the HPA axis, which will affect the
whole body (Chrousos, Charmandari, & Kino, 2004; de Kloet, 1991; de Kloet et al.,
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1998). Many determinants are involved in the MR/GR balance. Bioavailability of corti-
costeroids and access to their receptors, receptor properties, and numbers as well as the
stochiometry with transcription factors and coregulators are important. Moreover, splice
variants of the GR gene, GR variants, and SNPs in the GR gene may alter central and local
corticosteroid sensitivity. It implies that in case of imbalance the individual loses the
ability to maintain homeostasis, if challenged by an adverse event. It is in this arena that
the conversion of good vs bad corticosteroid effects may occur. If coping with stress fails
corticosteroids fail to optimize stress reactions and targets are exposed to improper
corticosteroid concentrations for a prolonged period of time. This condition is thought to
sustain reverberating positive feedback loops that further aggravate the condition of
imbalance (Gold & Chrousos, 2002).

In addition to genetic influences on the regulation of the HPA axis, traumatic life
events can permanently alter the setpoint of the HPA axis (Bremner et al., 2003; Heim
et al., 2001; Rinne et al., 2002; Yehuda, 2002; Yehuda, Halligan, Grossman, Golier, &
Wong, 2002). It is conceivable that certain GR-gene SNPs modulate the vulnerability to
these severe life events and HPA axis regulation with global consequences for metabo-
lism, immune function, cardiovascular regulation, and behavior.
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8 Herbal Products, Stress, and the Mind

David Wheatley

KEY POINTS

• Seminal components of the stress vicious circle are depression, anxiety, heart, sleep, sex,
and memory.

• St. John’s wort—the Baptist’s herb and depression.
• Kavakava may be in disgrace, but it does work for anxiety and insomnia.
• Valerian—to sleep, perchance to dream.
• Putative sleep-inducers include lavender, chamomile, ylang-ylang, melissa, passion-

flower, and hops.
• Ginkgo biloba—memories are made of this.
• Enigma variations: Why do herbal plants exist?

1. INTRODUCTION

One individual’s lucid thoughts spell confusion to another unless logically explained
from conception. I will therefore commence my preamble to this chapter, with some
definitions, as I interpret them, of key aspects of my subject.

Herbs perform two important functions in humans: nutritional and medicinal. The two
may be inexorably entwined, or they may be separate and distinct. I concern myself
primarily with the medicinal uses of herbal products, and by this token, I mean any
substance that has been seminally derived from any form of plant life, be that borne by,
or born from, root, tuber, bulb, seed, stem, trunk, bark, leaf, bud, flower, or fruit.

One person’s stress is another’s inspiration. By stress I mean any life stimulus, mental
or physical, that the individual perceives as unpleasant or harmful. Because it is so
perceived, be that real or illusionary, it may exert adverse effects on the individual’s
health. For example, retirement comes as a blessed relief from a life of tedious toil to
many, but denies the fulfillment of achievement to others. In the first case there is relief
of stress; in the second, a totally new stress is created—depending on the individual's
reaction to the new life situation. Therefore, stress is very much in the eye of the beholder.

The mind is both a happy and a sad place, and both basic emotions play appropriate
parts in the regulation of the individual’s day-to-day life. As in the case of stress, what
is sadness to one may be happiness to another, depending upon both the individual and
the circumstances. I am concerned with ailments of the mind as they affect the individual
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and the role that herbal products can play in easing these and thereby curing “dis-ease.”
But such compounds have another very important function: improving age- or circum-
stance-related changes in bodily functions. For example, ginkgo biloba can help to
restore the failing memory of old age and improve it in the young to help them meet
certain life challenges. A paradigm is the use of coffee to ensure alertness and cognitive
perfection when taking examinations: gilding the lily perhaps, but it might equally well
be termed a means of “logging-on” to a normal mental reserve function. The end result
is the same: the individual is better enabled to cope with whatever stress may confront
him or her.

2. STRESS AND PSYCHIATRIC DISORDERS

The impact of stress is, de novo, on the mind, and that which starts as a physiological
response to the environment may become established as a pathological process. In order
to fully appreciate this concept, it is important to consider the physiological changes
initiated in a stress situation and their consequences on human functioning, or, as I have
termed it, the stress vicious circle (Fig. 1) (Wheatley, 1990).

2.1. The Stress Vicious Circle
All higher living organisms are programmed with the “fight-or-flight” reaction to

stress (Selye, 1936). In the wild, constant fear of attacks by predators creates an existence
fraught by ever-present anxiety. It can be aptly said that the animal’s “stress jungle” is
simply transformed into the human “anxiogenic jungle” (Wheatley, 1997). Thus, anxiety
both causes and is caused by stress, thus creating more stress and even physical illness.
Singly or combined, such noxious effects may initiate depression in a susceptible indi-
vidual, an integral component of which is sleep disturbance, with resultant impairment
of immunity (Mendelson et al., 1984; Palmblad et al., 1986), which may cause or aggra-
vate physical illness (Jacobs et al., 1969). So, we have come round full circle, and we

Fig. 1. The stress–illness vicious circle. This is multidimensional and can be interpreted clockwise,
anticlockwise, horizontally, or vertically, with equal validities.
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perceive that the model is, in reality, a two-dimensional one, which can be read from left
to right or from top to bottom or, conversely, with equal validity.

In peacetime, life-threatening stress is not often encountered by human beings, but it
has been replaced by other, more subtle stresses that may exert far-reaching effects.
Furthermore, unlike the situation in the wild, where the stress responses return to normal
once the threat has passed, in humans these are often perpetuated when there is a failure
to cope with them. One example would be an individual whose employment depends on
working under a beligerant supervisor, a continuing and inescapable source of stress. In
consequence, physiological stress responses may become established, resulting in ill-
nesses such as anxiety states, panic disorder, phobias, and depression. Of all these con-
sequences of stress, the last-named is undoubtedly the most deadly.

2.2. Depression: Emotion or Illness?
Under the cloak of continuing anxiety symptoms, the aptly designated “masked depres-

sion” may insidiously develop and remain undetected by patient and physician alike
(Hordern, 1976). As Hordern commented: “suicide is the mortality of depression.” So we
are indeed dealing with a potentionally deadly outcome if the condition is not diagnosed
and treated promptly. But the mood of depression is a normal expression of grief. When
then does it become an illness? This can be best determined by the use of appropriate
psychiatric and diagnostic rating scales, which are beyond the scope of this chapter (see
Frances et al., 1994; Hamilton, 1960). However, a pragmatic guide is provided by the
appropriateness of the circumstances of the depressed mood.

It is appropriate for someone who has suffered a bereavement to feel depressed about
it (mood), but it is not appropriate for someone who is emotionally and financially
buoyant and carefree to do so (illness). It would be inappropriate to treat depressed mood
with chemical antidepressant drugs, but it is imperative to do so in the case of depressive
illness. The distinction need not apply to herbal antidepressant compounds such as St.
John’s wort (SJW), which can be used for both mood and illness, as will be discussed in
the next section. When treating depression with either chemical antidepressants, such as
selective serotonin reuptake inhibitors (SSRIs) or SJW, it is of utmost importance to
achieve patient cooperation in drug taking during the first critical 3–4 wk of treatment.
It is an inexplicable fact that all antidepressants, chemical and herbal alike, require this
amount of time before any benefit ensues that is apparent to the patient. In the face of side
effects that frequently occur with chemical drugs, patients may stop a treatment that is
perceived as making them worse. Or they may reduce doses to inadequate levels. Since
SJW is virtually devoid of side effects, the physician’s task is rendered that much easier
in this respect. Other aspects of depression may also be directly benefited by herbal
products, notably anxiety and sleep.

2.3. The Anxious Heart
The main impact of the fight-or-flight reaction to stress is manifested through the

cardiovascular system (Wheatley, 1981). Catecholamine release results in an increase
in pulse rate, a rise in blood pressure, and a redistribution of blood flow to muscles and
brain at the expense of the gut. Once the stress is over, these rapidly return to normal. But
in the case of long-continuing stress, albeit of lesser degree, this may not happen, and so
this becomes a factor in the establishment of cardiac disease and hypertension. Under
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these circumstances, drugs such as β-adrenergic blockers become particularly useful—
both improving cardiac function and relieving anxiety (Wheatley, 1969). Tranquilization
can also be achieved with herbal products, such as valerian, and these may provide a more
acceptable alternative to anxiolytic drugs such as the benzodiazepines, with all their
problems of addiction and dependence.

2.4. To Sleep, Perchance to Dream
An adequate amount of quality sleep is essential to the maintenance of good health

(Horne,1988). Benzodiazepine hypnotics suffer from the same problems as their coun-
terparts, the anxiolytics, and do not even produce “normal” sleep, as evidenced by sleep
polysomnography, being deficient in the deep stages (Wheatley, 1992). Although this
deficiency has been remedied by the introduction of the nonbenzodiazepine drugs
zopiclone (UK), zolpidem, and zaleplon (UK and US), these drugs are by no means free
of dependence problems. On the other hand, valerian not only improves deep sleep but
would appear to be free of this disadvantage.

The reason for this emphasis on the deep stages of sleep (stages 3 and 4, short-wave
or δ sleep) is because these embody the restorative value of sleep (Adam & Oswald,
1983), deprivation of which leads to impaired physical and mental performance (Pilcher
& Huffcutt, 1996). Thus, insomnia is a key factor in the stress vicious circle and resto-
ration of deep sleep a major contribution to breaking it. But what of dreaming? Described
as the “cinema of the mind” (Horne, 1988), its natural purpose remains a mystery, but it
is an essential contributor to health.

Although kavakava has been withdrawn in most countries because of hepatoxicity
(Escher & Desmeules, 2001), I am including some comment concerning this compound
since it has been so well established over many decades and in the remote possibility that
this verdict may be reversed at some time in the future.

2.5. Sex: The Trigger of Life
Without sex, we would not be. Therefore, it behooves us to nurture this seminal

function well. Sexual problems are a potent cause of stress and, of course, are often a
consequence of it. The paradigm in the round again! And sexual impairment is a common
core symptom of depression, anxiety, and allied states and, with some notable exceptions,
including SJW, is worsened by antidepressant drugs (Segraves, 1998; Wheatley, 1998)—
another advantage for the herbal product. Partner support can be a vital element in
motivating the depressed patient to continue with treatment, even when the latter threat-
ens the harmony of the relationship itself. Freedom from this impediment provides a
boost indeed to curing the illness.

2.6. Forgotten Memories
Life experiences are the essence of that life, without which we could not function in

temporal time, neither could we profit from their experience or enjoy, in retrospect, those
that were pleasurable. When memory is impaired, as in cerebral arteriosclerosis or
Alzheimer’s disease, or even when a stimulus is required for “normal” memory function,
drugs can prove effective. The slow progressive decline in memory that is the inevitable
accompaniment of senescence can be retarded by anti-Alzheimer drugs such as donepezil
and memantine in circumstances other than dementia. The stimulant effects (including
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memory) of caffeine and amphetamine drugs are well known as those taking examina-
tions, attending conferences, or going into battle know full well. A vivid specific example
has been provided by Yesavage et al. (2002), who assessed 18 pilots in a flight simulator
of a single-engined aircraft and faced with various complex tasks and emergency proce-
dures, depending on memory for their correct execution. The trial was double-blinded
between donepezil and placebo, administered over a period of 30 d; the active drug was
significantly better, particularly when landing and facing emergencies. The herbal prepa-
ration ginkgo biloba has been shown to be effective in improving memory both in normal
subjects and various dementia states, including Alzheimer’s disease. These will be con-
sidered in the next section. Therefore, by improving memory, we are not just gilding the
lily, but enabling the human organism to bring into play hidden reserves to combat
extreme stress situations that otherwise would be, perversely, denied by nature.

3. ST. JOHNS WORT: THE BAPTIST’S HERB

A number of herbal remedies have important medicinal properties and offer advan-
tages over conventional chemical drugs, especially as far as patient acceptability and side
effects are concerned. Of these, one of the most important is SJW, the popular name for
the plant Hypericum perforatum, which has been known since biblical times when it was
used by St. John the Baptist (Grigson, 1958). It was collected on St. John’s day (June 26)
and used to ward off “goblins, devils and witches.” Among other properties, including
being a “healer of wounds,” it was known for its effects on the mind as a “cure for
demoniacs” (Porcher, 1970).

3.1. Role in Psychopharmacology

The extract is also known as hypericum, and it is standardized as to hypericin content,
although the active principle is thought to be hyperforin (Laakmann et al., 1998). The
usual dose for mild-moderate depression is 900 mg daily, but doses up to 1800 mg have
been used with benefit in more severe cases (Vorbach et al., 1997). With the exception
of rare skin hypersensitivity (but only in those with sun allergy, who should not take it
anyway), it is virtually free of side effects in comparison to placebo. In a meta-analysis
of 1757 patients treated with SJW, there were only two dropouts (0.8%) for adverse
events compared to seven (5%) with the comparator drugs used in these trials (Linde et
al., 1996). Furthermore, the overall incidence with SJW was only 19.8%, as compared to
a massive 52.8% with the latter. In another study on 3250 patients treated with SJW for
6 wk, the incidence of side effects was a mere 2.4%, and only 1.5% had to discontinue
treatment because of them (Woelk et al., 1994). There has been no report of death from
overdose: contrast this with a suicide risk in depressed patients that is 13–30 times greater
than in the normal population (Hagnell et al., 1981) and the fact that most of these result
from antidepressant drug overdose (Starkey & Lawson, 1980). Hypomania is a well-
known possibility with antidepressant drugs, and three such instances have been reported
with SJW (O’Breasail & Arguarch, 1998).

3.2. Modus Operandi

Rat experiments have shown that reuptake of serotonin, dopamine, and noradrenaline
(norepinephrine) are all inhibited by SJW with equal potency; that is comparable to

08_Whea_137_154_F 6/22/05, 11:33 AM141



142 Part II / Nutrients and Stress

chemical antidepressants (Muller et al., 1997). Furthermore, SJW exerts effects similar
to other antidepressants in a number of experimental animal models of depression (Ozturk,
1997). The pituitary–adrenal axis has been thought for many years to be implicated in the
etiology of depression, although the exact mechanism by which this is achieved has
always eluded research workers. In rat brain SJW has been shown to reduce cortisol and
corticosterone (Franklin et al., 2004), which led the authors to speculate on a putative
association with its antidepressant effect.

3.3. Evidence Base: SJW
Well over 50 double-blind controlled trials have been published comparing SJW to

both placebo and standard antidepressant drugs, including the SSRIs fluoxetine (Prozac)
(Schrader et al., 2000) and sertraline (Lustral [UK], Zoloft [US]) (Brenner & Azbel,
2000). A number of earlier trials have been reviewed by Linde et al. (1996), who con-
cluded that “there is evidence that extracts of hypericum are more effective than placebo
for the treatment of mild-moderately severe depressive disorders.” These advantages of
SJW were mirrored in my own double-blind comparison to amitriptyline (AMI)
(Wheatley, 1997). In that study, adverse events were recorded after direct questioning.
Table 1 shows the incidence in the two treatment groups.

The incidence of patients with side effects was considerably less with SJW—32
(37%)—than AMI—50 (64%) (p < 0.05). The differences were even more significant in
the cases of the two most important ones: dry mouth—5% with SJW but 41% with AMI
(p < 0.001)—and drowsiness—2% with SJW but 24% with AMI (p < 0.001). But what
of clinical effectiveness?

3.4. Antidepressant Efficacy
My study was a randomized, double-blind comparison between SJW and AMI given

to 165 mild-moderately depressed patients for 6 wk (Wheatley, 1997). The results on the
mean Hamilton depression scale (HAM-D) (Hamilton, 1960) are shown in Fig. 2.

The HAM-D can be used in three fundamental ways to interpret the results of clinical
trials: statistical comparison of baseline mean scores to the latter at endpoint, comparison
of between-group mean scores at different time points during the trial, and using defined
criteria to designate endpoint clinical outcomes. Both SJW and the control drug AMI
showed a highly significant reduction in mean HAM-D score (p < 0.0001) from 2 wk
onward and no between-group differences, except at wk 6 in favor of AMI (p < 0.05).
Responders were defined as having a final HAM-D score of <10 or a reduction of >50%
by the end of the trial. There were 60% of such cases with SJW as compared to 78% on
AMI (NS) at endpoint. Treatment was continued for at least 6 mo. At that follow-up time,
there was no longer a significant between-group difference. Therefore, despite the slight
disparity in 6-wk scores, SJW was shown to be equivalent to amitriptyline in antidepres-
sive effectiveness. The mirror simply reflects the true image: need more be said?

4. KAVAKAVA: THE DRUG THAT WAS

Kavakava (or simply Kava) is derived from the root of the Polynesian plant Piper
methysticum and is used in the South Pacific for its sedative, aphrodisiac, and stimulatory
effects, both recreationally and in religious ceremonies (Singh, 1992). Currently its use
is compromised owing to the danger of toxicity (reviewed by Wheatley, 2005), but the
basic data are as follows.
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Table 1
Side Effects Occurring More Than Once in a Double-Blind Trial
Comparing St. John’s Wort to Amitriptylinea

St. John’s wort Amitriptyline Significance
Side effect (n = 87) (n = 78) (p)

None 55 (63%) 28 (36%) > 0.05
Dry mouth 4 (5%) 32 (41%) > 0.001
Drowsiness 3 (2%) 19 (24%) > 0.001
Nausea/vomiting 6 (7%) 6 (8%) NS
Headache 6 (7%) 2 (3%) NS
Constipation 4 (5%) 1 (1%) NS
Pruritus 2 (2%) 1 (1%) NS
Dizziness 1 (1%) 6 (8%) NS
Tiredness 1 (1%) 3 (4%) NS

NS, not significant.
aSt. John’s wort, 900 mg; amitriptyline, 75 mg. Both were given daily for 6 wk.
Source: Wheatley, 1997.

Fig. 2. Reduction in severity of mean Hamilton Depression rating scores (HAM-D) in two groups
of patients treated for 6 wk with St. John’s Wort (SJW, LI 160, Hypericum) 900 mg and amitrip-
tyline 75 mg daily, respectively (±SEM).

4.1. Basic Facts
Kava contains a number of active compounds, among which are the kava pyrones,

kawain, dihydrokawain, methysticin, dihydromethysticin, yangonin, and desmethoxy-
yangonin, although it is not known which of these is responsible for any anxiolytic actions
it may have (Hansel & Haas, 1984; Walden et al.,1997). There is also evidence for
serotonergic and calcium antagonistic potencies of the kava pyrone kawain, and in dis-
cussing effects on GABA-ergic transmission, it was later concluded that “the cellular
actions of the kawain appear heterogeneous, but all of them counter excitation” (Grunze
& Walden, 1999). This led the authors to suggest that it might prove useful in the treat-
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ment of epilepsies, bipolar disorder, depression, and anxiety, all conditions characterized
by increased cellular excitability. Evidence for a protective action against the human
response to stress has been provided by Cropley et al. (2002), who investigated psycho-
logical stress induced under laboratory conditions. They found that both kava and vale-
rian protected healthy volunteers against the adverse effects of doing a mental task.

4.2. Hepatoxicity
Were it not for the specter of this potentionally fatal side effect (Escher & Desmeules,

2001), including five patients requiring liver transplantation (Gruenwalde & Feder, 2002),
the reported incidence of adverse events has been low overall (see Schulz et al., 2000).
Thus, the incidence has varied between 1.5% in 4049 patients in one study to 2.3% in 3029
patients in another. The adverse events that occurred were described as “mild and revers-
ible” but did include 31 cases of gastrointestinal disturbances and 31 cases of allergic
reactions.

4.3. Anxiolytic and Hypnotic
A number of clinical trials have been undertaken in anxiety and insomnia, both pilot

and controlled studies against both placebo and standard anxiolytics (Schulz et al., 2000).
These have demonstrated effectiveness for kava in both therapeutic roles, comparable to
its chemical counterparts; it does not appear to have dependence potential. I completed
a pilot study in generalized anxiety disorder (GAD) using the Hamilton anxiety rating
scale (HAM-A) (Wheatley 2001a). The results are shown in Fig. 3.

This was a trial in 24 patients treated for 4 wk (Wheatley, 2001a), and two dose
schedules were compared: 120 mg once daily (od) and 45 mg thrice daily (tid), in a
randomized-order crossover design. There were highly significant reductions in mean
HAM-A scores (Hamilton, 1959) (p < 0.001), irrespective of dose schedule, treatment
order, or sex of the patients. The impact of side effects was relatively low, and only one
patient had to omit treatment on tid dosage because of nausea. No side effects were
experienced by nine patients (37%) on tid or by five (22%) on od dosages, but daytime
drowsiness occurred in eight (33%) on tid and two (9%) on od. There were 13 patient
preferences for od and 8 for tds doses, with no preferences in the remaining 2 cases.

Fig. 3. Reduction in severity of mean Hamilton Anxiety rating scores (HAM-A) in an open
crossover trial of kava 2 wk each on doses of 120 mg once daily (od) and 45 mg thrice daily (tid).
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However, a double-blind comparative trial was required to verify these results, which
was conducted by Connor et al. (2000), who treated 35 patients with kava 280 mg daily
for 4 wk, in a double-blind placebo-controlled trial. Results were significantly better with
the active drug, which was “well-tolerated and not associated with withdrawal at the
doses administered.” But no more of kava.

5. VALERIAN: THE DRUG THAT IS

Derived from the flowering plant Valeriana officinalis, over 100 constituents of vale-
rian have been identified, and their concentrations are subject to seasonal variation (Bos
et al., 1998). It is uncertain which of these may be responsible for any anxiolytic and
hypnotic actions it may have (Hansel & Haas, 1984; Walden et al., 1997). Significantly,
valerian binds to benzodiazepine receptors in the brain (Holz & Godot, 1989).

A number of clinical and polysomnographic trials have been undertaken, including
double-blind trials against both placebo and standard chemical hypnotics . Schulz et al.
(2000) reviewed a number of these and concluded that “valerian is not a suitable agent
for the acute treatment of insomnia.” The essential value of valerian may lie in its ability
to promote natural sleep after several weeks of use, with no risk of dependence or adverse
health effects. Most importantly, valerian improves deep sleep (Donath et al., 2000), and
studies have been undertaken in comparison with the benzodiazepine hypnotic oxazepam.
One of these was a randomized parallel-group study (Lindhal & Lindwall, 1989), which
treated 202 insomniac patients for 6 wk with either valerian 600 mg or oxazepam 10 mg,
taken nightly. The authors found that “both treatments markedly increased sleep quality
compared with baseline (p < 0.01).” Reference has already been made to relief of psy-
chological stress in the laboratory by valerian (as well as kava) (Cropley et al., 2002). But
what of personal experience?

5.1. Stress-Induced Insomnia

I have undertaken an unblinded pilot study on 24 patients with stress-induced insomnia
to compare valerian to kava and the combination of both, with patients acting as their own
controls (Wheatley, 2001b). Insomniac patients, of whom there were 24, were first treated
for 6 wk with kava 120 mg/d, followed by 2 wk off treatment, and then treated for another
6 wk with valerian 600 mg. After a further 2 wk off treatment, there was a final 6 wk
treatment with both drugs combined. Stress was measured in three areas: social, personal,
and life events. Insomnia was also measured in three areas: time to fall asleep, hours slept,
and waking mood.

Total severity of stress, as well as insomnia, was significantly relieved by both com-
pounds (p < 0.01), with no significant differences between them (Figs. 4, 5). There was
also further improvement with the combination, significant in the case of insomnia (p <
0.05). These results were considered to be promising and to demonstrate the rapid onset
of effect with kava (redundant though this now is) and the slower, but appreciable effect
of valerian in the promotion and maintenance of sleep. However, this tentative conclu-
sion must be viewed with reserve in view of the fact that the trial was not double-blind,
although patients were randomized to treatment. There is now a need for longer-term
studies on a double-blind basis to determine whether the effect is maintainable and safe.
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Fig. 4. Reduction in severity of mean stress ratings on the scale devised for the crossover trial
comparing kava 120 mg to valerian 600 mg nightly to the combination of the two with intervening
no-treatment periods.

Fig. 5. Reduction in severity of mean sleep ratings on the scale devised for the crossover trial
comparing kava 120 mg to valerian 600 mg nightly to the combination of the two with intervening
no-treatment periods.

5.2. And What of Dreaming?
Only a few minor side effects have been reported with valerian (Schulz, Hansel, &

Tyler, 2000), and many of the published clinical trials do not record any at all. In my study
on stress-induced insomnia, the most common side effect was vivid dreams with kava +
valerian (4 cases, 21%) and with valerian alone (3 cases, 16%). Vivid dreams is an
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unusual side effect and did not occur on kava alone, so may well be specific to valerian
and possibly related to the drug’s known polysomnographic effects, as outlined previ-
ously. The dreams were in no way unpleasant, simply impressing the patients as being
particularly lifelike and well remembered on awakening. Valerian is recorded as increas-
ing rapid eye movement (REM) sleep (Donath et al., 2000), and so this may account for
these comments. But are there any other herbal remedies that may assist the natural
function of sleep?

6. AROMATHERAPY: THE SCENT IS SWEET

A popular way to induce a state of tranquilty, the necessary substrate for the induction
of sleep, is by the inhalation of certain volatile oils. The most notable of these are laven-
der, chamomile and ylang-ylang.

6.1. Lavender
Lavender oil is produced from the fresh flowering tops of the plants by steam inhala-

tion, the main components being linalyl acetate and linalool (Schulz et al., 2000). In mice,
anticonvulsant effects have been demonstrated by Lis-Balchin and Hart (1999), together
with diminution in spontaneous activity and additive effects when combined with several
narcotics (Atanossova-Shopova & Roussinov, 1970). These authors also noted that
exposure of mice to a lavender atmosphere in a dark cage resulted in depression of
motor activity. Furthermore, lavender oil has been shown to inhibit the stimulant effects
of caffeine (Buchbauer et al., 1991). In a clinical study on four benzodiazepine-dependent
geriatric patients (Hardy et al., 1995), on stopping this treatment there was a significant
decrease in sleep duration, which was restored to previous levels by substitution of
aromatherapy with lavender oil. Other clinical studies have confirmed these effects
(Schulz et al., 2000). Therefore, there would appear to be some evidence for the belief
that lavender inhalation may act as an aid to sleep.

6.2. Chamomile
Usually taken in the form of a tea, inhalation of the resultant vapor is an important

element of any sedative effect that chamomile flowers may have. The sedative effects
may be due to the flavonoid apigenin, which binds to benzodiazepine receptors in the
brain. Studies in mice and rats have shown anticonvulsant and central nervous system
depressant effects, respectively (Avallone et al., 1996). Clinical trials are notable for their
absence, although 10 cardiac patients are reported to have “immediately fallen into a deep
sleep lasting for 90 minutes” after drinking it (Gould et al., 1973).

6.3. Ylang-Ylang
Derived from the tropical tree Cananga Odorata var. gemima, ylang-ylang is reputed

to have calming effects in humans. In a recent study on 144 healthy adults (Moss et al.,
2003), participants were divided into three groups in cubicles infused, respectively, with
ylang-ylang, peppermint (a reputed stimulant), or no odor. On various psychological
tests, those in the ylang-ylang atmosphere reported increased levels of calmness, but at
the expense of impaired memory and attention. The evidence suggests that aromatherapy
may have some merits in inducing a state of mind conducive to sleep, but whether the
technique has any direct hypnotic effect is uncertain.
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6.4. Other Putative Sedative Herbs
A number of compounds are traditionally credited with sedative or mood-calming

properties, but there is little scientific evidence to support such claims. The most notable
are Melissa (balm leaves, lemon balm), passionflower, and hops.

6.4.1. MELISSA

Derived from the dried leaves of the plant Melissa officinalis, the preparation contains
volatile oils—citronellal, geranial, and neral—and was shown to possess “nonspecific”
sedative effects (Wagner et al., 1984). More recently a randomised, double-blind, pla-
cebo-controlled trial (Kennedy et al., 2003) demonstrated Melissa to be “beneficial in
moderating subjective mood in response to mild psychological stress.” Although no sleep
measurements were made, this does suggest that the compound is capable of inducing a
mood state compatible with the induction of sleep.

6.4.2. PASSIONFLOWER

Passionflower extracts reduce spontaneous locomotor activity and prolong sleep in
mice (Speroni & Minghetti,1988). Apart from one study showing a hypnotic-sedative
effect (Maluf et al.,1991), there do not appear to have been any clinical studies in humans.
However, this one study also showed “signs of hepatotoxicity and pancreatotoxicity,” so
that clearly a considerable amount of research is required before even considering this
compound for clinical use.

6.4.3. HOPS

“Hop-picker fatigue” is thought to result from transfer of hop resin from hand to mouth
or even inhalation of the volatile oil of the hop plant (Tyler, 1987). An experimental study
in mice found “no demonstrable sedative effects” (Hansel & Wagener, 1967). Further-
more, a study in 15 human subjects for 5 d, recorded “no sleep-inducing effects in any
of the subjects tested” (Stocker, 1967). Perhaps sedation from hops is better confined to
that product derived from them—alcohol.

7. GINKGO BILOBA: A DRUG TO REMEMBER

“The richness of life lies in memories we have forgotten,” according to Cesare Pavese
(1961), and how relevant are these words to the problem of declining memory with
increasing old age. Ginkgo biloba (or ginko) is an herbal tree extract that has been
extensively researched for its memory-enhancing properties in normal subjects, the eld-
erly, and patients with dementia owing to both cerebral arteriosclerosis and Alzheimer’s
disease (Diamond et al., 2000). As these authors commented: “Ginkgo has shown activity
centrally and peripherally, affecting electrochemical, physiologic, and vascular systems
in animals and humans with few adverse side-effects or drug interactions. Ginkgo shows
promise in patients with dementia, normal aging, and cerebrovascular-related disorders.
Clinical indications include memory, informatiom processing, and ADL.” What better
qualifications could there be for countering the chronic effects of the stress vicious circle?

7.1. Evidence Base: Ginkgo
The foundations for efficacy are firm, but I will confine my comments to some notable

studies in normal subjects (Table 2).
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These were all double-blind, placebo-controlled trials, and in only one of these was
there no difference from placebo (Van Dongen et al., 2000). This study was on the oldest
group reported (82–83 yr), and so perhaps it is not surprising, as cerebral atrophy might
already be established in such an age group (Fox & Schott 2004). In the other three
studies, with patients ranging progressively downwards from 67–68 yr (Mix & Crews
2002) through 18–40 yr (Stough, Clarke, Lloyd, & Nathan, 2001) to 21 yr (Kennedy et
al., 2002), ginkgo was significantly better than placebo in improving memory. So, memory
really can be stimulated beyond the peak adult norm! And how essential this is in the
defense against stress.

But in disease processes such as arteriosclerotic dementia and Alzheimer’s disease,
this may not be possible: or is it?

7.2. The Demented Patient
A number of published reports affirm that with ginkgo biloba it is possible to reverse

the inexorable decline in memory that is the hallmark of the demented individual. One
of the most notable of these was that undertaken by Le Bars et al. (1997), who treated 309
patients with Alzheimer’s disease or multi-infarct dementia for 1 yr in a double-blind,
placebo-controlled trial. The dose used was 120 mg daily, and significant differences in
favor of ginkgo were recorded on a number of standard measures. These results are
particularly impressive in view of the long duration of the trial and the sustained effect
from a relatively small dose (240 mg is now considered the optimum dose for conditions
such as these). There were no significant differences between ginkgo and placebo in
respect to incidence or severity of side effects. The authors concluded that their study
demonstrated that ginkgo had improved cognitive performance and, in consequence, the
social functioning of a substantial number of their patients. A tribute indeed to herbal
therapy! It would be of great interest to undertake a comparison between ginkgo and the
two most effective chemical drugs for these indications, namely donepezil (Burns et al.,
1999) and memantine (Reisberg et al., 2003).

7.3. Sex Imperfect
In depressive illness, impairment of libido, other sexual functions, and, in the male,

erection and ejaculation are integral components of the illness. Even when depression
responds to treatment with antidepressant drugs, sexual function does not improve, often
being impaired by those very drugs themselves. This may occur in as many as 67% of
patients (Segraves, 1998). A report of successful treatment of this problem with ginkgo
biloba (Cohen & Bartlik, 1998) led me to conduct a small pilot study on 12 such patients
(Wheatley, 1999). There was significant relief of symptoms, but clearly such a study

Table 2
Ginko Biloba in Normal Subjects: Double-Blind vs Placebo Trials, 2000–2003

No. of patients Age group (yr) Trial period Dose (mg) Result vs placebo Ref.

214 82–83 yr 24 wk 120–240 = van Dongen et al.,
2000

262 67–68 yr 6 wk 180 > Mix & Crews, 2002
61 18–40 yr 30 d 120 > Stough et al.. 2001
20 21 yr 1 d 120–360 > Kennedy et al., 2003
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would not suffice, and so I then undertook a triple-blind, placebo-controlled trial with 24
patients treated for 6 wk with a 12-wk follow-up (Wheatley, 2004). Triple-blind means
that in addition to investigator and patient, the statistician was also blind until the final
analysis had been completed, simply being presented with two sets of data, distinguished
only by symbols. The dose of ginkgo was 240 mg daily. Alas, the results were completely
negative: ginkgo was no better than placebo! And so the choice of treatment for depres-
sion remains one of forming a balance between two sources of stress: depression and sex.

8. ENIGMA VARIATIONS

Stress is not really an enigma at all: the enigma is to understand why we have conscious
control over many of the destinies in our lives and how we cope with them, but over others
we exert little influence at all, being dependent instead on genetically determined
reflexes. The fight-or-flight reaction is perfectly designed to cope with acute stress in
the wild, but fails woefully when translated to the milieu of modern-day civilization, in
which case it may cause more harm than good, particularly where the mind is concerned.
Perhaps nature (or whatever higher being you may choose to believe in), from which we
have inherited this situation, has provided the means in the natural world to find many
solutions to our medical problems. But we must look for them. Surely it is a measure of
human beings’ intellectual purpose on this planet that we should set about this diligently
on two parallel tracks: innovative research in the laboratory and by the bedside, but
equally by endeavouring to identify and metamorphose that which is there before our
eyes but awaiting our recognition.

9. CONCLUSIONS

Stress is a self-perpetuating vicious circle involving depression, anxiety, sleep and
dreams, sex, and memory among its most important components. The individual is better
enabled to cope with stress if this circle can be broken; one way of doing this is by means
of herbal medicine. The prime example is the “Baptist’s herb,” St. John’s wort, compa-
rable in its effect to relieve depressive illness to the most effective chemical drugs avail-
able—and much safer! Kavakava, that exotic migrant from Polynesia, is no longer
available to us due to reported hepatotoxicity, although its efficacy as an anxiolytic and
hypnotic is not in doubt. No such problems would seem to exist in the case of valerian,
with that compound’s unique effects in improving deep sleep (short-wave, δ) and con-
sequent carry-over effects on depression and immunity. Associated with sleep is sex, the
impairment of which is another potent stress factor. The importance of good-quality sleep
cannot be overemphasized, and aromatherapy may provide another means of achieving
this. Perhaps the greatest stress of all is failing memory, with which the consolation of
life’s achievements is denied to the aging individual. But again an herb, ginkgo biloba,
may hold promise for the past and future alike.
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9 Stress and Food Craving

Sharon Rabinovitz

KEY POINTS

• Cravings for drugs and cravings for food share several important features, including
overlapping neural pathways and conditioned cue reactivity.

• Dysphoric mood and stress precede food craving and binge eating in bulimia nervosa.
• Carbohydrate food cravings in the perimenstruum as self-medication for stress and de-

pression due to decreased brain serotonin is critically discussed.
• Future research into how activation of the hypothalamic–pituitary–adrenal axis impacts

food cravings using drug-craving research paradigms will result in the identification of
more effective treatment for eating disorders.

1. INTRODUCTION

Cravings are generally defined as intense desires or urges to consume particular sub-
stances, most notably drugs (e.g., Miller & Goldsmith, 2001). While the exact nature of
craving remains a controversial subject, craving is commonly believed to be a subjective
state capable of motivating behavior (Rogers & Smit, 2000; Tiffany, 1990). Similarly to
the hypothesized causal relationship between drug cravings and compulsive drug use
(Tiffany, 1990), the construct of food cravings has been important for theories and treat-
ments of eating disorders and of ingestive behaviors (Cepeda-Benito, Fernandez, &
Moreno, 2003). This chapter will briefly describe the scientific evidence on food craving
and stress, focusing primarily on overlapping between food and drug cravings.

The most commonly used definition of food craving is that it is an intense desire to eat
a specific food (Kozlowski & Wilkinson, 1987; Rozin, 1976; Weingarten & Elston,
1990). To distinguish food cravings from ordinary food choices, the desire should be
intense, something that we might go out of our way for (although see Cepeda-Benito,
Gleaves, Williams, & Ertath, 2000; Gendall, Joyce, & Sullivan, 1997; Rogers & Smit,
2000 for alternative views). Food craving is not to be mistaken with hunger: presumably
any of a variety of foods can satisfy hunger, but there is a specific (probably sensory)
template that must be matched in order to satisfy a food craving (Pelchat, 2002). Further-
more, craving (or pathological wanting) and liking for drug effects are separate: as drugs
come to be wanted more and more, they often come to be liked less and less (Robinson
& Berridge, 1993, 2003). However, Robinson and Berridge assert that for natural rewards
(such as food), craving and liking are more closely linked. Features of intensity of craving
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include difficulty resisting eating, feeling anxious when the craved food is unavailable,
and a change in the speed of consumption (Gendall, Joyce, et al., 1997).

Drug craving and relapse to drug use present the greatest obstacles to successful
treatments for addictions. Indeed, despite high levels of motivation and weeks or months
of abstinence, recovering addicts often experience intense, overpowering urges that may
rekindle drug-seeking behavior, excessive or inappropriate drug use, and relapse to using
drugs after quitting (Jellinek, 1955; Robinson and Berridge, 1993; Shiffman, 2000).

Analogously, food cravings may promote greater dietary variety under conditions of
dietary monotony such as a repetitive diet in a military setting (Kamen & Peryam, 1961).
Food cravings are also widely believed to influence snacking behavior, compliance with
dietary restrictions, early dropout from weight-loss treatments, and overeating and binge
eating in obese individuals (e.g., Basdevant, Craplet, & Guy-Grand, 1993; Drewnowski,
1991; Gendall, Sullivan, Joyce, Fear, & Bulik, 1997), all generally viewed as undesirable
effects of cravings. Food cravings have also been blamed for binge eating in bulimia
nervosa (see review by Cepeda-Benito et al., 2000). The effectiveness of pharmaco-
therapy in reducing compulsive or binge eating has been attributed to the possibility that
serotonin-enhancing drugs either block or reduce food cravings (Fluoxetine Bulimia
Nervosa Collaborative Study Group, 1992; Wurtman & Wurtman, 1995). Moreover,
some cognitive-behavioral interventions for binge eating also target cravings through
cue-exposure methods (Carter, Bulik, McIntosh, & Joyce, 2002; Toro et al., 2003).
However, few researchers have indicated that food cravings are not necessarily patho-
logical, as suggested by the high incidence of sweet food (in females, mostly) and savor-
ies (mostly in males) cravings in normal individuals (Rozin, Levine, & Stoes, 1991;
Zellner, Garriga-Trillo, Rohm, Centeno, & Parker, 1999) and the fact that many individu-
als experience cravings as a simple desire for specific type of food (Gendall, Sullivan, et
al., 1997; Weingarten & Elston, 1991).

Despite the important role of craving in both drug addictions and eating disorders, little
research has been done to directly examine the relationship between cravings for drugs
and cravings for foods.

2. OVERLAPPING CHARACTERISTICS BETWEEN FOOD
AND DRUG CRAVINGS

2.1. Craving Following Abstinence?

Cravings for drugs and cravings for food have been shown to share several important
features, including their tendency to intensify following abstinence. In the case of food,
craving can be triggered by restricted intake (Mitchell, Hatsukami, Eckert, & Pyle, 1985).
People who limit their food consumption report increased urges for food (Warren &
Cooper, 1988). Food deprivation was also found to elicit both physiological responses to
food stimuli (Drobes et al., 2001) and reported craving (Nederkoorn, Smulders, & Jansen,
2000). In the case of drugs, craving can be triggered by abrupt discontinuation of drug
use (Jellinek, 1955; Marlatt, 1978; Shiffman, 1979). Alsene, Li, Chaverneff, and De Wit
(2003) found that overnight smoking abstinence increased craving for cigarets and over-
night food abstinence increased craving for food. However, it has also been observed that
craving often returns after an extended period of abstinence, long after alleviation of
withdrawal symptoms (Robinson & Berridge, 1993; Wise & Bozarth, 1987), indicating
that abstinence may not be the only requirement for the induction of craving.
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2.2. Cue Reactivity and Craving
Cravings for food and drugs also share the capacity to be elicited by conditioned

stimuli. The importance of conditioned stimuli in addictive behavior and relapse to drug
use was first proposed by Wikler (1948), who noted that abstinent opiate addicts were
able to function without symptoms of withdrawal or craving while in a drug-free envi-
ronment, but they experienced marked feelings of withdrawal and craving upon returning
to the environment they associated with drug taking. Models based on classical condi-
tioning mechanisms propose that stimuli (e.g., drug paraphernalia, sight of drug-use
locality) that have been paired repeatedly with the drug administration become condi-
tioned stimuli, which are then capable of producing physiological and psychological
responses or states associated with drug use (Anton, 1999; Childress et al., 1999; Single-
ton & Gorelick, 1998). Like drug cravings, food cravings are readily triggered by expo-
sure to the sight, smell, or imagery of the craved food (Fedoroff, Polivy, & Herman,
1997). This phenomenon reflects conditioned craving, and conditioned responses to drug
cues have been studied extensively with several drugs, including cocaine, nicotine, and
alcohol (Carter & Tiffany, 1999). Alsene et al. (2003) found that presentation of food-
related stimuli increased craving for food regardless of the motivational state of the
individual, in a similar way in which cigaret cues further increased craving for smoking.
Conditioned food cues and conditioned hunger appear to elicit eating and hunger in the
absence of a biological state of food deprivation (Mattes, 1997; Nederkoorn et al., 2000)
and even under satiated condition (Cornell et al., 1989).

2.3. Overlapping Neural Pathways Between Food and Drug Cravings
In view of the extensive evidence for conditioning effects of drugs in animals (Pavlov,

1927; Stewart, De Wit, & Eikelboom, 1984), it is likely that neural adaptations underly-
ing pavlovian learning mechanisms may be critical to the processes of craving and relapse
(O’Brien, Childress, Ehrman, & Robbins, 1998). Schroeder et al. reported that opiate-
associated cues (Shroeder, Holahan, Landry, & Kelley, 2000) and nicotine cues
(Shroeder, Binzak, & Kelley, 2001) elicit conditioned neuronal activation (via the
expression of the immediate-early gene, Fos) of corticolimbic regions, particularly
prefrontal and cingulate cortices. These findings, as well as several other reports with
cocaine in both animals and humans (Childress et al., 1999; Franklin & Druhan, 2000),
suggest that mere exposure to drug-paired contextual cues is sufficient to engender an
activation of particular neural pathways that may reflect a specific motivational state.
This pattern of gene expression displays interesting similarities—especially in the pre-
frontal cortex—to that elicited by conditioning to a natural reward, the highly palatable
food chocolate (Schroeder et al., 2001). Moreover, conditioned increases in dopamine
efflux are observed in both prefrontal cortex and nucleus accumbens when cues associ-
ated with food are presented to food-deprived animals (Ahn & Phillips, 1999; Phillips,
Atkinson, Blackburn, & Blaha, 1993). However, in non-food-deprived animals, food-
associated cues increased only in the prefrontal cortex (Bassareo & Di Chiara, 1997).
Using positron emission tomography (PET), Wang, Volkow, Thanos, & Fowler (2004)
found in pathologically obese subjects reductions in striatal dopamine D2 receptors
similar to reductions found in drug-addicted subjects. They postulated that decreased
levels of dopamine-D2-receptors predisposed subjects to search for reinforcers as a
means to temporarily compensate for a decreased sensitivity of dopamine D2-regulated
reward circuits.
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Interestingly, work in brain-damaged humans indicates that regions of the orbital
prefrontal cortex are important for decision making based on future outcome (Bechara
et al., 1999). Similarly, in relapse to drug use, individuals fail to make a rational choice
or exert voluntary control when confronted by drug cues despite their apparent knowl-
edge of a poor future outcome. Several studies have demonstrated that dysfunction in
frontal regions is associated with the maladaptive behavior characteristic of substance
abusers (London, Ernst, Grant, Bonson, & Weinstein, 2000; O’Brien et al., 1998).

Obsessive thoughts and feelings of loss of control or compulsion to consume are
salient characteristics of both food and drug cravings (O’Brien et al., 1998; Volkow &
Fowler, 2000). Activity in the orbitofrontal cortex, which is implicated in the pathology
of obsessive–compulsive disorder (Insel, 1992) and which receives projections from
reward circuits (e.g., nucleus accumbens and ventral tegmental area), is also associated
with cocaine and alcohol craving (e.g., Volkow & Fowler, 2000). Similarly, Uher et al.
(2004) have found that in response to food stimuli, women with eating disorders had
greater activation in the left medial orbitofrontal and anterior cingulate cortices and less
activation in the lateral prefrontal cortex, inferior parietal lobule, and cerebellum relative
to the comparison group. Moreover, the orbitofrontal cortex is activated by the two major
sensory components of flavor: gustatory (e.g., Baylis, Rolls, & Baylis, 1995) and olfac-
tory stimuli (Wiesman et al., 2001). There is also a higher than expected co-occurrence
of obsessive–compulsive disorder and anorexia and bulimia (Bellodi et al., 2001). Indi-
viduals with an obsessive–compulsive disorder diagnosis also report higher than normal
levels of carbohydrate craving (O’Rourke et al., 1994).

Many of the same neurotransmitter systems are implicated in both food cravings and
in cravings for drugs of abuse. A number of excellent reviews have recently been pub-
lished on endogenous neurotransmitter involvement in increased responding for both
food and drugs (Pelchat, 2002), including specific papers on food and opiates (Grigson,
2002; Kelley et al., 2002), neuropeptide Y and leptin (Kalra & Kalra, 2004), cannabinoids
(Harrold & Williams, 2003), and dopamine (Cannon & Bseikri, 2004; Carr, 2002), and
the reader is encouraged to consult these articles for a more thorough understanding of
the subject, which is beyond the space limitations of this chapter.

3. STRESS AND CRAVING

Little research has been done to examine the direct relationship between stress and
food cravings. Most of the studies have focused on two specific subjects: the effects of
negative emotional states on food craving and binge eating in bulimia nervosa and the
relationship between premenstrual emotional tension and sweet food cravings.

3.1. Emotional State Effects on Food Craving and Binge Eating
in Bulimia Nervosa

Dysphoric mood was found to precede food craving (Cooper & Bowskill, 1986) and
binge eating in bulimics (Davis, Freeman, & Solyom, 1985; Lingswiler, Crowther, &
Stephens, 1989). Laberg, Wilson, Eldredge, and Nordly (1991) reported both enhanced
attention to pictures of food and an increase in craving in bulimic patients when they
experienced negative affect. Bulimic patients also rated themselves as having an increased
desire to binge when confronted with interpersonal stressors (Cattanach, Malley, & Rodin,
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1988; Tuschen-Caffier & Vögele, 1999) and binged less when treated with a guided-
imagery relaxation technique (Esplen, Garfinkel, Olmsted, Gallop, & Kennedy, 1998).
Similarly, Waters, Hill, and Waller (2001) found that food cravings leading to binge
eating in bulimic patients were associated with higher tension, lower mood, and lower
hunger than those cravings not leading to binge. When craving was followed by a binge,
a further deterioration of mood followed, while the tension was not reduced. Mood
affected binge eating when in a state of food craving, rather than hunger. According to
Marlatt’s classical conditioning model (1978), hunger can be seen as a motivational state
arising from a general awareness of caloric deprivation. In contrast, food craving is a
motivational state associated with a strong desire for an expected positive outcome, in
which the target substance offering relief from the aversive state is known to the indi-
vidual. Thus, the function of food craving will be to initiate binging as a means of
obtaining relief from the aversive state of intolerable negative effect.

3.2. Sweet Craving Secondary to Premenstrual Tension

Approximately half of the 40–50% of North American women who crave chocolate
or sweets do so principally in the perimenstruum, the part of the menstrual cycle sur-
rounding the onset of menstruation, and food cravings are considered to be a symptom
of the premenstrual syndrome (PMS) (American Psychiatric Association, 1994; York,
Freeman, Lowery, & Strauss, 1989). Some researchers have suggested that women seek
out and consume carbohydrates or sweets (Smith & Sauder, 1969) to alleviate premen-
strual dysphoria. Thus, craving is seen as a psychological reaction to negative mood or
stress, a form of “comfort eating” that has no direct biological bases (e.g., Hill, Weaver,
& Blundell, 1991). Others have suggested that women self-medicate for any depression
with sweets or chocolate (Schuman, Gitlin, & Fairbanks, 1987). This explanation under-
stands food craving and the increased intake of sweet (carbohydrate-rich) food that
follows as a device to restore well-being by increasing the availability of brain serotonin
(5HT) (Spring, Chiodo, & Bowen, 1987; Wurtman, Brzezinski, Wurtman, & Laferrere,
1989).

On the other hand, premenstrual chocolate cravings (Tomelleri & Grunewald, 1987)
and general food cravings (Bancroft, Cook, & Williamson, 1988) can occur in women
who do not suffer any change in mood in the perimenstruum and were also reported in
the absence of depression (Dye, Warner, & Bancroft, 1995). Clearly, not all premenstrual
food cravings are secondary to mood change. With respect to stress, Dye et al. (1995)
failed to find any effect of stress or happiness on food craving once the effect of depres-
sion was accounted for. Michener, Rozin, Freeman, and Gale (1999) also failed to prove
that dysphoria or tension in the perimenstruum triggers sweet cravings, as alprazolam (a
tranquillizer) did not decrease chocolate or sweet craving. Earlier factor analyses sug-
gested that food craving does not load onto the negative mood factor in PMS (e.g.,
Freeman, DeRubeis, & Rickels, 1996). These findings do not support the hypothesis that
chocolate is craved for a possible antidepressant effect of exogenous phenylethylamine
(Liebowitz & Klein, 1979) or for a possible anxiolytic effect of exogenous anandamide
or its analogs in chocolate (di Tomaso, Beltramo, & Piomelli, 1996). However, more research
is needed before any final conclusion can be made as to the relationship between premenstrual
emotional tension and sweet food cravings.
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3.3. Effect of Stress on Drug Craving: What Can We Learn About Food
Craving?

During abstinence, exposure to stressors or drug-associated cues can stimulate the
hypothalamic–pituitary–adrenal (HPA) axis to remind the individual about the effects of
the abused substance, thus producing craving and promoting relapse. Although exposure
to the stressor itself may be aversive, the net result is reflected as an increased sensitivity
to the drug (for review, see Goeders, 2003). Therefore, if certain individuals are more
sensitive to stress (Piazza & Le Moal, 1998; Piazza, Deminiere, Le Moal, & Simon, 1990)
and/or if they find themselves in an environment where they do not feel that they have
adequate control over this stress (Levine, 2000), these individuals may be more likely to
engage in substance abuse or to experience craving.

High-stress reactivity has been identified as a reliable psychological vulnerability
associated with the risk status for eating disorders (Leon, Fulkerson, Perry, & Cudeck,
1993), and the premorbid characteristics of patients with eating disorders include clear
evidence of mood-related disorders (e.g., Deep, Nagy, Weltzin, Rao, & Kaye, 1995). A
related finding is that anxious and depressive mood states have consistently been iden-
tified as psychological precursors of drug addiction (see Jaffe & Clouet, 1982, for a
review).

Reinstatement is a preclinical approach that is widely regarded as an animal model of
the propensity to relapse to drug taking, involving mechanisms related to the develop-
ment and expression of craving (Gerber & Stretch, 1975; Stewart and De Wit, 1987). In
a typical reinstatement experiment, previously drug-trained rats undergo extinction dur-
ing which responding is no longer followed by drug delivery. After significant extinction
is observed, rats are then exposed to an event expected to reinstate drug-seeking behavior
(Shaham, Shalev, Lu, De Wit, & Stewart, 2003). This reinstatement of drug-seeking
behavior can be elicited in several ways, including exposure to brief periods of intermit-
tent electric foot shock stress in rats (e.g., Shaham, Erb, & Stewart, 2000). The presen-
tation of stress-related imagery (Sinha, Fuse, Aubin, & O’Malley, 2000) has also been
identified as a potent event for provoking relapse to drug seeking in humans. Norepineph-
rine and corticotropin-releasing hormone, mediators of the activation of the sympathetic
nervous system and HPA axis, respectively, are involved in stress-induced reinstatement
(Weiss et al., 2001). These findings suggest a causal role for stressful events in relapse
to drug self-administration and corroborate clinical observations that have associated
stressful events or negative mood states with relapse or an enhanced craving for the
abused drug (Sinha, 2001). However, the effects of stress-induced reinstatement on food-
seeking behavior is yet to be determined, because only one study to date has examined
this subject (Ahmed & Koob, 1997).

4. CONCLUSION

In light of the overlapping characteristics between food cravings and drug cravings,
continued investigations into how stress and the subsequent activation of the HPA axis
impact food cravings will result in the identification of more effective and efficient
treatment for eating disorders in humans. Stress reduction and coping strategies, either
alone or in combination with pharmacotherapies targeting the HPA axis, may prove
beneficial in reducing cravings in individuals seeking treatment for eating disorders.
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and the Hypothalamic–Pituitary–Adrenal
Axis
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KEY POINTS

• Alcohol comsumption has often been associated with stress; models put forward to
explain this relationship include the tension-reduction theory and the stress-response-
dampening hypothesis.

• Effectiveness of alcohol in reducing stress depends on a number of factors including
family history of alcoholism, individual personality characteristics, environmental situ-
ation, temporal relationship between stressor and alcohol comsumption, and dose of
alcohol consumed.

• Acute alcohol exposure typically activates the hypothalamic–pituitary–adrenal axis
but may blunt subsequent hypothalamic–pituitary–adrenal responsivity to stressors
and alcohol.

• Chronic alcohol exposure results in hypothalamic–pituitary–adrenal dysregulation,
which persists long after cessation of alcohol abuse.

• Prenatal alcohol exposure results in hypothalamic–pituitary–adrenal hyperresponsiveness,
lasting throughout the life span.

• Altered hypothalamic–pituitary–adrenal responsivity may play a role in promoting and
maintaining alcohol abuse.

1. INTRODUCTION

It is a widely held belief that alcohol consumption can reduce stress, and individuals
commonly use, or say they use, alcohol for this purpose. Stress is therefore thought to be
a strong factor in the initiation and maintenance of alcohol consumption, and is consid-
ered to be a major contributor to alcohol dependence (Brady & Sonne, 1999; Pohorecky,
1981; Powers & Kutash, 1985). Consequently, the interaction between alcohol and stress
has received much attention and interest from the scientific community and the literature
on stress and alcohol interactions is extensive (Brady & Sonne, 1999; Pohorecky, 1981,
1990, 1991; Powers & Kutash, 1985). However, the interaction of alcohol and stress is
complex. The effectiveness of alcohol in actually reducing stress appears to depend on
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both genetic and environmental factors. In addition, alcohol alters the activity of the
hormonal stress response system, the hypothalamic–pituitary–adrenal (HPA) axis.

The present discussion will be a selective review that will touch on the use of alcohol
consumption as a coping strategy to deal with stress, followed by a more in-depth discus-
sion of the interactions of alcohol and the HPA axis and the possible role of the HPA axis
in mediating the onset and maintenance of alcohol dependence.

2. STRESS AND ALCOHOL USE

Not only is the interaction between stress and alcohol use complex, but the definition
and understanding of stress itself is also complex. The use of the term “stress” in the
biological sense was popularized by Hans Selye (Selye, 1936, 1974), who defined it as
the nonspecific response of the body to a challenge, whereas the internal or external
challenges that elicit this stress response are referred to as”stressors.” Stressors can range
from real threats to survival, including immune challenges or physical stressors, such as
cold or pain, to perceived threats such as psychological or social stressors. Within the
alcohol-stress literature, the terms tension, anxiety and stress are often used interchange-
ably and the criteria used to define the terms have varied considerably. In the present text,
the term “stress” will be used to refer to an individual’s response to and appraisal of a
stressor which is perceived to be harmful or threatening, whereas “tension” and “anxiety”
will be used only in reference to studies that specifically used these terms.

Since alcohol consumption is commonly used as a coping strategy to deal with stress,
one would expect that alcohol should reduce the stress response under various conditions.
Much of the early work on stress–alcohol interactions revolved around the tension-
reduction theory (TRT), based on the drive-reduction hypothesis put forward by Conger
(1956). The TRT states that alcohol consumption reduces tension in an organism that is
in a high state of drive/tension and that organisms drink alcohol for its tension-reducing
properties (Cappell, 1975; Cappell & Herman, 1972). However, attempts to demonstrate
the TRT empirically proved to be problematic (as reviewed by Cappell & Greeley, 1987;
Greeley & Oei, 1999; and Sher, 1987). This was owing in part to a lack of consensus over
the definition as well as the appropriate indices of tension as well as variability in, or a
lack of control over, the initial degree of tension.

In an attempt to address some of the issues encountered with the TRT, Levenson, Sher,
Grossman, Newman, and Newlin (1980) formulated the stress-response-dampening
(SRD) hypothesis, which suggests that if alcohol consumption reduces the stress response,
this effect will reinforce the consumption of alcohol in response to future stressors. The
SRD model requires more specific indicators of a stress response than the TRT and
suggests that SRD effects may vary greatly among individuals (Sher & Levenson, 1982).
The SRD effect of alcohol refers to the degree to which alcohol consumption reduces an
organism’s stress response and may be measured by psychophysiological measures of
stress, such as cardiovascular responses, glucocorticoid levels, skin conductance, and/or
continuous self-reports of anxiety, prior to and following alcohol consumption (Levenson
et al., 1980; Pohorecky, Rassi, Weiss, & Michalak, 1980).

The degree to which an individual may demonstrate an SRD effect varies widely from
person to person, and in some instances no SRD effect or even an increased stress
response may be observed with alcohol consumption (reviewed by Greeley & Oei,
1999). Whether or not an SRD effect occurs appears to depend on a number of factors,
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including genetic factors such as family history of alcoholism, whether or not the indi-
vidual is an alcoholic, individual personality characteristics, the environmental situation,
the temporal relationship between the stressor and alcohol consumption, and the dose of
alcohol consumed. Each of these factors will be discussed briefly.

Alcoholism is a complex, multifactorial disorder involving multiple genes and gene–
environment interactions. Twin and adoption studies have found that genetic influences
account for 40–60% of the risk for alcoholism (Kendler, Prescott, Neale, & Pedersen,
1997; Prescott & Kendler, 1999; Schuckit, 1998, 2000). The genetics of alcoholism have
also been investigated in animal models, primarily in rats and mice, using selected lines
and inbred strains that differ in their free-choice alcohol intake (Crabbe, Belknap, &
Buck, 1994; Grahame, 2000; Spanagel, 2000). These models include alcohol-preferring
(P) and alcohol-non-preferring (NP) rat lines and high (HAD)- and low (LAD)-alcohol-
drinking rats lines (Li et al., 1988; Lumeng, Hawkins, & Li, 1977), which have been
selectively bred for preference differences, as well as the inbred mouse strains C57BL/
6 and DBA/2, which demonstrate high and low preference for alcohol, respectively
(McClearn & Rodgers, 1959). Although these animal models have been useful tools in
the investigation of genetic and environmental contributions to the risk for alcohol depen-
dence, they do not always parallel findings in humans since the genetic–environmental
interactions are complex.

A positive family history of alcoholism (FHP), particularly if it spans more than one
generation, is one of the strongest predictors of alcohol abuse and dependence (Goodwin,
1984), indicative of the genetic factor in the risk for alcoholism. Interestingly, a number
of studies have shown that FHP, even in nonalcoholic individuals, is significantly cor-
related to a greater SRD effect of alcohol (Finn & Pihl, 1988; Levenson, Oyama, & Meek,
1987; Peterson, Pihl, Seguin, Finn, & Stewart, 1993). This finding has not been demon-
strated unequivocally, however, and may be more prevalent with multigenerational
alcohol abuse (Finn & Pihl, 1988; Sayette, Breslin, Wilson, & Rosenblum, 1994). A
larger SRD effect in response to alcohol consumption, such as seen in FHP compared to
family-history-negative (FHN) individuals, would likely be a stronger reinforcer for
future alcohol consumption in the face of stress and may make such individuals more
prone to alcoholism (Sher, 1987).

A number of individual or personality characteristics may also predict a greater SRD
effect of alcohol. These include outgoing, aggressive, impulsive, or antisocial personali-
ties (Sher & Levenson, 1982). Also, alcohol use in response to stressors may be more
likely to occur in individuals who lack effective alternative coping strategies (Abrams &
Niaura, 1987). Previous beliefs about the stress-reducing effects of alcohol, or positive
alcohol expectancies, can also promote the consumption of alcohol in response to stress
in some but not all individuals (as discussed by Pohorecky, 1991 and Powers & Kutash,
1985). However, the perception that alcohol consumption will reduce stress is clearly not
the only factor influencing intake, since animals have also been shown to consume more
alcohol in response to stressors. For example, rats consume more alcohol following
exposure to an unpredictable schedule of isolation (Nash & Maickel, 1985), inescapable
random shock (Mills, Bean, & Hutcheson, 1977), and restraint (Lynch, Kushner,
Rawleigh, Fiszdon, & Carroll, 1999). Nonhuman primates also consume more alcohol in
response to chronic stress or social separation, although consumption varies widely
among individual monkeys (Elton, Greaves, Bunger, & Pyle, 1976; Kraemer &
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McKinney, 1985). Thus, animal studies suggest that there are fundamental biological or
physiological processes underlying the use of alcohol in response to stressors.

The temporal relationship between the stressor and alcohol consumption and the
amount of alcohol consumed are important factors when considering the SRD effects of
alcohol. For instance, alcohol consumption typically increases following but not during
stressors (Conway, Vickers, Ward, & Rahe, 1981; Volpicelli, 1987). Some individuals
may also consume alcohol in anticipation of a stressor, such as a social situation or an oral
presentation, whereas others may not drink in the same situations for fear that alcohol
may impair their cognition, speech, and/or judgment (Greeley & Oei, 1999). Such deci-
sions likely depend on individual personality characteristics and alcohol expectancy
beliefs. Finally, alcohol dose may determine whether or not SRD effects occur and their
magnitude. For instance, dose-response studies have shown marked SRD effects (mea-
sured by cardiovascular reactivity) with higher doses of alcohol (in the range of 1 g/kg
body weight) but no SRD effects with low alcohol doses (Sher & Walitzer, 1986; Stewart,
Finn, & Pihl, 1992; Wilson, Abrams, & Lipscomb, 1980).

Experiments examining SRD effects of alcohol have used a wide array of paradigms
and temporal relationships between the stressor and alcohol consumption, as well as
numerous different types of stressors. All of these issues likely contribute to the lack of
consistency in findings on alcohol’s SRD effects in the literature. However, it appears
likely that individuals exhibiting greater SRD effects in response to alcohol are more
prone to alcoholism, particularly if they experience numerous or ongoing stressful life
events (Sher, 1987).

Finally, the possible SRD effects of alcohol may differ in alcoholics vs nonalcoholics.
Alcoholism may be defined as a loss of control over the amount of alcohol consumed as
well as a preoccupation with obtaining alcohol. As discussed earlier, the risk for alcohol-
ism appears to depend on a complex interaction of multiple genes and environmental
factors, including stressors (Heath & Nelson, 2002; Pohorecky, 1991; Schuckit, 2000).
Both casual drinkers and alcoholics may consume alcohol to reduce social anxiety or in
response to a stressful life event. Timmer, Veroff, and Colten (1985) found that a number
of stressors, including economic, marital, and job stressors, were significantly correlated
with alcohol use. Because the relationship between stress and alcohol use in the human
literature has been inconsistent, and not all individuals drink in response to stress, stress
likely mediates alcohol-seeking behavior and consumption in only some individuals.
Alcoholics not only consume more alcohol in response to stressful life events than
nonalcoholics (Miller, Hersen, Eisler, & Hilsman, 1974), but they also generally expe-
rience more intense and more frequent stressors (O’Doherty, 1991; Williams, Calhoun,
& Ackoff, 1982). In addition, alcoholism itself can increase the level of stress experi-
enced by an individual, resulting from financial trouble or family, social, or work con-
flicts, related to their alcohol abuse. This can result in a vicious circle in which the
individual consumes even greater amounts of alcohol in response to increased stress
(O’Doherty, 1991; Powers & Kutash, 1985). Therefore, although alcohol may effectively
reduce stress under some situations in casual drinkers who are at a low risk of developing
alcoholism, in alcoholics alcohol may ultimately have the opposite effect.

Since the formulation of the SRD hypothesis, a number of models have been put forward
that attempt to explain SRD effects through alcohol’s effects on cognitive impairments.
Hull’s (1981) self-awareness model suggests that alcohol may reduce self-evaluation
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through impairment of cognitive processing and that this effect may reinforce alcohol
consumption in self-conscious individuals. The attention-allocation model, formulated
by Steele and Josephs (1988), suggests that alcohol-induced impairments in cognition
result in the focusing of attention away from stressful cognitions and toward immediate,
more pleasant distractions. The appraisal-disruption model (Sayette, 1993) suggests that
alcohol interferes with an individual’s ability to appraise a stressor by comparison with
previous experiences and that this is most effective in producing SRD effects when
alcohol is consumed prior to the stressor. These various models may help explain why
SRD effects may be seen in some situations. However, it is likely that the underlying
mechanisms of SRD effects vary greatly with the situation and the individual, and one
global model may not be appropriate.

3. ALCOHOL CONSUMPTION AND STRESS-RESPONSE SYSTEMS

Alcohol-seeking behavior is a consequence of the interaction of genetic and environ-
mental factors. As discussed above, an important environmental factor that may increase
alcohol-seeking and consumption is exposure to stressors, and alcohol may effectively
dampen the stress response under certain conditions. One biological system that has been
widely investigated with respect to the stress–alcohol interaction is the HPA axis.

4. THE HPA AXIS AND THE β-ENDORPHIN SYSTEM

The hormonal response to a stressor is mainly mediated by two systems, namely, the locus
coeruleus–sympathoadrenal medullary system and the HPA axis. The sympathoadrenal
medullary system responds rapidly to a stressor with the secretion of norepinephrine from
sympathetic nerves and epinephrine from the adrenal medulla. This system is involved
in the “fight-or-flight” response and enables the organism to react rapidly and deal with
the threat through various hemodynamic and metabolic effects including increased heart
rate, vasoconstriction, and vasodilation. The HPA axis acts over a longer time frame than
the sympathetic response and helps orchestrate the body’s response and adaptation to the
stressor through various physiological and metabolic effects in order to maintain homeostasis.

The HPA axis includes a number of brain areas, such as the paraventricular nucleus
(PVN) of the hypothalamus, the anterior pituitary gland, and the adrenal cortex, which
act together to produce a hormonal cascade in response to stressors. Corticotropin-releas-
ing hormone (CRH) and arginine vasopressin (AVP) are synthesized in the parvocellular
PVN (pPVN) and released into the median eminence, reaching the anterior pituitary via
the hypophysial portal system. AVP is also present in large quantities in the magnocellular
portion of the PVN (mPVN). CRH and AVP, originating in the pPVN, act synergistically
at the anterior pituitary to stimulate the release of adrenocorticotropic hormone (ACTH)
(Gillies, Linton, & Lowry, 1982). Although the main role of AVP neurons in the mPVN
is the regulation of plasma osmolality, this population also exhibits some capacity to
stimulate ACTH release (Holmes, Antoni, Aguilera, & Catt, 1986). In addition to ACTH,
CRH also stimulates the release of the endogenous opioid β-endorphin from the anterior
pituitary. Indeed, ACTH and β-endorphin share a common precursor protein, pro-
opiomelanocortin (POMC), and are co-released in response to stressors (Guillemin et al.,
1977). ACTH travels through the systemic circulation and acts at the adrenal cortex to
stimulate the synthesis and release of glucocorticoids, namely, cortisol in humans and
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corticosterone (CORT) in rats. In addition to a variety of important physiological and
metabolic actions throughout the body, CORT has a negative feedback function, which
further inhibits HPA activity by acting at the anterior pituitary, the PVN, and other brain
regions, particularly the hippocampus and prefrontal cortex. In response to stressors and
circadian input, the HPA axis is activated at the level of the PVN, resulting in increased
CRH and AVP secretion with subsequently increased release of ACTH and ultimately an
increase in plasma glucocorticoid levels.

With respect to β-endorphin specifically, much research has focused on its role in the
initiation and maintenance of alcohol consumption (for review, see Gianoulakis, 2001).
In addition to the anterior pituitary, β-endorphin is present in the arcuate nucleus of the
hypothalamus, and these neurons project to various brain regions, including those involved
in the brain reward system (Khachaturian, Lewis, Schafer, & Watson, 1985). Alcoholics
have been shown to exhibit lower β-endorphin levels during alcohol use even after as
much as 10 yr of abstinence (Gianoulakis, Dai, & Brown, 2003; del Arbol et al., 1995).
Interestingly, FHP nonalcoholic individuals also exhibit lower plasma levels of β-endor-
phin under normal conditions when no alcohol has been consumed, but following alcohol
consumption they may exhibit greater β-endorphin levels compared to nonalcoholic
FHN individuals (Dai, Tharundayil, & Gianoulakis, 2002a; Gianoulakis, Krishnan, &
Tharundayil, 1996). In parallel to FHP individuals, ethanol-preferring C57BL/6 mice
exhibit higher β-endorphin responses to ethanol compared to the ethanol-avoiding DBA/2
mice; however, unlike FHP individuals they exhibit higher, not lower, basal β-endorphin
levels when no alcohol is consumed (Gianoulakis, 1996). Of possible clinical value,
various β-endorphin antagonists, including naltrexone, have been shown to reduce alco-
hol consumption in both animals and humans (Froehlich, Harts, Lumeng, & Li, 1990;
Myers et al., 1986; O’Malley, 1996). Furthermore, data suggest that β-endorphin may
mediate some of ethanol’s motivational and reinforcing effects through its effects on the
dopaminergic brain reward system (Gianoulakis, 2001; Koob, 1992).

5. ACUTE ALCOHOL EXPOSURE AND HPA ACTIVITY

It has long been known that acute alcohol exposure alters the activity of the HPA axis.
In rodents, acute alcohol exposure, producing blood alcohol levels above 100 mg%, has
been shown to activate the HPA axis, resulting in elevated plasma levels of ACTH and
CORT (Laszlo et al., 2001; Ogilvie, Lee, & Rivier, 1997a,b; Rivier & Lee, 1996; Zhou
et al., 2000). This effect appears to be mediated primarily by CRH, because CRH anti-
serum (Rivier, Bruhn, & Vale, 1988), pituitary CRH receptor blockade (using the CRH
antagonist astressin) (Rivier, Rivier, & Lee, 1996), and bilateral lesioning of the PVN
(Rivest & Rivier, 1994) significantly reduce the ACTH response to alcohol. Also, CRH
heteronuclear RNA (hnRNA) in the pPVN is rapidly increased in response to acute
alcohol administration, although CRH mRNA appears to be unchanged (Rivier & Lee,
1996; Zhou et al., 2000). AVP also appears to play a role in alcohol-induced HPA
activation. Acute alcohol exposure increases AVP mRNA in the PVN, although prima-
rily within the magnocellular region (Rivier & Lee, 1996). Both AVP antiserum (Ogilvie
et al., 1997a) and blockade of AVP receptors (Rivier & Lee, 1996) attenuate alcohol-
induced ACTH secretion. The role of HPA activation in mediating the reinforcing effects
of alcohol is unclear at present. However, evidence suggests that glucocorticoids may
promote alcohol-seeking behavior. In rodents, alcohol self-administration is decreased
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by adrenalectomy, whereas CORT replacement restores alcohol consumption (Fahlke,
Engel, Eriksson, Hard, & Soderpalm, 1994; Fahlke, Hard, & Hansen, 1996). These
findings suggest that enhanced HPA activity may play some role in promoting alcohol
consumption and support the suggestion that stressors can induce drinking.

In human nonalcoholics, HPA activation with acute alcohol exposure has not been
shown consistently (Ida et al., 1992; Inder et al., 1995; Stott et al, 1987; Waltman,
Blevins, Boyd, & Wand, 1993). The discrepancies in the literature may relate to alcohol
dose, since HPA activation is seen more consistently in the studies that used higher
alcohol doses (producing blood alcohol levels in the range of 100 mg%) (Wand, 1993).
It has also been suggested that oral alcohol ingestion may result in HPA activation in
some individuals as a result of gastrointestinal side effects, which would be more preva-
lent at higher alcohol doses (Inder et al., 1995). In addition, family history of alcoholism
has been shown to affect HPA reactivity. For instance, FHP individuals who are drinkers
but not alcohol dependent show a lesser cortisol increase in response to alcohol compared
to FHN individuals (Schuckit, Tsuang, Anthenelli, Tipp, & Nurnberger, 1996). In addi-
tion, in the absence of alcohol, FHP nonalcoholic individuals exhibit lower basal plasma
levels of β-endorphin, normal or lower cortisol levels, as well as lower responses to ovine
CRH compared to FHN individuals (Gianoulakis, 1996; Gianoulakis et al., 1989;
Waltman, McCaul, & Wand, 1994; Wand, Mangold, Ali, & Giggey, 1999). Similarly,
studies in genetically selected P and NP rats have shown significantly lower CRH in the
hypothalamus of the P compared to the NP rats (Ehlers et al., 1992). Whether or not
blunted HPA responsivity to alcohol in genetically susceptible individuals may play a
role in the development of alcoholism is not known.

Although acute alcohol exposure may activate the HPA axis in some cases, ACTH
responses to alcohol, CRH, and various stressors presented immediately following acute
alcohol exposure are consistently blunted in both animals and humans (Dai, Tharundayil,
& Gianoulakis, 2002b; Rivier & Vale, 1988; Waltman et al., 1993). For instance, in one
study in which rats were exposed to a mild, inescapable foot shock immediately after a
3-h intraperitoneal infusion of either alcohol or saline, alcohol-infused rats demonstrated
a lower ACTH response to the foot shock compared to saline-infused rats (Rivier & Vale,
1988). Consistent with these data are results from a study conducted in individuals with
no family history of alcoholism who performed a stress-inducing task involving a number
of mathematical problems under the pressure of time and competition 30 min after con-
sumption of either ethanol or placebo. Compared to placebo, prior ethanol consumption
significantly reduced or abolished the stress-induced elevations in plasma ACTH and
cortisol (Dai et al., 2002b). Even low doses of alcohol that do not stimulate ACTH or
cortisol release in humans have been shown to blunt the HPA response to subsequent
CRH administration (Waltman et al., 1993). Prior alcohol exposure thus may produce a
cross-tolerance by altering the HPA responsivity to subsequent stimuli. One can specu-
late that this decreased HPA response to stressors may mediate alcohol-seeking behavior
prior to a stressor in some individuals and in some situations.

6. CHRONIC ALCOHOL EXPOSURE AND HPA DYSREGULATION

Although acute alcohol exposure may activate the HPA axis, chronic alcohol con-
sumption results in dysregulation of the HPA axis and may lead to the development of
HPA tolerance to the stimulatory effects of alcohol. In addition, there may be differ-
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ential effects of short-term vs long-term chronic exposure. Animal models of chronic
alcohol exposure have used a wide range of exposure lengths, paradigms, and modes of
alcohol delivery, making comparison more difficult. However, in virtually all instances
chronic alcohol exposure clearly and consistently dysregulates HPA function.

Although rodents typically show elevated glucocorticoid levels after prolonged alco-
hol exposure, the magnitude of the elevation may decrease with time (Knych & Prohaska,
1981; Rivier, Imaki, & Vale, 1990; Spencer & McEwen, 1990; Tabakoff, Jafee, &
Ritzmann, 1978; Zhou et al., 2000). Also, glucocorticoid receptors (GRs) have been
shown to be decreased in rats in the PVN, hippocampus, and other brain regions after 15
d of ethanol exposure, possibly owing to receptor downregulation in the presence of
elevated circulating glucocorticoid levels (Roy, Mittal, Zhang, & Pandey, 2002). In
response to short-term chronic ethanol exposure (3–14 d), CRH mRNA in the PVN of rats
is either increased (Rivier et al., 1990) or unchanged (Zhou et al., 2000). However, long-
term (6 mo) ethanol exposure results in decreased CRH mRNA in the pPVN, suggesting
that hormonal tolerance to ethanol may develop at the hypothalamic level (Silva, Paula-
Barbosa, & Madeira, 2002). HPA responsivity to alcohol, CRH, and stressors is also
affected by chronic ethanol exposure, demonstrated by blunted ACTH release and blunted
CRH hnRNA responses, with no differences in AVP hnRNA (Lee et al., 2000a; Lee,
Schmidt, Tilders, & Rivier, 2001; Wand, 1993).

In humans, elevated basal cortisol levels are seen only in some alcoholics (del Arbol
et al., 1995; Gianoulakis et al., 2003; Wand & Dobs, 1991) and in the extreme may
produce what is often referred to as pseudo-Cushing’s syndrome (Rees, Besser, Jeffcoate,
Goldie, & Marks, 1977; Veldman & Meinders, 1996). Normal cortisol levels in other
alcoholics may be due in part to the development of hormonal tolerance in response to
prolonged alcohol exposure. Inconsistencies are also seen in plasma ACTH levels of
alcoholics, as various studies have reported either normal or low levels (del Arbol et al.,
1995; Gianoulakis et al., 2003; Vescovi, DiGennaro, & Coiro, 1997). Similar to findings
in animals, chronic alcoholics typically exhibit a blunted plasma ACTH response to CRH
(Wand & Dobs, 1991). Thus, HPA dysregulation and therefore abnormal responsivity to
other stimuli may occur following chronic alcohol exposure, possibly as a compensatory
response mounted in an attempt to reestablish normal glucocorticoid levels.

7. HPA RESPONSIVITY AND SUSCEPTIBILITY TO ALCOHOL
DEPENDENCE

Individuals with a family history of alcoholism, who are therefore at a high risk for
alcoholism themselves, show differential HPA activity, including lower basal ACTH and
β-endorphin levels as well as lower HPA responses to stress or alcohol consumption
compared to those at a low risk of developing alcoholism (Dai et al., 2002a, 2002b;
Gianoulakis et al., 1996; Schuckit, Gold, & Risch, 1987). Similarly, in a general popu-
lation, a blunted cortisol response to alcohol has been shown to be predictive of alcohol
dependence nearly a decade later (Schuckit et al., 1996). In addition to altered HPA
responsivity to alcohol, differential HPA responses to stressors may play a role in pre-
disposing an organism to alcohol abuse. For instance, monkeys that show a high plasma
cortisol response to a social separation challenge in infancy show greater voluntary intake
of alcohol in adulthood (Fahlke et al., 2000). Although individual differences in HPA
responsivity to alcohol and to stressors may be in opposite directions, both may predis-
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pose an individual to, and possibly be predictive for, the development of alcoholism. In
addition, adverse experiences in early life may also promote alcohol abuse later in life.
For instance, early life stressors, including deleterious rearing experiences, have been
shown to increase alcohol consumption in rats (Huot, Thrivikraman, Meany, & Plotsky,
2001; Weinberg, 1987) and nonhuman primates (Fahlke et al., 2000; Higley, Hasert,
Suomi, & Linnoila, 1991). In addition, prenatal alcohol exposure, which will be dis-
cussed in more detail later, has been shown to increase alcohol preference in rats (Bond
& Di Giusto, 1976) and increase the likelihood of alcohol problems in humans (Baer,
Sampson, Barr, Connor, & Straissguth, 2003). Also, rats prenatally exposed to alcohol
exhibit enhanced HPA responsivity to alcohol in adulthood (Taylor et al., 1981). Although
both altered HPA activity and responsivity to alcohol appear to relate to alcohol use, the
HPA–alcohol interaction is likely only one of many, including both genetic and environ-
mental, factors that may increase the likelihood of developing alcohol dependence.

8. ALCOHOL WITHDRAWAL AND HPA FUNCTION

HPA dysregulation in alcoholics may persist up to several months after cessation of
alcohol consumption. In the early stages, alcohol withdrawal appears to activate the HPA
axis, as demonstrated by elevated plasma cortisol levels (Adinoff et al., 1991; Iranmanesh,
Veldhuis, Johnson, & Lizarralde, 1989), although this may be owing in part to the stress
of withdrawal itself in addition to the physiological readjustments that occur following
withdrawal. However, cortisol levels are typically normalized or decreased within days
to weeks of alcohol withdrawal (Costa et al., 1996; Vescovi et al., 1997). Although
plasma ACTH levels may be normal in abstinent alcoholics (Vescovi et al., 1997), HPA
responsivity to CRH and various stressors, as indicated by ACTH and cortisol responses,
is blunted long after cessation of alcohol consumption (Costa et al., 1996; Ehrenreich et
al., 1997; Vescovi et al., 1997). Interestingly, one study found that alcoholics who were
abstinent for 12 wk showed blunted ACTH responses to systemic CRH, whereas the
ACTH response to stressors had normalized at that time, suggesting possible compensa-
tory mechanisms to enable normal responsivity to stressors in the face of HPA
dysregulation (Ehrenreich et al., 1997). Blunted HPA responsivity is likely not mediated
by increased glucocorticoid feedback since cortisol levels are typically not elevated with
prolonged alcohol withdrawal. In addition, similar findings are reported following etha-
nol withdrawal in rats with no genetic predisposition for alcohol consumption, suggest-
ing that these findings are at least partly owing to long-term effects of alcohol on HPA
function (Rasmussen et al., 2000). The altered HPA responsivity seen following alcohol
withdrawal resembles that seen in FHP nonalcoholics and may similarly play a role in the
risk for relapse to alcohol abuse (Rasmussen et al., 2000).

9. GENDER DIFFERENCES IN ALCOHOL–HPA INTERACTIONS

Alcohol abuse occurs with less frequency in women than in men (Robins et al., 1984).
However, adverse effects appear after a shorter duration of alcohol abuse in women and
progress more rapidly, an effect that has been termed “telescoping” (Piazza, Vrbka, &
Yeager, 1989; Randall et al., 1999). One study in which alcoholics were found to exhibit
lower basal plasma ACTH levels compared to nonalcoholics additionally noted that this
decrease was greater in females (Gianoulakis et al., 2003) and suggested that this may
reflect a greater sensitivity to alcohol–HPA interactions in females. Studies in rats have
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shown that females exhibit greater ACTH and CORT responses to alcohol injection than
males (Ogilvie & Rivier, 1996; Ogilvie & Rivier, 1997). Although this may partly reflect
the normal sexual dimorphism of the HPA axis in response to stimuli, higher HPA
responses to alcohol may exacerbate any detrimental effects associated with alcohol-
induced HPA activation in females. These findings suggest that females may have a more
labile HPA responsivity to alcohol and that this may strengthen any role that HPA activity
plays in the development and/or maintenance of alcohol abuse. However, the fact that
there are fewer female than male alcoholics (Corrigan, 1985; Hilton, 1987) suggests that
this may not be a primary factor in the development of alcoholism.

10. PRENATAL ETHANOL EXPOSURE AND THE HPA AXIS

Because alcohol readily crosses the placenta, alcohol consumed during pregnancy can
stimulate the fetal HPA axis, which is functional before birth (Eguchi, 1969). In addition,
alcohol also stimulates the maternal HPA axis, resulting in elevated maternal plasma
cortisol levels. Cortisol itself can, to some extent, cross the placenta in both directions and
thus disrupt the development of the fetal HPA axis (Eguchi, 1969). Consequently, as a
result of both direct and indirect influences, offspring of alcohol-consuming mothers
exhibit altered development and responsiveness of the HPA axis throughout adult life.

Rats prenatally exposed to ethanol (E rats) exhibit significantly greater brain, plasma,
and adrenal CORT levels and decreased corticosteroid-binding globulin (CBG) capacity
at birth compared to controls (Kakihana, Butte, & Moore, 1980; Taylor, Branch, Kokka,
& Poland, 1983; Weinberg, 1989). By 3–5 d of age, basal CORT levels are normalized.
However, the HPA response to stress is blunted compared to that in controls, an effect
that appears to persist throughout the preweaning period (Taylor, Branch, Nelson, Lane,
& Poland, 1986; Weinberg, 1989). In contrast, following weaning and into adulthood,
both male and female E rats exhibit hormonal hyperresponsiveness to stressors and to
drugs such as ethanol or morphine (Kim, Osborn, & Weinberg, 1996; Lee, Schmidt,
Tilders, & Rivier, 2000b; Taylor, Branch, Liu, & Kokka, 1982; Weinberg, 1988, 1993).
In adult E rats, basal nonstress levels of plasma CORT, CBG, and ACTH are typically
normal (Kim, Giberson, Yu, Zoeller, & Weinberg, 1999; Taylor et al., 1983; Weinberg
& Gallo, 1982). However, in response to stressors including foot shock (Lee et al., 2000b;
Nelson et al., 1986), novel environments (Weinberg, 1988), restraint (Weinberg, 1988,
1992), ether (Angelogianni & Gianoulakis, 1989; Weinberg & Gallo, 1982), cold
(Angelogianni & Gianoulakis, 1989; Kim et al., 1999), and immune challenges (Lee &
Rivier, 1996; Lee et al., 2000b), CORT and/or ACTH levels may show increased and/or
prolonged elevations compared to controls. Sex differences in response to stressors are
often observed and vary depending on the nature of the stressor and the time course and
hormonal endpoint measured (Weinberg, 1985, 1992; Weinberg, Taylor, & Gianoulakis,
1996). For example, both male and female E rats exhibit increased CORT, ACTH, and/
or β-endorphin (Weinberg, 1988, 1992; Weinberg et al., 1996) as well as immediate-early
gene and CRH mRNA levels (Lee, Imaki, Vale, & Rivier, 1990; Lee et al., 2000b; Leo,
Glavas, Yu, Ellis, & Weinberg, 2002) in response to stressors such as repeated restraint
and foot shock and also show deficits in habituation to repeated stressors such as restraint
(Weinberg et al., 1996). In contrast, in response to prolonged restraint or cold stress, HPA
hyperactivity is seen primarily in male E rats (Kim et al., 1996; Weinberg, 1992), whereas
in response to acute restraint or acute ethanol or morphine challenge, increased CORT
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and ACTH are found primarily in female E rats (Taylor et al., 1982, 1983; Taylor, Branch,
van Zuylen, & Redei 1988; Weinberg, 1985, 1992; Weinberg & Gallo, 1982). This
marked sexual dimorphism in fetal alcohol effects suggests a possible role for the gonadal
steroids in mediating HPA hyperresponsiveness.

The mechanisms underlying hyperresponsiveness of the HPA axis in E rats are un-
known at present. However, it appears that multiple mechanisms probably play a role and
that these may differ to some extent in male and female E rats. In response to stressors,
including foot shock and endotoxemia, immediate-early gene (c-fos and NGFI-B) and
CRH hnRNA responses are greater in the pPVN of E compared to control animals (Lee
et al., 2000b), suggesting that HPA hyperresponsiveness may be mediated by enhanced
stimulatory inputs to the PVN. In addition, male E rats exhibit elevated CRH mRNA
following adrenalectomy (Glavas, Ellis, Yu, & Weinberg, 2000), suggesting that this
effect may be independent of CORT. Thus, similar to the effects of acute and chronic
alcohol exposure, prenatal alcohol exposure effects on the HPA axis appear to be medi-
ated primarily at the level of the PVN or higher.

11. CONSEQUENCES OF HPA DYSREGULATION

The ability to respond appropriately to stressors is an important adaptive mechanism,
and HPA activation is known to be a central component of this response. In the short term,
stress-induced increases in CORT enable the organism to respond to or cope with the
stressor. Following termination of the stressor, high CORT levels help to initiate a recov-
ery process by which the endocrine, metabolic, immune, and neural defensive reactions
mobilized in response to stress are terminated. Prolonged or chronic CORT elevations
can result in adverse physiological and behavioral consequences (e.g., obesity, metabolic
disorders, cardiovascular disorders, depression, memory deficits, cognitive impairments)
that could compromise health and even survival. Thus, elevated basal cortisol levels, as
may occur in chronic alcoholics or during alcohol withdrawal, or enhanced reactivity to
stress resulting from prenatal alcohol exposure may increase the vulnerability to illnesses
later in life (De Kloet, Vreugdenhil, Oitzl, & Joels, 1998; O’Regan, Welberg, Holmes,
& Seckl, 2001; Raber, 1998).

Early environmental events appear to play a major role in programming the HPA axis,
resulting in permanent functional alterations in HPA responsivity that last throughout
adulthood (Matthews, 2002). Since altered HPA responsivity has been shown to correlate
with future alcohol abuse, it is possible that altered HPA reactivity resulting from early
environmental factors, such as deleterious rearing conditions or prenatal alcohol expo-
sure, may mediate the increased likelihood of future alcohol abuse.

An emerging model in the understanding of HPA dysregulation is the concept of
allostatic load. Allostasis is a process of adaptation that allows an organism to maintain
stability, or homeostasis, through change (Sterling & Eyer, 1988). In contrast to homeo-
stasis, which is a steady-state condition with defined setpoints, allostasis is a dynamic
condition without setpoints, which allows the organism to adapt to challenge, and the
HPA axis is one system that mediates such adaptation (Sterling & Eyer, 1988). As sug-
gested by Koob (2003), allostasis may lead to a new setpoint in brain reward systems and
stress systems in alcoholics, and this may promote alcohol consumption and increase
vulnerability to relapse. Allostatic load is a measure of the cumulative burden of chal-
lenges on an organism or the price of adaptation (McEwen, 1998; McEwen & Stellar,
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1993; Seeman, McEwen, Rowe, & Singer, 2001). Over time, prolonged, repeated, or
inadequate allostatic responses can result in allostatic load, leading to maladaptation and
impaired responses to further challenges (Pacak & Palkovits, 2001). Allostatic load may
therefore result in HPA dysregulation, or, alternatively, HPA dysregulation owing to ge-
netic, environmental, or disease conditions may increase susceptibility to excessive
allostatic load and lead to further dysfunction. Thus, not only may HPA dysregulation
predispose an individual to alcohol dependence, but HPA dysregulation that results from
chronic alcoholism or prenatal alcohol exposure can result in further impairments in the
ability to respond and adapt to stressors, thus increasing allostatic load and vulnerability
to illness.

12. CONCLUSIONS

The literature supports an interaction of stress and alcohol consumption; however, the
mechanisms are complex and remain poorly understood. Although alcohol is often con-
sumed in response to or in anticipation of a stressor, its effectiveness as a stress-reducing
agent is inconsistent and appears to depend on numerous factors, including family history
of alcoholism, whether or not the individual is an alcoholic, individual personality char-
acteristics, the environmental situation, the temporal relationship between the stressor
and alcohol consumption, and alcohol dose. Alcohol also alters the activity of the HPA
axis, which may promote the maintenance of alcohol consumption and impair responsivity
to subsequent stressors. In addition, chronic alcohol abuse results in HPA dysregulation,
which may persist up to several months after the cessation of alcohol use. This
dysregulation may also promote relapse to alcohol abuse in abstinent alcoholics. Alcohol
consumption during pregnancy can permanently reprogram the developing fetal HPA
axis, resulting in long-term HPA hyperresponsiveness in the offspring. Ultimately, al-
though alcohol is often used to cope with stressors, alcohol abuse leads to an impaired
ability to mount an appropriate HPA response to stressors. This can lead to serious
detrimental health consequences and could compromise health and even survival.
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11 Influences on Diet and Stress
Across Space and Time
A Contextual Perspective

Daniel Kim and Ichiro Kawachi

KEY POINTS

• Diet and stress are potentially influenced by spatial and temporal contexts.
• Spatial contexts may matter because of place-specific variations in exposures to risks and

protective factors, such as social norms, institutions, and policies, and features of the
physical environment.

• Relevant levels of spatial contexts may be entire countries and within countries, states,
communities, and neighborhoods and school and work environments.

• Multilevel evidence exists that state-level income inequality is associated with individual
health and may be mediated by stress resulting from social comparisons.

• Examples of factors at the neighborhood level impacting on diet and stress include
residential segregation (e.g., by influencing access to supermarkets) and social capital
(e.g., by affecting individuals’ levels of social support).

• The availability of soft drinks through vending machines and subsidized school lunch
programs may shape dietary intakes at schools, and job strain and effort-reward imbal-
ance may determine levels of stress in the workplace.

• Temporal contexts exist at the population level (e.g., through changes in political, eco-
nomic, socio-cultural factors over time), and at the individual level over the life course
(e.g., through early life exposures, the formation of lifelong dietary habits).

• Future investigations should address methodological issues, such as through combined
multilevel and longitudinal study design approaches, to enhance the validity for estimat-
ing the effects of spatial and temporal contexts on diet and stress.

1. INTRODUCTION

Health behaviors may be significantly influenced by contexts across both space and
time. In the case of temporal context, for example, in 1977–1978 the average caloric
intake in Americans aged 2 yr and older was estimated at 1791 kcal/d after adjusting for
age group, sex, education level, race/ethnicity, household size, region, urban classifica-
tion, and % poverty. By 1994–1996, the same statistic had grown to 1985 kcal/d, with
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significant increases in caloric intakes being observed across all age groups (Nielsen,
Siega-Riz, & Popkin, 2002). Spatial context also appears to matter for health outcomes.
For instance, the prevalence of low birthweight varies dramatically according to place of
residence, even among genetically similar populations. The distribution of birthweights
among infants of US-born black women has been shown to differ significantly (i.e., with
a significantly lower mean and higher prevalences of low-birthweight babies) from the
distributions for African-born black women and US-born white women (Fig. 1). Such
marked variations within population subgroups suggest the presence of the effects of physi-
cal and/or social contexts on individual health over pure genetic/biological explanations.

Dietary intakes and levels of stress may be mediating factors along the pathways by
which physical and social environments affect the health of individuals. The relation-
ships between various dietary constituents and health are well established—numerous
epidemiologic studies have demonstrated significant associations between the dietary
intakes of macro- and micronutrients with the risks of developing cardiovascular disease,
hypertension, and certain forms of cancer (US Department of Agriculture & US De-
partment of Health and Human Services, 2000). Stress has also been proposed as a
means by which external social conditions “get inside” the body (Kubzansky & Kawachi,
2000). Furthermore, emotions, including the negative emotions of anxiety and depres-
sion, may be considered as products of stress as well as potential mediators of its health
effects (Kubzansky & Kawachi, 2000; Spielberger & Sarason, 1978).

Fig. 1. Distribution of birthweights among infants of U.S.-born white and black women and
African-born black women in Illinois, 1980–1995. The calculation of frequencies was based on
all singleton births in Illinois. The study population included the infants of 3135 black women born
in sub-Saharan Africa, 43,322 black women born in the United States (a sample that included 7.5%
of the total number of black women giving birth in Illinois), and 44,046 US-born white women
(2.5% of the total number of white women giving birth in Illinois). (From David & Collins, 1997).
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This chapter highlights the relevance of various spatial and temporal contexts of dietary
intakes and levels of stress to the health of individuals and populations. We describe
evidence that such contexts matter while identifying gaps in the empirical data, including
the role of population composition and “selection” explanations. Drawing primarily from
US examples—with considerations of several key spatial contexts (states, communities
and neighborhoods, and school and work environments) and temporal contexts at the
population level and across the life course of individuals—this chapter will provide a
general framework that should assist in conceptualizing and designing future clinical and
epidemiologic studies and thereby in developing more effective interventions that target
dietary intakes, levels of stress, and the incidence of medical disorders.

2. COUNTRY-LEVEL SPATIAL CONTEXTS

Differences in geographic context at the country level have long been recognized as
associated with variations in dietary intakes and in health. In the 1950s, Ancel Keys
initiated the Seven Countries Study to examine the relationships between diet and car-
diovascular disease within and across 16 cohorts of approx 13,000 men (aged 40–59 yr)
in the countries of Finland, Greece, Italy, Japan, the Netherlands, the United States, and
Yugoslavia (Keys et al., 1967). Using dietary records, food consumption was estimated
in these cohorts, and marked variations in dietary intakes and consumption patterns
between countries were discovered (Kromhout et al., 1989). For example, dietary intakes
of milk, potatoes, fats, and sugar products were very high in Finland, although meat, fruit,
and vegetable consumption was high in the United States. In Italy, cereal and alcoholic
drink consumption was prevalent, whereas Greece was characterized by high intakes of
olive oil and fruits. In Japan, consumption of fish, rice, and soy products was high. These
differences in food consumption were also observed to narrow over subsequent decades
of follow-up, as countries underwent epidemiological transitions in dietary practices and
associated patterns of morbidity (Kromhout et al., 1989).

According to the epidemiologist Geoffrey Rose (1985), the causes of cases of disease
within a population need to be distinguished from the causes of the incidence rate of
disease because the latter may vary considerably in type and in magnitude between
populations. Rose provided the example of the population distributions of serum choles-
terol levels in Japan, a country in which coronary heart disease is uncommon, and in
eastern Finland, in which the incidence rate is relatively high. In these two countries,
individuals with relative hypercholesterolemia (i.e., high cholesterol levels relative to the
population mean) may account in part for some of the incident cases of disease within
each country. However, the mean cholesterol level in Finland would be considered highly
abnormal in Japan because the entire population distribution of cholesterol in Finland is
shifted to the right compared to the distribution in Japan. From a population perspective,
therefore, the majority of the population in Finland could be considered hyperlipidemic
compared to the Japanese population (thereby explaining the much higher rates of car-
diovascular disease in Finland as compared to Japan). In other words, considering only
the abnormal tail of the distribution within any given context cannot adequately explain
the population incidence rates of diseases in that population. Critically, it is only through
comparisons of the population means (and through consideration of the determinants of
population means of cholesterol) that such large differences in coronary heart disease
incidence between the populations can be understood.
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The differences in the population distributions of risk factors for disease may in turn
be driven by socio-cultural and other factors operating at the societal level. But to what
extent are these variations truly and fully contextually determined? It is plausible that
these discrepancies in dietary intake and heart disease primarily or exclusively reflect
differences in the characteristics and choices of individuals between countries that are not
independently determined by context, i.e., they may be wholly related to the composi-
tional characteristics of populations.

In this regard, migrant studies provide some clues in support of the influence of socio-
cultural context on diet and stress, since these differences arise from members of the same
racial/ethnic group. Japanese populations in Japan, Hawaii, and San Francisco were
previously observed to have saturated fat intakes of 7, 23, and 26%, respectively (Kato,
Tillotson, Nichaman, Rhoads, & Hamilton, 1973). Serum cholesterol, body weight, and
age-adjusted coronary heart disease rates were also respectively higher with closer prox-
imity to the mainland United States (Kato et al., 1973). These patterns are consistent with
an effect of social context on dietary intake (since genetic factors would be relatively
homogeneous across these populations of Japanese descent). It is also possible that
migrant studies are affected by selection bias, i.e., those who migrate tend to be more
healthy or less healthy than those who stay behind. However, this bias is unlikely to have
accounted for the substantially higher heart disease risks observed among Japanese who
migrated to the United States.

To give a further example, rates of suicide have been observed to vary considerably
between countries and within countries over time. Using data from 50 countries covered
by the World Values Survey (Aguir et al., 2000) and the European Values Survey
(Halman, 2001) in the last two decades of the 20th century, Helliwell (2003) found
marked variations in suicide rates between countries. Suicide rates in Iceland, Great
Britain, southern European countries, Scandinavian countries (with the exception of
Finland), and Latin American Catholic countries were considerably lower than in other
industrial countries. Meanwhile, suicide rates in the former Soviet Union fell greatly in
the 1980s but then increased dramatically in the 1990s, and are now more than double the
rates found in countries in western Europe (Helliwell, 2003). In Sweden and Denmark
between 1980 and 2000, suicide rates fell by one-third and one-half, respectively
(Helliwell, 2003). These patterns are consistent with, although they cannot decisively
establish, the existence of substantial country-specific contextual effects on stress.

3. WITHIN-COUNTRY SPATIAL CONTEXTS
Within countries, spatial contexts at different levels (e.g., states, counties, communi-

ties/neighborhoods, and school, and work environments) may influence nutrient intakes
and levels of stress because of place-specific variations in exposures to risks and protec-
tive factors, such as social norms, cultural practices, institutions, and policies. In the
United States, geographic scales can be conceptualized, from largest to smallest, as
states, counties, municipalities and cities, census tracts, census tract blocks, and house-
holds. Figure 2 shows some of these spatial units, with communities and neighborhoods
being defined at the county, census tract, and census block-group level, and school and
work environments being physically located within these communities and neighbor-
hoods. Of note, an individual may reside in a neighborhood and work and/or go to school
in the same or a different neighborhood. Hence, an individual may be exposed to different
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physical and social contexts simultaneously. The temporal context also enters the picture
because all of these spatial contexts are dynamic and changing over time and because
these contexts and changes may produce effects at the same population and/or individual
level at future points in time (Fig. 2).

Multilevel studies that incorporate at least one of these higher spatial levels along with
individual-level measures have been conducted to separate the independent effects of
spatial context and of population composition on individual health behaviors and out-
comes. A “compositional” explanation for between-area differences would be that areas
contain different types of individuals and that the differences between these individuals
account for observed area-level differences. By contrast, a “contextual” explanation
would implicate features of the physical or social environment that produce an effect in
addition to or in interaction with individual characteristics (Macintyre & Ellaway, 2000).
Although most investigators in this field have raised issues such as unmeasured indi-
vidual characteristics, measurement error, and model misspecification as potential
sources of bias, contextual effects are viewed as likely real phenomena and not simply
statistical artifacts (Macintyre & Ellaway, 2000).

Fig. 2. Levels of spatial and temporal contexts and their potential influences on dietary intakes
and stress.
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3.1. States
A growing body of empirical evidence supports a relationship between higher income

inequality at the U.S. state level and higher all-cause and cause-specific mortality among
individuals (e.g., Kaplan, Pamuk, Lynch, Cohen, & Balfour, 1996; Kennedy, Kawachi,
& Prothrow-Stith, 1996). Additionally, the contextual effects of state-level income in-
equality may differ by population characteristics. One study observed that the significant
relationship between state-level income inequality and health was limited to the non
elderly (Daly, Duncan, Kaplan, & Lynch, 1998). In another study, high-income individu-
als reported better health status in states where income inequality was relatively high
rather than low (Subramanian, Kawachi, & Kennedy, 2001).

Stress resulting from social comparisons has been hypothesized to be a potential
mechanism that links income inequality to health outcomes (Kawachi, Levine, Miller,
Lasch, & Amick, 1994; Wilkinson, 1996). Support for the impact of feelings of relative
deprivation on stress, as hypothesized in high-income-inequality contexts, has emerged
from research by the anthropologist William Dressler. He coined the term “cultural
consonance in lifestyle,” referring to the degree to which individuals succeed in achiev-
ing the normative lifestyle as defined by their culture. Even after controlling for other
predictors of blood pressure, including age, gender, skin color, anthropometric measures,
and socioeconomic status, and psychosocial variables, Dressler found that closer ap-
proximations to cultural consonance were associated with more favorable levels of arte-
rial blood pressure, depressive symptoms, and globally perceived stress among
individuals (Dressler, 1996; Dressler, Balieiro, & Dos Santos, 1998, 1999).

Furthermore, subjective social status, a novel single-item measure of where individu-
als place themselves on the social hierarchy, has been associated with levels of stress. In
a sample of healthy white women in the United States, this measure was significantly and
inversely related to self-reported measures of chronic stress and was marginally associ-
ated with cortisol habituation, each after adjusting for measures of objective socioeco-
nomic status (education, household income, and occupation) (Adler, Epel, Castellazzo,
& Ickovies, 2000). In adolescents, subjective social status has further been found to be
significantly related to depressive symptoms along with the risk of overweight and obe-
sity (Goodman et al., 2001). These studies suggest that perceptions of relative position,
which are in part a product of social context, are linked to stress and potentially also to
dietary intakes.

Variations in nutrient and food intakes by US state can be observed in state-level data
from the Continuing Survey of Food Intakes by Individuals (CSFII) in 1994–96 (for
prevalences by state, see the interactive community nutrition map at http://
www.barc.usda.gov/bhnrc/cnrg/cnmapfr.htm). For instance, five states including Oregon,
Florida, and Iowa had a high prevalence (�45%) of their state populations that met the
dietary guideline for limiting saturated fat intakes to <10% of total calories. Meanwhile,
six states including Arkansas and Georgia were characterized by relatively low
prevalences (<35%) of meeting this guideline. For the dietary recommendation of at least
three daily servings of vegetables (US Department of Agriculture & US Department of
Health and Human Services, 2000), four states including Arkansas, Georgia, and Florida
were found to have relatively low prevalences (<45%) of meeting the recommendation,
while eight states including Michigan and Iowa had relatively high prevalences (�55%).
Although these variations in nutrient and food intakes would suggest the effects of state
contextual factors, population compositional factors and/or within-state contextual fac-
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tors may have contributed to these between-state discrepancies. Multilevel analytic ap-
proaches are therefore needed to truly specify the level of contextual explanations and
disentangle them from compositional ones.

3.2. Communities and Neighborhoods
Residential segregation by race/ethnicity, such as for black non-Hispanics and His-

panic populations, refers to the differentiation of these from other racial groups along
subunits of a residential area. The “sorting” of these groups into different neighborhood
contexts from whites (Acevedo-Garcia & Lochner, 2003) as a result of racial/ethnic
prejudice and/or population group preferences can lead to greater economic deprivation
and a greater likelihood of individual members living in a poor neighborhood (i.e., an
area-level context of low socioeconomic position). In turn, the availability of inexpen-
sive, low-fat, and nutritious food options has been shown to be lower in poor neighbor-
hoods (e.g., Morland, Wing, & Diez Roux, 2002a; Morland, Wing, Diez Roux, & Poole,
2002b; Sooman, Macintyre, & Anderson, 1993). Morland et al. (2002b) found signifi-
cantly more supermarkets in wealthier neighborhoods, and another study (Morland et al.,
2002a) determined that fruit and vegetable intakes were 32% and 11% higher for each
additional supermarket in the census tract for black and white Americans, respectively.
These associations were relatively unchanged after controlling for individual-level in-
come and education. Another multilevel analysis showed that low neighborhood socio-
economic status was associated with less favorable dietary intakes and patterns, although
the associations with different dietary intakes were often not statistically significant, and
individual-level income was a more consistent predictor of intakes (Diez Roux et al.,
1999). In addition, low-income neighborhoods may be characterized by higher crime
rates. Negative perceptions of the local environment, including levels of amenities and
crime, have been shown to be significantly associated with anxiety (Sooman & Macintyre,
1995). The targeting and saturation of low-income African-American and other minority
neighborhoods with fast food restaurants would also be anticipated to contribute to
poorer eating habits and higher fat consumption (LaPoint, 2003). In fact, eating calorie-
dense fast foods may serve a functional value for individuals under conditions of eco-
nomic and environmental stress, as empirical evidence has suggested for smoking
(Emmons, 2000; Romano, Bloom, & Syme, 1991). Furthermore, institutional and inter-
personal racial discrimination within segregated neighborhoods may have the effect of
chronically activating the hypothalamic–pituitary–adrenal (HPA) axis, thereby contrib-
uting to higher levels of allostatic load (a summary biological measure reflecting the
cumulative physiological burden on the body through attempts to adapt to life’s de-
mands) (McEwan & Stellar, 1993). Higher allostatic load scores have been linked to
higher risks of all-cause mortality and cardiovascular disease (Seeman, McEwan,
Rowe, & Singer, 2001).

Differences between urban and rural contexts may also influence dietary intakes. In
a multivariable logistic regression analysis based on the Kansas Behavioral Risk Factor
Surveillance System (1992–1995), Adrian and Wilkinson (2000) found that adult Kansan
men who resided in rural counties were nearly twice as likely to eat the recommended
number of fruits and vegetables than those residing in urban counties after controlling for
household income, health care coverage, and other socioeconomic variables at the county
level. In the same analysis, county median household income was significantly associ-
ated with higher fruit and vegetable consumption (Adrian & Wilkinson, 2000).
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Apart from physical resources and amenities as captured through area-level socioeco-
nomic measures, it has furthermore been hypothesized that social capital and social
cohesion play an important role in disease development and health promotion. Higher
levels of social cohesion have been defined as the presence of relatively lower levels of
social conflict and the presence of relatively strong social bonds (levels of interpersonal
trust and reciprocity, i.e., social capital) (Kawachi & Berkman, 2000). Several multilevel
analyses have found significant associations between social capital at the state level and
health outcomes, including age-adjusted mortality rates and levels of self-rated health
(Kawachi, Kennedy, & Glass, 1999; Kawachi, Kennedy, Lochner, & Prothrow-Stith,
1997; see Kawachi et al., 2004, for a more comprehensive review). In spite of the relative
consistency of the findings, a limitation of the majority of these studies has been their
cross-sectional design, which weakens the ability to demonstrate causal relationships.
Adding a longitudinal dimension (e.g., by prospectively following individuals within a
cohort) to future multilevel studies would potentially yield stronger evidence for the
effects of social capital on health.

Possible mechanisms by which social cohesion/capital may be linked to health include
influences on health-enhancing behaviors, the promotion of access to local services and
amenities, access to resources and material goods, and psychosocial processes, which
provide affective support and mutual respect (Kawachi & Berkman, 2000; Lin, 2001;
Wilkinson, 1996). Each of these mechanisms plausibly has an impact on dietary intakes
and stress levels. First, in the theory of diffusion of innovations, Rogers (1995) suggested
that innovative behaviors diffuse much faster in communities that are cohesive and high
in trust. Individuals within high-social-capital neighborhoods where healthy eating and
leisure activity behaviors are prevalent may thus be more likely to adopt such behaviors.
Informal social control may also exert influence over health behaviors (Sampson, 2003).
Second, in social cognitive theory (Bandura, 1991), the belief in collective agency is
linked to the efficacy of a group in meeting its needs. Thus, a neighborhood high in social
capital and trust would be expected to effectively work together in lobbying for local
services that may be relevant to levels of stress and dietary intake, such as adequate
numbers of green spaces and supermarkets. The availability of green spaces may be
associated with lower levels of stress (e.g., by offering places for exercise and leisure with
family members), although supporting empirical evidence is sparse to date. One survey
among county residents in North Carolina showed a positive association between neigh-
borhood access to trails and other public spaces and engagement in any leisure physical
activity (Huston, Evenson, Bors, & Gizlice, 2003). Third, the social resources theory
(Lin, 2001) proposes that access to and use of social resources can lead to improved
socioeconomic status. In turn, socioeconomic gains in individuals would be anticipated
to improve mental and physical health. Lastly, psychosocial processes including high
levels of social support and trust may moderate the deleterious effects of stress or may
have independent direct effects on mental and physical health (Stansfeld, 1999).

3.3. School Environments
Given the large proportion of time spent in school environments and the presence of

cafeterias and vending machines, schools represent potentially critical contexts during
childhood and adolescence for the formation of dietary habits. An example is the National
School Lunch Program in the United States, which subsidizes lunches for 28 million
children in 98,000 public and nonprofit private schools. The program has been criticized
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by some nutrition experts for offering lower quality foods to its participants, many of
whom come from low-income households with otherwise limited choices. Moreover, the
American Academy of Pediatrics Committee on School Health in the United States
(2004) recently published a policy statement recommending the reduced consumption
and advertising of soft drinks in schools due to their nutritional implications. Soft drinks
and fruit drinks are sold in school vending machines and at school events, with as much
as 56–85% of children in school drinking at least one soft drink daily and 20% of these
consuming four or more servings daily (Gleason & Suitor, 2001). With the high preva-
lence of soft drink consumption at schools, public health concerns have been raised
because soft drink consumption tends to displace milk consumption (an important source
of calcium and other nutrients at critical periods of peak bone mass formation in adoles-
cence) (Lytle, Seifert, Greenstein, & McGovern, 2000). There is also evidence that such
consumption may be displacing key nutrients within the subsidized school lunch program
(Johnson, Panely, & Wang, 1998). Sweetened drinks have further been associated with
overweight and obesity (Bellisle & Rolland-Cachera, 2001; Tordoff & Alleva, 1990),
which may in part be fueling the ongoing obesity epidemic.

“Pouring-rights” contracts offer large lump-sum payments to school districts in exchange
for exclusive sales of one company’s products at schools. Among the list of recommenda-
tions made by the Committee on School Health was that school districts should invite
public discussions prior to any decision to create soft drink contracts (American Acad-
emy of Pediatrics Committee on School Health, 2004). In this regard, social capital at the
local level could potentially play a pivotal role in ultimately influencing soft drink con-
sumption and thereby nutrient intakes at a young age. In theory, social capital could
influence the collective resistance to state-level taxes on foods that could have subse-
quent consumption effects. For instance, around 1993 Louisiana and Maryland repealed
their state soda and snack food taxes, respectively. For high school students surveyed
through the U.S. Youth Risk Behavior Survey in 1999, Louisiana had the third highest
prevalence of overweight among 33 surveyed states (Maryland was not one of the sur-
veyed states, and obesity prevalences were not determined through this survey) (Kann et
al., 2000). Among adults in 1998, these two states had the third and ninth highest
prevalences of obesity out of 45 surveyed states (Critser, 2003), and Maryland had the
fifth highest relative increase in the prevalence of adult obesity between 1991 and 1998
(Mokdad et al., 1999). Related to this impact of food taxes on consumption, results from
several school-based experimental studies are consistent with consumption effects of
food costs in the school environment (French et al., 2001; French et al., 1997).

3.4. Work Environments
The workplace context may play a significant role in determining levels of stress,

dietary behaviors, and medical disorders. Two classic theoretical models relating to the
psychosocial work environment have been established. One, the psychological demand-
decision latitude model (or job demand-control [JD-C] model), was formulated by the
sociologist Robert Karasek (1979) and consists of two dimensions: (a) qualitative emo-
tional and quantitative psychological demands and (b) decision latitude, referring to the
degree of control of an employee over decisions relating to work tasks. Based upon
conceptualized interactions between these two dimensions (each dichotomized as high
or low), four quadrants of combinations may be obtained for a worker (Fig. 3). In the
quadrant of high psychological demands and low decision latitude, job strain is said to
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occur. Job strain has been found to be an independent risk factor for the development of
coronary heart disease in both men and women (Hammar, Alfredsson, & Johnson, 1998;
Kuper & Marmot, 2003), although the findings from one study investigating job strain
and coronary heart disease in women were null (Lee, Colditz, Berkman, & Kawachi, 2002).

Under conditions of job strain, Karasek hypothesized that the sympathoadrenal system
is excessively activated while the body’s ability to repair tissues is diminished, ultimately
leading to illness (Karasek, 1979; Theorell, 2000). The elevated levels of catecholamines
found in bus drivers in inner-city areas, for example, may be a physiological sequela of
job strain (Evans & Carrere, 1991). More recently, this two-dimensional model has been
modified to include a third dimension of social support at work, with jobs of low demand,
low decision latitude, and low social support being expected to produce the highest level
of job strain (Siegrist, 2002). Furthermore, in the Whitehall II Study, a longitudinal study
of British civil servants, both women and men with low perceived control at work or at
home had increased risks of developing anxiety and depression and these risks varied
significantly by individual socioeconomic position (Griffin, Fuhrer, Stansfeld, & Mar-
mot, 2002).

A second model of the psychosocial work environment, developed by the sociologist
Johannes Siegrist (1996), is referred to as the effort-reward imbalance (ERI) model and
concerns the degree to which workers are rewarded for their efforts. When a high degree
of effort is not met with a high degree of reward, emotional stress and the risks of illnesses
are predicted to increase (Theorell, 2000). Rewards can be in the form of financial
compensation, self-esteem, and social control. Thus, in workplaces that allow for gener-
ous salaries, promotions, and appreciation in proportion to employees’ efforts, workers
are hypothesized to have lower levels of stress and better health status than similarly
skilled employees in workplaces lacking these characteristics (Theorell, 2000).

Fig. 3. Psychological demand–decision latitude model. (From Karasek, 1979).
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Meanwhile, there is growing evidence for the capacity of the work environment to
influence dietary intakes. For instance, in the WellWorks Study conducted in 24 worksites
in eastern and central Massachusetts, members of worksite pairs (matched on the basis
of the presence of a cafeteria, worksite size, type of smoking policy, company type,
distribution by sex, distribution of blue-collar and white-collar jobs, and response rate to
the baseline survey to assure comparability between worksite groups regarding these
factors) were randomized to intervention and control groups (Sorensen et al., 1998). The
intervention consisted of three key elements to promote healthy dietary changes and
smoking cessation: joint worker–management participation in program planning and
implementation, consultation with management on worksite environmental changes, and
health education programs.

On average, workers in the intervention sites reduced their fat consumption signifi-
cantly more (by 0.8 percentage points) than did workers in the control worksites. For fiber
consumption, a statistically significant interaction between job category and intervention
was observed, whereby changes in fiber intake were similar between the intervention and
control groups for office workers and for professionals and managers, whereas fiber
consumption among skilled and unskilled laborers in the intervention group increased 7
percentage points more than for similar workers in the control group (Sorensen et al.,
1998). Workers in the intervention sites also increased their daily consumption of fruits
and vegetables significantly more than did workers in the control sites. Overall, while the
changes in the levels of behavioral risk factors among blue-collar workers ranged from
2% for fat consumption to 7% for fiber consumption, on a populationwide scale such
changes could have substantial impacts on the prevention of cancer-related and coronary
heart disease outcomes (Sorensen et al., 1998). Several other randomized worksite inter-
vention studies to promote healthier eating have shown similarly favorable and signifi-
cant results (Emmons, Linnan, Shadel, Marcus, & Abrams, 1999; Sorensen et al., 1999),
whereas one study did not observe significant differences between treatment and control
worksite groups (Sorensen et al., 2002).

4. TEMPORAL CONTEXTS AND THE LIFE COURSE

Changes over time, both at the population level (e.g., changes in political, economic,
and socio-cultural factors) and at the individual level (e.g., stressful life events, early life
exposures), across one’s life course are also critical when considering the effects of
context on nutrient intake and stress. These changes are important because they have the
capacity to explain marked changes in the incidence of disease for populations and/or in
the risks of disease for individuals over time.

At the population level, the mass preparation of food has been identified as a particu-
larly strong driving force for the marked increase in calories consumed in recent decades
internationally and the emergence of the obesity epidemic (Cutler, Glaeser, & Shapiro,
2003). Since 1970, technological innovations including vacuum-packing, better preser-
vation, deep-freezing, and microwave ovens, have allowed food manufacturers to cook
food centrally and to get it to consumers more efficiently for consumption in the home
and in fast food restaurants. This transition from individual to mass preparation led to
increases in the quantity and variety of foods consumed. In the United States, other
important changes in the food industry (which has evolved from small farms to large
corporations over the course of the 20th century) have altered dietary intakes. Nestle
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(2003) identified a number of different marketing imperatives of the food industry
designed to encourage Americans to consume more for profit maximization. These
include taste (“make foods sweet, fat, and salty”), cost (“add value but keep costs low”),
convenience (“make eating fast”), confusion (“keep the public puzzled”), advertising
(with food and food service companies spending more than $11 billion annually on direct
media advertising, nearly 70% of which is for convenience foods, candy and snacks,
alcoholic beverages, soft drinks, and desserts, and only 2.2% of which is for fruits,
vegetables, grains, and beans), introducing new products, and serving larger portions
(“supersizing”) (Nestle, 2003). With the conglomeration of food corporations and their
move towards increasingly greater economic efficiency, specialization, and food manu-
facturing in recent years, each of these marketing imperatives is considered to have
become stronger (Nestle, 2003).

The surge over the last century in the proportion of the US workforce made up by
women (30% in 1952, nearly 50% by 1999) has created time pressures conducive to
families eating out, along with a greater individual susceptibility to food industry wants.
Food advertising on television has been increasingly targeted to children, particularly for
inexpensive, fat- and sugar-loaded processed foods. Between 1992 and 2000, spending
on marketing to children by food corporations in the United States nearly doubled (Center
for Media Education, 2003). Such advertising has implications for health outcomes over
the life course into adulthood through lifelong dietary habits (including brand loyalties)
and possible biological setpoints established in early life. Contextual factors (e.g., resi-
dence in a low-income neighborhood) could have further health implications for the
offspring of individuals through the mediating factors of nutrition and experiences of
stress/affective states in mothers during fetal critical periods, whereby exposures during
critical periods of fetal development could have latent effects on health and disease that
only become apparent later in life (Barker, 1992; Ben-Shlomo & Kuh, 2002).

Epidemiologic studies following the terrorist attacks on September 11, 2001, in New
York City provide evidence for the potential simultaneous health impacts of spatial and
temporal context at the population and individual levels. For example, among adult
survey respondents living in the immediate vicinity of the World Trade Center, the
prevalences of post-traumatic stress disorder and of depression 5–8 wk after the attacks
were substantially higher than for respondents living further away in Manhattan, even
after adjusting for other significant predictors including an individual’s sociodemographic
characteristics (Galea et al., 2002). These findings serve to illustrate the significant health
impact of an event that occurred within a specific spatial and temporal context.

5. CONCLUSIONS

Drawing on prior conceptual and empirical work, this chapter has highlighted the
potential influences of different spatial and temporal contexts on dietary intakes and
stress. Several theories are particularly relevant in discussing the mechanisms by which
contextual factors such as income inequality, social capital, and the psychosocial work
environment may produce health behaviors and health effects in individuals. At the
country level, and to a greater degree within countries as at the levels of states, commu-
nities and neighborhoods, and school and work environments, empirical evidence for the
presence of contextual effects is accumulating. The evidence suggests that area-level fac-
tors account at least in part for variations in dietary behaviors, stress, and health outcomes.
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Nevertheless, the validity of making causal inferences from studies should be tem-
pered with these studies’ methodological limitations. Multilevel statistical models are
needed to truly distinguish contextual effects from compositional ones. In addition, the
combination of multilevel with longitudinal study designs in future studies would lend
stronger credence to causal relationships. Contextual effects may also vary by population
subgroups (e.g., as defined by race/ethnicity, socioeconomic position) and should be
explored in future studies through the testing of cross-level interactions (i.e., interactions
between contextual and individual-level factors). A further limitation in the empirical
work to date is the lack of consideration of multiple contextual factors simultaneously,
be they economic, cultural, political, or institutional factors (O’Campo, 2003). Such
consideration would not only reduce potential bias in the contextual effect of interest, but
would also facilitate a better understanding of the mechanisms involved. Finally, in
relation to the latter, qualitative work such as ethnographic approaches would serve as a
useful adjunct to quantitative methods by yielding insights and observations that may
“elude statistical measurement” (Kawachi & Berkman, 2003).

By addressing these limitations, future investigations may help to more validly esti-
mate the effects of specific spatial and temporal contexts on nutrition and stress in indi-
viduals, and thereby help to identify more fundamental or root causes of disease (Link
& Phelan, 1995). In so doing, subsequent public health interventions and policies may be
developed that should more effectively improve dietary intakes and levels of stress.
Ultimately, by specifying, identifying, and intervening in relevant contextual influences
of dietary intakes and stress, greater gains in the levels of population and individual health
may be achieved.
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12 Nutrition and Stress
and the Developing Fetus

Rinat Armony-Sivan and Arthur I. Eidelman

KEY POINTS

• Prenatal maternal nutrition and maternal stress have a major impact on the growth and
development of the fetus.

• Specific macro- and micronutrient deficits impact on the normal growth and develop-
ment of the fetus.

• Prenatal maternal nutrition and maternal stress have an impact on intrauterine growth and
development, postnatal infant medical outcome, infant and child neurobehavioral and
cognitive development, and programs for adult cardiac, metabolic and mental health
function.

• The effect of prenatal maternal nutrition and maternal stress on the fetus may be explained,
to a degree, by common underlying mechanisms.

• Disturbances in both the adult and fetal hypothalamic–pituitary–adrenal axis result from
maternal nutritional deficits and stress.

1. INTRODUCTION

The most dramatic events in the growth and development of an infant occur before
birth and result from the dynamic interplay of the fetus’s genetic potential and appropriate
environmental stimuli, a process termed epigenetics (Kelly & Trasler, 2004). While this
process may be viewed as a progressive unfolding and continuum, it now recognized that
fetal life is characterized by “critical” or “sensitive” periods wherein exposure to specific
environmental stimuli is required for the normal sequence of development of both ana-
tomical structures and their subsequent functioning. Thus, the previously held concept
that the fetus is safe from the vagaries of the maternal state and is functionally the
equivalent of an obligatory parasite is no longer tenable. In particular, it is clear that the
nutritional state of the mother, both quantitatively and qualitatively, has a major effect
on fetal growth and development. This is best exemplified by the now understood role of
folic acid in the development of the neural tube. Mothers who delivered infants with
defects such as anencephaly and spina bifida were noted to have lower serum levels of
folic acid. Conversely, women who took supplementary folic acid at the time of concep-
tion through the first trimester were substantially less likely, as compared to women who
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did not take folic acid, to deliver a fetus with neural tube defects. The protective advan-
tage of supplementary folic acid was even more dramatic in those mothers who had
already delivered an infant with a neural tube defect. Such results clearly confirm the
critical importance of timing and the interplay with genetic predisposition when discuss-
ing nutritional factors as related to development (American Academy of Pediatrics Com-
mittee on Genetics, 1999; Czeizel & Dudas, 1992).

No less important are the recent observations that the environment of the developing
fetus during these sensitive periods of development may also “program” for ultimate
function, way beyond infancy. The concept that in utero environmental factors act early
in fetal life and can permanently imprint physiological systems is known as prenatal
programming. The concern is that if at critical windows of time during intrauterine
existence there is an absence of the proper stimulus or the presence of an adverse stimulus,
individual tissues and/or whole organ systems can be inappropriately programmed with
deleterious consequences for later life.

The biological purpose of early life programming is not known. The present under-
standing is that the prenatal plasticity of the physiological systems allows for the organ-
ism to tolerate a less than ideal intrauterine environment wherein suboptimal maternal
nutrition, stress, and/or disease exists. This is accomplished by altering the setpoint of the
organ systems and/or its tissue functions. Resetting, perhaps better termed downregulating,
various biochemical or physiological processes in turn increases the offspring’s chance for
survival under these adverse conditions. However, this survival advantage is at the price
of a subsequent postnatal functional disadvantage in the now more optimal extrauterine
environment (Lucas, 1998; Singhal, Wells, Cole, Fewtrell, & Lucas, 2003).

Human epidemiological and experimental animal studies have tested the nutritional
programming hypothesis, and the consensus is that humans, like other species, have
sensitive periods for nutrition in relation to later outcomes (Lucas, 1998). For example,
impaired intrauterine growth caused by maternal suboptimal nutrition or placental insuf-
ficiency has been found to be associated with an increase incidence of cardiovascular and
endocrine disease in adulthood (Barker, 1998). The fetal programming hypothesis has
been tested experimentally in a number of species using a variety of techniques to impair
fetal growth. The range and types of reported postnatal physiological disorders in these
experimental animal models were similar to those seen in human populations. Several
structural and functional mechanisms underlying these associations have been suggested,
such as disproportionately large reductions in the growth of some fetal organs and tissues,
impaired cellular development, or deficiency of and/or impaired hormonal regulation
(Barker, 1998; Fowden & Forhead, 2004). Of particular interest are the experimental
studies of intrauterine growth retardation (IUGR) that have demonstrated a reduction in
cerebral cellularity and dendritic branching, particularly in the hippocampus and dentate
gyrus (Mallard, Rees, Stringer, Cock, & Harding, 1998; Rees & Harding, 1988).

One of the most interesting findings of these animal models of induced IUGR is an
altered functioning of the adult and fetal hypothalamic–pituitary–adrenal (HPA) axis
(Economides, Nicolaides, & Campbell, 1991; Goland et al., 1993). Normally this axis
mediates the release of glucocorticoids in response to diurnal cues and stress. Glucocor-
ticoids, in turn, regulate their own secretion by negative feedback to the hypothalamus
and the pituitary, inhibiting the synthesis and/or release of corticotropin-releasing hor-
mone (CRH), arginine, vasopressin, and adrenocorticotropic hormone (ACTH), thus
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modulating the stress response. Further control of HPA activity takes place at extrahy-
pothalamic sites, notably the hippocampus and the amygdala (Fowden & Forhead, 2004).
This apparent programming of the HPA axis by events in fetal life in experimental models
raises the question as to what degree there is a link in humans between the fetal experience
and later neurobehavioral development, including cognitive, motor, and emotional out-
comes.

Fetal nutrition and stress, two fundamental environmental factors of early life, have
been studied separately in relation to adult health. This chapter focuses on the degree to
which these factors can affect growth and development in the broadest sense. In particu-
lar, the possible interrelationship of these factors during the fetal period and the long-term
implications of an altered intrauterine environment are emphasized. Conceptually, the
effects of prenatal maternal nutritional and psychosocial status on short- and long-term
development can be categorized using five different parameters (Table 1). Although each
of these parameters can be addressed as an independent outcome variable, it is clear that
there is a complex interrelationship between them, and this chapter presents a unifying
hypothesis that underlies this presumed relationship.

2. MATERNAL NUTRITION

It has long been recognized that both quantitative and specific qualitative maternal
nutritional factors have a vital role in guaranteeing normal fetal growth as well as the
structural and functional development of particular tissues and organ systems. The
nutritional requirements of the pregnant woman can be divided into (a) macronutrients:
protein (including specific essential amino acids such as carnitine and taurine), fat (in-
cluding specific essential fatty acids such as linolenic and linoleic acid), and carbohy-
drates, and (b) the mineral and vitamin micronutrients. The actual increase in major
macro- and micronutrient requirements during pregnancy as compared to the prepregnancy
state are summarized in Table 2 (Eidelman, 2001). In general, macronutrients provide for
the fetus’s basic energy needs, maintenance, and growth, whereas specific micronutri-
ents are essential for the molecular and cellular development in a range of fetal organs
(Table 3) (Ashworth & Antipatis, 2001). Thus, it is clear that the fetus is critically
dependent on the basic nutritional status of the pregnant mother for normal growth and
development.

3. MATERNAL NUTRITION AND FETAL GROWTH

The first trimester and the major part of the second trimester of the pregnancy reflect
the phase of cellular hyperplasia and hypertrophy, whereas the third trimester is primarily

Table 1
Maternal Prenatal Status and Short- and Long-Term Outcomes

Fetal growth
Fetal development
Postnatal medical outcome
Infant and child neurobehavioral and cognitive outcome
Child and adult mental health outcome
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Table 2
Increased Maternal Nutritional Requirements During Pregnancy

Element Additional daily requirement

Calories (kcal) 300
Protein (g) 15
Calcium (mg) 250
Iron (mg) 30
Zinc (mg) 15–25
Copper (mg) 2
Folate (µg) 400

Source: Adapted from Eidelman, 2001.

Table 3
Micronutrients That Play a Role in the Normal Development of Function
of Fetal and Neonatal Organs

Organ Mineral Vitamin

Liver Fe, Se, Cu, Zn, Cd A, B12, choline, folic acid
Heart Cu, Zn A, D
Kidney Fe, Cd, Zn, Pb A
Brain Fe, Cu, Zn, I A, B6, B12, folic acid, biotin
Lung Cu, Zn, Cd A
Bone Ca, Mg D, E, C

Source: Adapted from Ashworth & Antipatis, 2001.

one of fetal growth that reflects cellular hypertrophy. Thus, if the mother does not provide
adequate macronutrient substrate to the fetus during the first and second trimesters of
gestation, there is a uniform decrease in the number of cells and cell size, leading to
symmetrical IUGR. Inadequate nutrition in the third trimester, especially in the last 2 mo
of the pregnancy, will lead to a nonuniform decrease in cell size and a minimal decrease
in cell number. This process leads to a clinical entity called asymmetrical intrauterine
growth retardation with relative brain sparing (Eidelman, 2001), a situation classically
noted in toxemia of pregnancy. Most likely, the pathophysiology of this condition is a
disruption in placental perfusion that interferes with the transfer of nutrients even in an
otherwise well-nourished mother. It should be emphasized, though, that when severe
maternal vascular disturbances occur that result in placental trophoblast and hormonal
dysfunction occur early in gestation, growth restriction may be associated with abnormal
brain growth, symmetrical IUGR, and even microcephaly. This has been confirmed by
Tolsa et al. (2004), who studied such IUGR preterm infants with magnetic resonance
imaging (MRI) brain scans and noted decreased brain volume and cerebral cortical gray
matter.

From a human population point of view, two historical disasters, the siege of Leningrad
(1941–1944) (Antonov, 1947) and the Dutch winter famine (1944–1945) (Stein, Susser,
Saengler, & Marolla, 1975), provided a unique opportunity to study the effect of severe/
extreme maternal malnutrition in a previously and presumably otherwise healthy popu-
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lation. The Leningrad study noted that the greatest effect on birthweight (i.e., a reduction
of 600 g) occurred when mothers conceived while in a malnourished state and continued
to be malnourished throughout the pregnancy. If the mothers were malnourished only
during the first trimester, there was an increase in the spontaneous abortion rate, but
subsequent birthweight was minimally affected. Malnutrition in the second trimester,
providing that nutrition was adequate in the third trimester had essentially no effect on
growth. Third-trimester malnutrition, such as occurred in the Amsterdam population,
resulted in average birthweight reduction of 300 g.

The results of other observational studies of human mothers with poor nutrition in
populations from developing and developed societies have varied. In general, mothers in
developing countries suffer from a degree of chronic malnutrition and have lower precon-
ception birthweight (Ceesay et al., 1997). This itself leads to lower infant birthweight.
When coupled with a pattern of high-energy expenditure, typical of the chronically
malnourished woman in undeveloped countries, birthweight is on average 300–400 g
less, and the incidence of low birthweight is nearly twice that of infants born to well-
nourished women from developed countries. To what degree the malnourished woman
in developing countries is also subject to increased caloric expenditure and stressful
situations is difficult to assess, let alone quantitate. In contrast, observational studies in
populations from developed countries have resulted in inconsistent findings at best and,
essentially, have not documented any gross correlation between maternal nutritional
state per se and birthweight (Matthews, Yudkin, & Neil, 1999).

Of interest is the observation that low maternal levels of the noncaloric micronutrients,
such as iron (Felt & Lozoff, 1996), zinc (Scholl, Hediger, Schall, Fischer, & Khoo, 1993),
and folic acid (Scholl, Hediger, Schall, Khoo, & Fischer, 1996), have also been correlated
with growth restriction of the fetus. Furthermore, deficiencies in fetal levels of long-chain
polyunsaturated fatty acids (LCPUFAs), especially docosahexaenoic acid (DHA) and
arachadonic acid (AA), have been noted in intrauterine growth-restricted fetuses (Cetin
et al., 2002)

4. MATERNAL NUTRITION AND FETAL DEVELOPMENT

In addition to the global effects of prenatal nutrition on fetal growth and survival,
prenatal nutrition is associated with structural and/or functional impairments of fetal
organs and tissues, such as thymus, liver, spleen, kidney, and thyroid, in addition to the
effect on the central nervous system. Impaired fetal development is related to exposure
of the pregnant mother to a low-protein diet or micronutrient deficiencies (Fowden &
Forhead, 2004; Langley-Evans, Langley-Evans, & Marchand, 2003; Osada et al., 2002;).
It is important to note that the vulnerability of different organs to suboptimal nutritional
status is also determined by the sensitive periods of development (Rhind, Rae, & Brooks,
2001, 2003). For instance, the period when the kidney and brain are most vulnerable is
very early in development, when both organs are in an extremely primitive state of
development (Wintour et al., 2003).

Increasing concern has been expressed regarding the adequacy of maternal dietary
levels of DHA, an ω-3 LCPUFA. DHA is the primary structural fatty acid of neural tissue,
and the brain level of DHA correlates with neurodevelopment outcome and visual func-
tion (Koletzko et al., 2001). In the third trimester the DHA content of the cerebral cortex
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increases fivefold and is dependant on the preferential placental transfer of DHA from the
mother to the fetus. The fetus, in contrast to the term infant, cannot synthesize DHA from
the normal dietary essential fatty acid precursor (α-linolenic acid) and thus is totally
dependant on the maternal DHA level. A recent study, which noted that infants whose
mothers supplemented their diet with DHA-rich cod liver oil from the 18th week of
gestation to 3 mo had improved cognitive function at 4 yr, further supports the conclusion
regarding the effect of perinatal nutrition on long-term neurodevelopmental outcome
(Helland, Smith, Saarem, Saugstad, & Drevon, 2003).

Other micronutrient deficiencies during fetal life are known to affect relative organ
growth and can have profound and sometimes persistent effects on the molecular, cellu-
lar, immunological, and morphological development of a range of fetal tissues, including
the nervous system. In addition to folic acid, the minerals zinc, iron, and copper and the
antioxidant vitamins A and E are of particular importance (Osada et al., 2002). The benefi-
cial effects of folic acid are not confined to events in early pregnancy and the prevention
of neural tube defects. Low concentrations of folic acid throughout gestation impair
cellular growth and replication. Zinc deficiency is teratogenic in all species examined
(Golub, Takeuchi, Keen, Hendrickx, & Gershwin, 1996; Rogers, Keen, & Hurley, 1985).
Experimental animal studies have shown that maternal vitamin A deficiency during
pregnancy is associated with inappropriate growth and functioning of fetal lung, kidney,
heart, and liver. In addition, dysfunction of the developing nervous system was affected
by suboptimal maternal vitamin A status (Ashworth & Antipatis, 2001). Maternal iron
deficiency during pregnancy was found to be associated with larger hearts and smaller
kidneys and spleens (Gambling et al., 2003). Other animal model studies have demon-
strated a direct effect of iron deficiency during pregnancy on the developing central
nervous system. In such models decreases in brain iron content have been associated with
electrophysiological alterations, impaired dopaminergic function, decreased cytochrome
c oxidase activity, abnormal dendritic morphology, and impaired myelin production
(Connor & Menzies, 1996; deUngria et al., 2000; Jorgenson, Wobken, & Georgieff,
2003; Rao, Tkac, Townsend, Gruetter, & Georgieff, 2003; Yehuda & Youdim, 1989; Yu,
Steinkirchner, Rao, & Larkin, 1986).

5. MATERNAL NUTRITION AND LONG-TERM MEDICAL OUTCOMES

A large body of epidemiological studies in diverse human populations has shown that
suboptimal maternal nutrition is associated with an increased incidence of cardiovascu-
lar, metabolic, and other diseases in later life. This programming occurs across the normal
range of birthweights and has the worst prognosis at the extreme ends of the birthweight
spectrum. Low birthweight has been linked to hypertension, ischemic heart disease,
glucose intolerance, insulin resistance, type II diabetes, hyperlipidemia, hypercortisolemia,
obesity, obstructive pulmonary disease, renal failure, and reproductive disorders in the
adult. Nutritional programming has been described in populations of different age, sex,
and ethnic origin and occurs independently of the adult level of obesity or exercise (Barker,
1998; Rhind et al., 2001). Evidence in several animal species for programming has been
demonstrated by studies in which prenatal macro- or micronutrient manipulation leads
to postnatal hypertension, glucose intolerance, insulin insensitivity, and alterations in the
functioning of the adult HPA axis (Bloomfield et al. 2003; Gambling et al., 2003; Lan-
gley-Evans, 2001; Woodall, Breier, Johnston, & Gluckman, 1996; Woodall, Johnston,
Breier, & Gluckman, 1996).
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A recent study by Roseboom et al. (2001) of the Dutch famine cohort reported that
there is a correlation between an increased risk of adult-onset disease with the gestational
age at the time of famine exposure. It was shown that individuals who had been exposed
to famine in late or mid-gestation had reduced glucose tolerance, whereas individuals
who were exposed to famine in early gestation had a more atherogenic lipid profile.
Animal studies have also shown that timing during pregnancy is an important determi-
nant of the pattern of fetal growth and of specific postnatal outcomes. For example, in rats,
caloric restriction during pregnancy leads to hypertension in the adult when it occurs
throughout gestation, but not when it is confined solely to the second half of pregnancy
(Holemans et al., 1999).

Recently, a number of studies have reported that rapid growth velocity after birth, and
not birthweight per se, is strongly associated with risk for adult conditions such as type
II diabetes and cardiovascular disease (Adair & Cole, 2003; Singhal et al., 2003). These
data suggest that birthweight, representing the end product of intrauterine growth, is not
sufficient in of its self to increase the risk for adult disease. The risk for adult disease
increases when intrauterine growth restriction is associated with an increased rate of
weight gain after birth. In an attempt to provide a conceptual and mechanistic framework
to explain these findings, the thrifty phenotype hypothesis was proposed by Hales and
Barker (1992). The term “thrifty” was derived from an earlier hypothesis, the thrifty
genotype hypothesis of Neel (1962), who proposed that a natural evolutionary selection
process operated during thousands of years of poor and intermittent nutrition and selected
for genes that conferred a thrifty metabolic state that would aid survival in such adverse
conditions. Diabetes, for example, occurs only when the availability of nutrients became
excessive in relation to energy expenditure, leading to obesity. When fetal nutrition is
poor, an adaptive response develops so as to optimize the growth of certain organs, such
as the brain, to the detriment of other organs, such as those of the viscera. According to
this hypothesis, these adaptations serve to improve the chances of fetal survival and also
lead to an altered postnatal metabolism, which serves the purpose of enhancing postnatal
survival under conditions of intermittent and poor nutrition. It is proposed that these
adaptations only become detrimental when nutrition is overabundant and obesity results.
Despite the fact that low birthweight is common in many populations worldwide, in those
countries where adult low-calorie, high-energy-expenditure lifestyles are maintained
there is a very low prevalence of diabetes. If such individuals are exposed postnatally to
a calorie-rich diet coupled with a relatively sedentary lifestyle, their downregulated
systems cannot adjust to an excessive nutritional load and an increase in the risk for
diabetes ensues (Hales & Barker, 2001). In vivo and in vitro animal studies of protein-
restricted pregnancies have provided findings showing remarkable parallels with the
human conditions including permanent changes in the expression of regulatory proteins
(Desai et al., 1997; Ozanne et al., 2003; Petry, Dorling, Pawlak, Ozanne, & Hales, 2001)

6. MATERNAL NUTRITION AND LATER NEUROCOGNITIVE FUNCTION

Considerable effort has been invested in testing the hypothesis, supported by animal
studies, that suboptimal prenatal nutrition at a vulnerable stage in brain development has
permanent effects on cognitive function. Epidemiological studies, mostly conducted in
developing countries, found associations between malnutrition and reduced cognitive
performance. However, these findings might not be causal, considering potential con-
founders such as poverty, poor social circumstances, and lack of stimulation, all of which
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might explain the adverse outcomes (Lucas, 1998). Similarly, while repeated studies
have noted the correlation of IUGR with poor neurovedelopmental function (Hutton,
Pharoah, Cooke, & Stevenson, 1997; McCarton, Wallace, Divon, & Vaughan, 1996; van
Beek, Hopkins, Hoeksma, & Samsom, 1994), attributing such outcomes to nutrition per
se is confounded by variables such as prematurity, multiple gestation, poor placental
function, and/or underlying systemic maternal disease.

There is a growing body of research on the association between prenatal deficiency of
specific micronutrients, such as iron (Armony-Sivan, Eidelman, Lanir, Sredni, & Yehuda,
2004; Siddappa et al., 2004; Tamura et al., 2002) and zinc (Black, 2003), with short- and/
or long-term neurobehavioral outcomes. For example, Tamura et al. (2002) reported that
cord serum ferritin concentrations in term human newborn infants correlated with ulti-
mate cognitive function at 5 yr of age. Siddappa and colleagues (2004) reported that term
and near-term infants of diabetic mothers who were born with low cord ferritin concen-
trations had altered auditory recognition memory in the immediate neonatal period and
significantly lower psychomotor development score at 1 yr. Although such correlations
do not confirm the causal relationship, given the multiple confounders in such study
populations (as noted by Beard & Connor, 2003, and Fleming, 2002), these data suggest
that the developing brain might be vulnerable to prenatal iron deficiency. The recently
reported DHA supplemental study supports the conclusion that specific nutrients and
timing of exposure are critical to normal neurodevelopmental outcome (Helland, Smith,
Saarem, Saugstad, & Drevon, 2003).

7. MATERNAL NUTRITION AND LATER PSYCHOPATHOLOGY

Susser et al. (1996) addressed the hypothesis that prenatal malnutrition may be a risk
factor for schizophrenia by studying children born after the Dutch famine of 1944–1945.
They reported that severe food deprivation during the first trimester was correlated to a
substantial increase in hospitalization for schizophrenia. In an experimental rat study,
prenatal protein deprivation induced changes in prepulse inhibition and striatal N-
methyl-D-aspartate (NMDA) receptor binding, neurodevelopmental changes associated
with schizophrenia in humans (Palmer, Printz, Butler, Dulawa, & Printz, 2004). Because
micronutrients such as zinc, essential fatty acids, and vitamin E serve as crucial cofactors
in brain development, it has been suggested that prenatal micronutrient deficiencies may
be involved in later mental and developmental disorders, such as schizophrenia,
Parkinson’s disease, epilepsy, and autism (Johnson, 2001). Koenig, Kirkpatrick, & Lee
(2002) proposed that nutritional deprivation is just one of many types of stress that may
occur during gestation and that the negative impact on the fetus occurs through the final
common pathway of hypercortisolinemia. In particular, they suggested that such prenatal
hyperglucocorticoid exposure increases the risk for the development of schizophrenia.

8. GLUCOCORTICOIDS, PRENATAL STRESS, AND PROGRAMMING

For most of gestation, fetal glucocorticoid levels are low and reflect maternal endog-
enous production and placental transfer. This transplacental concentration gradient is
regulated, in part, by placental enzyme (11βHSD2), which converts active glucocorti-
coids from the mother to their inactive metabolites. This enzyme is, therefore, a key factor
in limiting fetal exposure to maternal glucocorticoids. Fetal excess exposure to glucocor-
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ticoid may occur under various conditions, such as decreased placental 11βHSD2 activ-
ity, increased maternal cortisol levels, such as when the mother is subjected to a variety
of stresses, or when there is increased cortisol secretion by the fetal adrenal itself. Such
increased fetal cortisol levels have been documented in IUGR infants (Economides et al.,
1991; Goland et al., 1993)

The potential effects of high levels of glucocorticoids on fetal growth and development
have been examined in several animal models by treating the pregnant dams with syn-
thetic glucocorticoids or by inducing stress responses in the dams with excessive light or
noise. Such stress situations induce elevation of maternal cortisol levels and in turn
increase fetal cortisol levels. Fetal overexposure to steroids has been found to be related
to decreased fetal growth in both animal and human studies (Bloom, Sheffield, McIntire,
& Leveno, 2001; Cleasby, Kelly, Walker, & Seckl, 2003; O’Regan, Kenyon, Seckl, &
Holmes, et al., 2004). Moreover, glucocorticoids have major effects on the differentiation
of a wide range of tissues, including lungs, liver, kidney, muscle, fat, and gut (see Fowden
& Forhead, 1998). Thus, it is not surprising that excess exposure to glucocorticoids
permanently programs cardiovascular and metabolic physiology in adult offspring
(O’Regan et al., 2004).

There are several pathways by which excess exposure to glucocorticoids affects long-
term health. Glucocorticoids stimulate morphological and functional changes in the
tissues and activate many biochemical processes that have little or no function in utero
but that are essential for survival postnatally (Fowden & Forhead, 1998). At a cellular
level, glucocorticoid exposure in utero alters receptors, enzymes, ion channels, and
transporters in a wide range of different cell types. They also change the expression of
various growth factors, cytoarchitectural proteins, binding proteins, and components of
the intracellular signaling pathways (Antonow-Schlorke, Schwab, & Nathanielsz, 2003;
Breed, Margraf, Alcorn, & Mendelson, 1997; Chinoy et al., 1998; Hai, Sadowska,
Francois, & Stonestreet, 2002). At the molecular level, glucocorticoids affect a number
of different processes, which include impact on transcription, mRNA stability, transla-
tion, and/or posttranslation processing of the protein product. Several genes are known
to be regulated by glucocorticoids (Li, Saunders, Fowden, Dauncey, & Gilmour, 1998).

The pioneering work of Liggins and Howie (1972) led to the widespread use of ma-
ternally administered synthetic glucocorticoids (betamethasone) to stimulate the fetal
lung to synthesize surface-active lung phospholipids (surfactant). This acceleration of
the maturation of the lungs significantly reduces both the incidence and the severity of
the respiratory distress syndrome in preterm infants and thus has improved survival rates
dramatically in the <1500-g infant (for a review, see Kay, Bird, Coe, & Dudley, 2000).
As a result, since the 1994 National Institutes of Health Consensus Development Con-
ference it has been recommended that prenatal steroid treatment be offered to all women
at risk of preterm delivery between 24 and 34 wk of gestation. However, increasing
concern has been voiced as to the trade-off between lung maturation and the adverse
effect on growth (birthweight), lung size, and, most importantly, brain (Walfisch, Hallak,
& Mazor, 2001) when such routine antenatal steroid treatment is used.

Beyond the concern that steroid-induced lung maturation arrests growth is the concern
about its effect on the HPA axis, which is central to the normal integration of the endo-
crine and behavioral response to stress. A number of animal studies have shown that
excessive glucocorticoids in utero result in programming the HPA regulation in adult
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offspring. Excessive prenatal glucocorticoid exposure leads to a decrease in type I and
type II glucocorticoid receptors in the hippocampus (Koehl et al., 1999) and a diminished
ability to modulate subsequent stress-induced glucocorticoid secretion. Within the devel-
oping brain, the limbic system (primarily the hippocampus) is particularly sensitive to
endogenous and exogenous glucocorticoids, which may have implications for behavior
(Banjanin, Kapoor, & Matthews, 2004; Welberg, Seckl, & Holmes, 2001). Indeed, sev-
eral studies have shown that prenatal stress induces a phase advance in the circadian
rhythm of locomotor activity and an increase in the paradoxical sleep in adult rats (Koehl,
Barbazanges, Le Moal, & Maccari, 1997; Koehl et al., 1999). A recent study by Canlon
et al. (2003) found that prenatal exposure to excessive glucocorticoids increases the
susceptibility of the inner ear to acoustic noise trauma in adult life.

Relatively few studies have addressed the effects of prenatal stress on cognitive func-
tion. Studies in rats have shown that both acute and repeated maternal stress reduces
learning by adult offspring in an operant discrimination task and alters their behavior in
water maze (Weller, Glaubman, Yehuda, Caspy, & Ben-Uria, 1988). Lemaire, Koehl, Le
Moal, and Abrous (2000) studied prenatally stressed rats and noted decreased
neurogenesis in the hippocampal region and subsequent disturbances in their capacity for
spatial memory. In a series of studies in pregnant rhesus monkeys exposed to repeated
periods of loud noise, it was shown that such animals bear offspring with reduced atten-
tion span and neuromotor capabilities. Under conditions of challenge, prenatally stressed
monkeys showed more disturbance behaviors and reduced exploration (Schneider,
Moore, & Kraemer, 2004; Schneider, Moore, Kraemer, Roberts, & DeJesus, 2002). In
general, the prenatal stress that occurs early in pregnancy is associated with programming
of the central nervous system. More specifically, such early prenatal stress is related to
hippocampal damage and impaired hippocampal-related behaviors, such as working
memory. Tolsa et al. (2004) reported that IUGR infants suffered from increased disor-
ganization of their autonomic state and attention interaction with their surroundings
(Tolsa et al., 2004). It is important to note that although most studies have reported a
significant relationship between prenatal stress and behavioral impairments there are
reports of no effect or even beneficial ones. For example, Fujioka and colleagues showed
that mild stress has been observed to benefit later learning in rats (Fujioka et al., 2001).
Therefore, more research is needed in humans to explore the impact of specific prenatal
stressors on later development and the possibility of a dose-related phenomenon.

Prenatal stress has also been studied in relation to emotional behavior. Fride and
Weinstock (1988) found that prenatally stressed adult rats were often described as having
a higher degree of “emotionality.” For example, when exposed to an open field, prena-
tally stressed rats typically show decreased locomotion and increased defecation. Avoid-
ance of anxiogenic locations in adult prenatally stressed animals has also been shown. In
contrast, Ordyan and Pivina (2003) found that prenatal stress results in a significant
decrease in the level of anxiety and an increase in movement activity among adult male rats.

Several factors make it difficult to generalize from the results on prenatal stress in
animal studies to humans. First, the nature of prenatal stress in humans and animals is
very different. In animal models, stressors are external events that are controlled in
terms of frequency, intensity, and duration. However, most studies on prenatal stress in
humans focus on maternal emotional responses to daily circumstances in their life.
Maternal anxiety and depression may reflect an emotional response to stressful events;
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however, they also represent inherent personality characteristics. Women who are psy-
chologically stressed during pregnancy are most likely to be stressed after pregnancy.
However, even after taking into account the multiple confounders in human studies,
which limit our ability to confirm a causal relationship, the available data support the
hypothesis that the developing fetus is vulnerable to maternal stress and may suffer from
a wide range of neurobehavioral abnormalities as a result of this prenatal exposure.

In humans, maternal anxiety during pregnancy has been noted to be associated with
growth delays and higher levels of activity in the fetus. In addition, neurobehavioral
outcomes after birth, such as greater relative right frontal electroencephalogram activa-
tion, lower vagal tone, changes in sleep and wake states, and less than optimal perfor-
mance on the Brazelton Neonatal Behavior Assessment Scale have been reported (Field
et al., 2003; Niederhofer & Reiter, 2004). Maternal stress during pregnancy was also
found to be related to long-term neurobehavioral development, such as motor develop-
ment, temperament, and attention in infancy, behavioral disorders and negative emotion-
ality at preschool age, and school marks at the age of 6 yr (Buitelaar, Huizink, Mulder,
de Medina, & Visser, 2003; Huizink, de Medina, Mulder, Visser, & Buitelaar, 2002;
Huizink, Robles de Medina, Mulder, Visser, & Buitelaar, 2003; Niederhofer & Reiter,
2004; O’Connor, Heron, Golding, Beveridge, & Glover, 2002; O’Connor, Heron,
Golding, Glover, & the ALSPAC Study Team, 2003). It is important to note that in
addition to the correlation between self-report measures of maternal stress during preg-
nancy and infant development, maternal physiological measures such as morning saliva
cortisol levels in late pregnancy were also negatively related to both mental and motor
development at 3 and 8 mo of age (Buitelaar et al., 2003). The mechanism for maternal-
stress-induced behavioral changes may not be limited to the effect of glucocorticoid, in
that abnormalities in neurotransmitter activity have also been noted in experimental
models (Takahashi, Turner, & Kalin, 1992). Maternal anxiety is also associated with
reduced cerebral blood flow in the fetus (Sjostrom, Valentin, Thelin, & Marsal, 1997),
indicating that the effect on the fetus may be more global.

A recent study of the effect of a natural disaster (the January 1998 ice storm in Quebec,
Canada) enabled researchers to examine the effect of an external acute severe stress on
pregnant women and their offspring. Researchers studying the children at 2 yr of age
noted that the level of prenatal stress exposure accounted for a significant proportion of
the variance in the dependent variables, above and beyond that already accounted for by
non-ice storm-related factors. The researchers noted that high levels of prenatal stress
exposure, particularly early in the pregnancy, negatively affected the brain development
of the fetus and was reflected in lower general intellectual and language abilities in
toddlers (Laplante et al., 2004).

9. CONCLUSIONS

Reviewing the literature about the role of prenatal nutrition and stress on growth and
development emphasizes how critical are the events during the prenatal period to our
well-being throughout life. This chapter gave us the opportunity to review two prenatal
environmental factors that have extensive impact on both neurobehavioral development
and physical and mental health. Traditionally, prenatal nutrition and stress have been
studied separately, but the data presented in this chapter indicate that both may be
explained by the same mechanisms and have comparable effects on both fetal and adult
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life. Moreover, it is clear that suboptimal nutrition is related to stress situations and vise
versa. For example, historical disasters in Leningrad and Amsterdam were characterized
by increased levels of stress, not only severe nutritional deprivation. On the other hand,
stressful situations may result in appetite and eating disturbances. Thus, future studies of
the interrelationships between prenatal nutrition, stress in fetal growth and development,
and life-long neurobehavioral outcomes are urgently needed.
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13 Lipids and Depression

Basant K. Puri

KEY POINTS

• Epidemiological evidence points to an inverse relationship between the consumption of
n-3 long-chain polyunsaturated fatty acids and the incidence of both depression and
suicide.

• Biochemical evidence points to changes in levels of n-3 long-chain polyunsaturated fatty
acids in peripheral measures of fatty acid metabolism including erythrocyte membrane
and plasma levels.

• The first trial of ultra-pure eicosapentaenoic acid in a severe case of treatment-resistant
depression showed marked benefits clinically and in terms of structural neuroanatomy
and neurospectroscopic measures of cerebral fatty acid metabolism.

• Subsequent randomized double-blind placebo-controlled clinical trials of eicosapentaenoic
acid as an adjunctive therapy in depression, including treatment-resistant depression, have
shown significant antidepressant actions of this n-3 long-chain polyunsaturated fatty
acid.

• The evidence thus far suggests that ultra-pure eicosapentaenoic acid is an effective
antidepressant that lacks the adverse side-effect profile of traditional antidepressants.

1. INTRODUCTION

Depression is a cause of increasing concern worldwide. During the 20th century,
striking changes occurred in the epidemiology of major depression, including a marked
increase in lifetime risk (Cross-National Collaborative Group, 1992) and a decreased age
of onset (Klerman, 1988; Klerman & Weissman, 1988). This has coincided with well-
documented similarly striking changes in dietary fatty acid intake, particularly in the
western world, including a move to more highly saturated fats than polyunsaturated fats
and, within the polyunsaturated fat intake, a move away from n-3 fatty acids to n-6 fatty
acids (particularly linoleic acid) (Eaton & Kanner, 1985; Lands, 1992).

Curiously, in a major cross-national 10-country epidemiological study of major de-
pression published in the 1990s, the annual prevalence of major depression was found to
show a sixfold variation between different countries, from 0.8 cases per 100 adults in
Taiwan to 5.8 cases per 100 adults in New Zealand (Weissman et al., 1993). This pattern
is similar to that found for mortality from coronary artery disease, suggesting that dietary
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factors might be of importance (Hibbeln, 1998). In the first part of this chapter, evidence
is put forward that the dietary intake of lipids, in particular n-3 long-chain polyunsatu-
rated fatty acids, is associated with depression. The second part of the chapter then
describes the therapeutic use of n-3 long-chain polyunsaturated fatty acids, particularly
eicosapentaenoic acid, in this disorder. Finally, some putative mechanisms for the anti-
depressant action of eicosapentaenoic acid are briefly discussed.

2. EVIDENCE FOR THE INVOLVEMENT OF LIPIDS IN DEPRESSION

2.1. Epidemiology
Data for nine countries comparing the annual prevalence of major depression with the

annual apparent fish consumption (calculated by fish catch plus imports minus exports)
was found to be significantly negatively correlated (p < 0.005) (Hibbeln, 1998). On the
one hand, countries such as New Zealand, West Germany (before the fall of the Berlin
Wall), and Canada were found to have high annual prevalences of major depression of
around 5–6 cases per 100 adults, but low apparent fish consumption of less than 50
pounds per person. On the other hand, Japan was found to have an annual prevalence of
major depression of less than 0.13 cases per 100 adults, but a high apparent fish consump-
tion of almost 150 pounds per person.

In depressed patients, a seasonal variation has been reported in the severity of depres-
sive symptomatology. In one study carried out in the mid-1980s, the Zung Depression
(self-rated) Scale scores were recorded from 104 consecutively admitted depressed
patients. Peaks were observed in April–May and troughs in August–September (Maes,
Meltzer, Suy, & De Meyer, 1993b). The same group also analyzed the national data on
suicide, violent suicide, nonviolent suicide, and homicide (categorized according to ICD-
9) for Belgium for the period 1979–1987 using spectral analyses (Maes, Cosyns, Meltzer,
De Meyer, & Peeters, 1993a). A seasonal variation was found in violent suicide only (not
in nonviolent suicide), with more deaths occurring in spring and summer than in winter
and autumn (fall).

In a further Belgian study of n-3 and n-6 polyunsaturated fatty acids in 23 healthy
volunteers, carried out between December 11, 1991 and December 25, 1992, a significant
seasonal variation was found in just the cases of arachidonic acid, eicosapentaenoic acid,
and docosahexaenoic acid (De Vriese, Christophe, & Maes, 2004). Arachidonic acid was
lowest in winter (defined as December 21 to March 20, inclusive). Eicosapentaenoic acid
was lower in winter and spring (defined as March 21 to June 20, inclusive) than in summer
(June 21 to September 20, inclusive). Docosahexaenoic acid was lowest in the winter
season. All the polyunsaturated fatty acid data for these 23 controls were then compared
with the weekly number of deaths from violent and nonviolent suicide in Belgium for
1979–1987 described previously. Simple regression analyses revealed no significant
correlations. Changes in certain fatty acid levels over the previous 2 wk showed signifi-
cant correlations, however. By defining δ (x) as

δ (x) = (value of x 2 wk earlier) – (current value of x)

it was found that δ-arachidonic acid, δ-eicosapentaenoic acid, and δ-docosahexaenoic
acid were significantly and negatively correlated with the rate of violent, but not nonvio-
lent, suicide. Multiple regression showed that δ-eicosapentaenoic acid was the single best
variable correlating with violent suicide (De Vriese et al., 2004).
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2.2. Biochemistry
There is strong and consistent evidence that the levels of n-3 long-chain polyunsatu-

rated fatty acids, particularly eicosapentaenoic acid, are reduced in the plasma and eryth-
rocyte membranes of depressed patients (Peet and Bennett, 2003).

Maes et al. (1996) carried out assays of serum phospholipids in the postfasting (12-h)
blood samples of 36 patients with Diagnostic and Statistical Manual of Mental Disorders
(DSM-III-R) (American Psychiatric Association, 1987) major depression (with or with-
out melancholia) and 14 patients with DSM-III-R adjustment disorder with depressed
mood and dysthymia. These were compared with blood samples taken from 24 normal
subjects. All the patients were Caucasian and of Flemish origin. Compared with the other
two groups, the patients with major depression had significantly higher ratios of arachi-
donic acid to eicosapentaenoic acid in both serum cholesteryl esters and phospholipids
and a significantly increased ratio of n-6 to n-3 polyunsaturated fatty acids in the
cholesteryl ester fraction. Compared with the normal controls, the major depression
patients had a significantly lower level of α-linolenic acid (18:3 n-6) in cholesteryl esters.
Also, compared with the other two groups, the patients with major depression had sig-
nificantly lower levels of eicosapentaenoic acid in serum cholesteryl esters and phospho-
lipids.

Adams, Lawson, Sanigorski, and Sinclair (1996) studied 20 moderately to severely
depressed patients. A significant correlation was found between the ratio of erythrocyte
phospholipid arachidonic acid to eicosapentaenoic acid and the severity of depression as
rated by both the 21-item Hamilton Depression Rating Scale and a second linear rating
scale of severity of depressive symptoms that omitted anxiety symptoms. There was also
a significant negative correlation between erythrocyte eicosapentaenoic acid and the
linear rating scale. The ratio of plasma phospholipid arachidonic acid to eicosapentaenoic
acid was also significantly correlated with the severity of depression measured by the
linear rating scale, as was the ratio of erythrocyte n-6 to n-3 long-chain (C20 and C22
carbon) polyunsaturated fatty acids.

Peet, Murphy, Shay, and Horrobin (1998) measured erythrocyte membrane fatty acid
phospholipid composition in 15 patients suffering from DSM-IV (American Psychiatric
Association, 1994) major depressive episodes and 15 age- and sex-matched normal
controls. The patients’ psychotropic medication was stopped at least 1 wk before blood
was taken for this study. In comparison with the controls, the depressed patients had
significantly reduced values for total n-3 fatty acids, docosapentaenoic acid (n-3),
docosahexaenoic acid, total n-6 fatty acids, linoleic acid, and dihomo-γ-linolenic acid.
The depressed patients were found to have higher levels of oleic acid (18:1 n-9), palmitic
acid (16:0), and stearic acid (18:0).

In a further study by Malcolm Peet’s group (Edwards, Peet, Shay, & Horrobin, 1998),
erythrocyte membrane phospholipid levels and dietary intake of polyunsaturated fatty
acids were measured in 10 patients suffering from DSM-IV major depressive episodes
and 14 age- and sex-matched normal controls. A significant depletion was found in
erythrocyte membrane n-3 polyunsaturated fatty acids in the depressed patients, which
was not the result of reduced caloric intake. Moreover, both the erythrocyte membrane
and dietary intake of n-3 polyunsaturated fatty acids showed a significant negative cor-
relation with the severity of depression as measured using the Beck Depression Inventory
(Beck, Ward, Mendelson, Mock, & Erbaugh, 1981).
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These findings, taken as a whole, raised the possibility that depressive symptoms may
be alleviated by n-3 polyunsaturated fatty acid supplementation (Edwards et al., 1998).

3. TREATMENT WITH EICOSAPENTAENOIC ACID

3.1. The First Case: Treatment-Resistant Depression
3.1.1. CLINICAL DETAILS

A detailed case report (Puri, Counsell, Hamilton, Richardson, & Horrobin, 2001;
Counsell, Richardson, & Horrobin, 2002a) presenting the first case of the use of
eicosapentaenoic acid in depression has been published. The case concerned a 21-yr-old
male student with a 7-yr history of unremitting, treatment-resistant depressive symptoms.

At the age of 19 yr pharmacotherapy was started because of increasing illness severity
with prominent low self-esteem, insomnia, sadness, inner tension, poor appetite, poor
concentration, increasing social phobia, lethargy, pessimistic thoughts, and suicidal
thoughts. Over the following year, the patient failed to respond to a variety of antidepres-
sant, hypnotic, and antipsychotic medication; in fact, his clinical condition continued to
deteriorate. He was close to the point of having to give up his studies at college. A 2-mo
trial involving the addition of lithium carbonate to his antidepressant treatment was also
unsuccessful.

At this stage, the patient was referred to the author. At this time the patient was actively
suicidal in spite of ongoing treatment with the selective serotonin reuptake inhibitor
paroxetine (20–30 mg daily) for 10 mo, and his symptoms met the DSM-IV-TR (Ameri-
can Psychiatric Association, 2000) criteria for major depressive disorder, recurrent.

The addition of purified ethyl eicosapentaenoate at a dose of 4 g daily led to rapid
improvement, including cessation of the previously unremitting severe suicidal ideation,
within 1 mo. The patient’s social phobia also improved dramatically. There was a pro-
gressive benefit, and after 9 mo, his symptoms had disappeared altogether. No adverse
side effects from the eicosapentaenoic acid preparation were reported.

3.1.2. INVESTIGATIONS

A number of investigations were carried out at both baseline and 9-mo follow-up. The
patient underwent formal depression ratings, the niacin skin flush test, three-dimensional
(3D) high-resolution cerebral magnetic resonance imaging (MRI), and cerebral 31-phospho-
rus magnetic resonance spectroscopy (31P-MRS). The results of these are now described.

3.1.3. DEPRESSION RATINGS

Ratings of the patient’s symptoms of depression were carried out at baseline and at
9-mo follow-up using the Montgomery-Åsberg Depression Rating Scale (Montgomery
and Åsberg, 1979). The baseline score on this scale was 32, which is consistent with a
severe degree of depression. At 9-mo follow-up, the score had fallen to zero; there were
no symptoms remaining at all.

3.1.4. NIACIN SKIN FLUSH TEST

At both time points, the standardized niacin skin flush test (Ward, Sutherland, Glen,
& Glen, 1998) was carried out and the volumetric niacin response (Puri, 2003; Puri,
Hirsch, Easton, & Richardson, 2002b) calculated. At baseline, the volumetric niacin
response was 20 mol s/L, which is a relatively low value. However, by the time of the
9-mo follow-up, it had risen by 30% to 26 mol s/L.
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3.1.5. MRI, IMAGE SEGMENTATION AND SUBVOXEL REGISTRATION

Sagittal 3D T1-weighted rf spoiled images (TR = 30 ms, TE = 3 ms, flip angle = 30°,
156 × 256 × 114 image matrix, 1.6 mm section thickness, 25 cm field of view) were
acquired on a 1.5 T Picker Eclipse scanner (Marconi Medical Systems, Cleveland, OH)
at each examination. Phantom measurements were taken to confirm that no changes in
magnetic gradient strength had occurred.

The volume scans were accurately registered (Bydder, 1995), and subtraction images
were obtained to demonstrate changes between baseline images and the accurately reg-
istered follow-up images (Bydder and Hajnal, 1997a, 1997b; Puri, 2004). The registered
anatomical and subtraction images were then reformatted into the transverse plane with
isotropic voxels measuring 0.9773 mm3.

The subtraction images showed that during the 9-mo period of treatment with
eicosapentaenoic acid, complex structural changes occurred in the brain. These included
changes in the cerebral cortex and ventricular system, including an overall reduction in
the lateral ventricular volume.

3.1.6. CEREBRAL 31P-MRS
 31P-MRS data were obtained at the same sessions as the 3D MRI data acquisitions

using a birdcage quadrature head coil double-tuned to protons (1H, 64 MHz) and 31-
phosphorus (26 MHz). Spectra were obtained using an image-selected in vivo spectros-
copy sequence with a TR of 10 s with 64 signal averages localized on a 70 × 70 × 70 mm3

voxel. These data were analyzed using the Advanced Method for Accurate, Robust, and
Efficient Spectral fitting (AMARES) algorithm to yield relative peak areas for the
phosphomonoesters (PMEs), inorganic phosphate (Pi), phosphodiesters (PDEs), phos-
phocreatine (PCr), and α-, β-, and γ-nucleotide triphosphate (α-, β-, and γNTP) resonances;
the PME:PDE, PME:βNTP and PDE:βNTP ratios were also calculated.

The values of the resonance peak areas and the PME:PDE, PME:βNTP, and PDE:βNTP
ratios at baseline and follow-up are shown in Table 1. In particular, over the 9-mo period
there occurred a 53% increase in cerebral relative PME concentration, a 10% decrease
in cerebral relative PDE concentration, and a 79% increase in the cerebral PME:PDE ratio.

3.1.7. DISCUSSION

Supplementation with ultra-pure eicosapentaenoic acid (as ethyl eicosapentaenoate)
was associated with remission of all the symptoms and signs of depressive illness in this
actively suicidal young patient with increasingly severe depression, who had previously
failed to respond to any single or combination pharmacological intervention. The patient’s
social phobia also improved during this time.

Given that the PME and PDE peaks can be used to index membrane phospholipid
synthesis and breakdown, respectively (Pettegrew et al., 1991), the 30% improvement in
the volumetric niacin response, the 53% increase in cerebral relative PME concentration,
the 10% decrease in cerebral relative PDE concentration, and the 79% increase in the
cerebral PME:PDE ratio all indicate that the eicosapentaenoic acid supplementation was
associated with reduced neuronal phospholipid turnover, a large increase in cerebral
phospholipid biosynthesis, and some decrease in phospholipid breakdown. Moreover,
since phospholipids are important in the formation and remodeling of dendrites and
synapses, these relatively large changes are likely to be causally linked to the structural
cerebral changes observed.
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3.2. Double-Blind Trials in Depression

The first double-blind trial of eicosapentaenoic acid in depression to be carried out was
that of Peet and Horrobin (2002). In this study 70 patients with depression (scoring at least
15 on the 17-item Hamilton Depression Rating Scale [Hamilton, 1960]) that was persis-
tent in spite of ongoing treatment with a standard antidepressant at an adequate dosage
were randomized on a double-blind basis to receive one of the following doses of
eicosapentaenoic acid (as ethyl eicosapentaenoate) for 12 wk in addition to unchanged
background medication: 0 (placebo group), 1, 2, or 4 g daily. Patients underwent assess-
ment using the 17-item Hamilton Depression Rating Scale, the Montgomery-Åsberg
Depression Rating Scale, and the Beck Depression Inventory. The 1 g/d group showed a
significantly better outcome than the placebo group on all three rating scales. In the
intention-to-treat group, 5 (29%) of 17 patients receiving placebo and 9 (53%) of 17
patients receiving 1 g/d of ethyl eicosapentaenoate achieved a 50% reduction on the
Hamilton Depression Rating Scale score. In the per-protocol group, the corresponding
figures were 3 (25%) of 12 patients for placebo and 9 (69%) of 13 patients for the 1 g/d
group. The 2 g/d group showed little evidence of efficacy, whereas the  4 g/d group
showed nonsignificant trends toward improvement. All the individual items on all three
rating scales improved with the 1 g/d dosage compared with the placebo, with strong
beneficial effects on items rating depression, anxiety, sleep, lassitude, libido, and
suicidality.

The second double-blind trial was that of Nehmets, Stahl, and Belmaker (2002). Nine-
teen patients with a diagnosis of DSM-IV major depressive disorder took part in a 4-wk,
parallel-group, double-blind addition of either placebo or 2 g/d ethyl eicosapentaenoate
to ongoing antidepressant therapy. Patients continued their current antidepressant treat-
ment at the same dose they were receiving when they entered the study, which they had
been receiving for at least 3 wk at a therapeutic dose. The patients’ baseline scores on the
24-item Hamilton Depression Rating Scale were at least 18. Treatment and time showed

Table 1
Relative Concentrations of Cerebral Metabolites
and PME:βNTP, PDE:βNTP, and PME:PDE Ratios
Determined by 31P-MRS

Baseline 9-Mo follow-up

%PME 9.23 14.11
%Pi 3.81 4.22
%PDE 46.60 41.99
%PCr 10.19 10.37
%γNTP 9.65 9.38
%αNTP 11.59 12.32
%βNTP 8.93 7.60
PME: βNTP 1.034 1.856
PDE: βNTP 5.221 5.523
PME:PDE 0.198 0.336

PME, phosphomonoester; NTP, nucleotide triphosphate; PDE,
phosphodiester; PCr, phosphocreatine. Source: Modified from Puri
et al., 2001.
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a statistically significant interaction; the eicosapentaenoic acid group was significantly
different from the placebo group at wk 2, 3, and 4. Over the 4-wk period the mean
reduction of Hamilton Depression Rating Scale score in patients receiving the
eicosapentaenoic acid was 12.4, compared with 1.6 in the placebo group.

Su, Huang, Chiu, and Shen (2003) randomized 28 outpatients with a DSM-IV diag-
nosis of major depressive disorder and a score of over 18 on the 21-item Hamilton
Depression Rating Scale to receive adjunctive treatment with either n-3 long-chain poly-
unsaturated fatty acids or a placebo for 8 wk. The active treatment consisted of a daily
dose of 2.2 g of eicosapentaenoic acid and 1.1 g of docosahexaenoic acid. Six patients
dropped out before the end of the study; of these, two were in the active group and four
in the placebo group. Compared with the placebo group, the active group showed signifi-
cant improvements in the Hamilton Depression Rating Scale scores from wk 4 onwards.

4. CONCLUSIONS

In contrast to the existing families of antidepressant drugs, eicosapentaenoic acid is a
safe treatment with almost no adverse side effects; indeed, the side effects of this agent
are generally beneficial. In the case report discussed, although a spontaneous remission
or a placebo response cannot be ruled out, in view of the findings and the protracted nature
of the patient’s illness and the fact that his illness had previously been worsening, it seems
likely that the dramatic improvement was associated with the supplementation with ethyl
eicosapentaenoate. This conclusion is supported by the positive results of the first three
randomized double-blind, placebo-controlled trials of eicosapentaenoic acid supplemen-
tation in depression.

Three potential mechanisms of action of eicosapentaenoic acid in depression will now
be discussed briefly.

First, it is known that cell membrane fatty acid composition affects cell membrane
fluidity, which in turn influences the physicochemical properties of membrane receptors
and enzyme such as adenylate cyclase (Horrobin & Bennett, 2003). For instance, it has
been shown that membrane fluidity can be modulated by linoleic acid and that in turn
membrane fluidity markedly modulates the binding of serotonin to mouse brain mem-
branes (Heron, Shinitzky, Hershkowitz, & Samuel, 1980).

Second, a broad meta-analysis of the relation of depression to immunological assays
carried out by Zorrilla et al. (2001) showed the following immunological correlates for
depression: an overall leukocytosis, manifesting as a relative neutrophilia and lymphenia;
increased CD4/CD8 ratios; increased circulating haptoglobin, prostaglandin E2 (PGE2),
and interleukin (IL)-6 levels; reduced natural-killer-cell cytotoxicity; and reduced lym-
phocyte proliferative response to mitogen. Plasma levels of IL-12, which plays a key role
in promoting Th1 responses and subsequent cell-mediated immunity have also been
found to be increased in depression (Kim et al., 2002). These results are consistent with
a general immunoactivation occurring in depression. Thus, eicosapentaenoic acid may
be acting as an antidepressant via its immunomodulatory actions.

Finally, it has been reported that changes in sleep and body mass in depression may
be related to reports of resistance to dexamethasone suppression of the hypothalamic–
pituitary–adrenocortical axis (Carroll, 1982; Rush et al., 1996). Access of the endog-
enous glucocorticoids corticosterone and cortisol to the brain are regulated by
ABCB1-type P-glycoproteins in vivo, and ABCB1-type P-glycoprotein function has
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indeed found to modulate the activity of the hypothalamic–pituitary–adrenocortical sys-
tem (Muller et al., 1993). Thus, another mechanism for the action of eicosapentaenoic
acid might be via its inhibition of the biosynthesis of PGE2, since PGE2 induces P-
glycoprotein expression (Ratnasinghe et al., 2001; Ziemann, Schafer, Rudell, Kahl, &
Hirsch-Ernst, 2002).
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KEY POINTS

• Nicotine receptors are widely distributed in the brain.
• Nicotine interacts with γ-aminobutyric acid, noradrenaline, serotonin, and glutamate.
• Nicotine has been shown to have an antidepressant effect in a variety of animal models.
• Nicotine similarly has an antidepressant effect in nonsmoking depressed patients. This

effect may be related to serotoninergic stimulation.
• Data suggest that addicted smokers may be self-medicating against depression.

1. INTRODUCTION

Since the classical experiments of Otto Loewi, it has been known that acetylcholine
acts as a neurotransmitter. The actions of acetylcholine are exerted on its receptors, and
these receptors are subdivided according to pharmacological sensitivity to two alkaloids
of natural origin—muscarine and nicotine. Although the effects of nicotine on the ner-
vous system have been known for a number of years, research on nicotinic receptors
focused mainly on the neuromuscular junction and in the neuro-neuronal synapsis in the
autonomic ganglia. The actions of nicotine on the central nervous system (CNS) were
largely ignored for years. In the last two decades, however, research on the effects of
nicotine on the CNS has greatly increased. Recent results have revealed that there is a
complex network of nicotine receptor subtypes, closely related to several neurotransmit-
ter systems, that are able to regulate their function. This influence seems to be particularly
important in the recently discovered reciprocal relationship between depression and the
alterations of sleep often observed in this psychiatric disease. In this chapter we will
review the current knowledge of the effects of nicotine and how it influences depression
and concurrent sleep alterations.

2. BACKGROUND

Nicotine is an alkaloid of vegetable origin. It is the main component of tobacco leaves,
and it has been assumed for years that nicotine is the component responsible for the
addiction to tobacco smoking. Because smoking is an ancient, widespread, and lethal
addiction of human beings, nicotine has been considered a noxious substance that facili-
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tates the appearance of lung cancer or emphysema. However, as research on smoking has
progressed, it has become clear that many additional substances underlie the pathological
effects of tobacco smoking. There is also increasing evidence of the therapeutic effects
of nicotine alone on neurological diseases such as Parkinson’s disease, Alzheimer’s
disease and Gilles de la Tourette’s syndrome (Mihailescu & Drucker-Colín, 2000).

In 1979 Gilbert reviewed evidence as to the beneficial effects of nicotine on mood and
other subjective experiences (Gilbert, 1979). Since then, two main areas of research on
this issue have evolved. One has shown evidence that the effects of nicotine on mood are
limited to amelioration of the negative symptoms that appear after deprivation of nicotine
in dependent smokers. However, it has also been shown that nicotine alone is capable of
improving mood even in the absence of deprivation of negative symptoms (Kalman,
2002). Because nicotine exerts its action on brain structures and neurotransmitters sys-
tems involved in the regulation of mood, it has been suggested that tobacco smoking
addiction could be a form of self-medication to relieve the negative symptomatology
linked to depression (Markou, Kosten, & Koob, 1998).

A number of studies have suggested a close relationship between smoking and depres-
sion (Glassman, 1993). Epidemiological results indicate a high incidence of cigarette
smoking among depressed individuals (Covey, 1999). Furthermore, individuals with a
history of depression were less likely to quit smoking than nondepressed individuals,
presumably owing to the occurrence of severe withdrawal symptoms (Tsoh et al., 2000).
The negative symptoms were reversed by resumption of smoking or antidepressant treat-
ment (Lief, 1996). Moreover, major depression is often observed in individuals trying to
quit smoking (Killen, Fortmann, Schatzberg, Hayward, & Varady, 2003). We have
recently observed that subjects abstaining from tobacco smoking show a 50% increase
in the Hamilton Depression Rating Scale score (Moreno, Calderón, & Drucker-Colín, 2005).

Alterations of sleep architecture have been observed in psychiatric disorders, particu-
larly in depression (Benca, Obermayer, Thised, & Gillin, 1992). The most conspicuous
association between sleep and depression is the reduction of rapid eye movement (REM)
sleep latency, although an increased latency to sleep is often observed when insomnia is
present (Giles, Jarret, Roffward, & Rush, 1987). Pharmacological antidepressant treat-
ment induces, besides the reversion of depressive symptoms, the normalization of the
altered sleep architecture (Gillin, Lardon, Ruiz, & Golshan, 1997; Hendrickse et al.,
1994). In addition, cholinergic participation in sleep regulation has been repeatedly
demonstrated (Velázquez-Moctezuma, Shiromani, & Gillin, 1990). However, the par-
ticipation of acetylcholine in depression does not have similar support from experimental
evidence. David Janowsky and colleagues put forth the hypothesis that depression and
mania are linked to the equilibrium between cholinergic and monoaminergic tone. When
the cholinergic component increases, the monoaminergic component decreases, result-
ing in depression. On the contrary, when the monoaminergic tone increases and the
cholinergic tone decreases, the results are a picture of mania (Janowsky, El-Yousef, Davis,
& Sekerke, 1972). According to this hypothesis, acetylcholine could be the common sub-
strate that explains the alterations of sleep observed in most depressive states.

Recent studies have shown that nicotine improves both mood and sleep alterations in
depressed nonsmoking patients after prolonged administration (Haro-Valencia &
Drucker-Colín, 2004; Mihailescu & Drucker-Colín, 2000). Furthermore, recent studies
show that chronic administration of nicotine has a significant beneficial effect on mood
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and sleep. Depressed subjects with increased sleep latency and decreased REM sleep
latency were treated with transdermal administration of nicotine for 8 mo. Since the first
month a significant correlation was observed between the improvement in Hamilton
Depression Rating Scale scores and the normalization of both sleep and REM sleep
latencies. Most of the subjects reached normal values and maintained these values for
months after the end of nicotine administration (Haro-Valencia & Drucker-Colín, 2004).
Thus, the cholinergic system and, in particular, nicotinic receptors could be involved
in the comorbidity often observed in depression and sleep disorders.

3. NICOTINE AND THE REWARD SYSTEM

Tobacco smoking is an ancient and widespread addiction of the human population.
The main component of tobacco leaves that leads to addiction is nicotine, which, like
other addictive drugs, seems to have an effect on the so-called reward system. The
regulation of the reward system involves the participation of several neurotransmitters,
chiefly dopamine (DA). Thus, the interactions of nicotine with neurotransmitters
involved in the reward system deserve special analysis.

During the 1990s, it became clear that dopaminergic neurons located in the ventral
tegmental area (VTA) and projecting to the nucleus accumbens (NAC) are a critical
component of the reward system. Lesion of VTA dopaminergic neurons leads to a decrease
in self-administered drugs, including nicotine (Louis & Clarke, 1998; Vezina, Herve,
Glowinski, & Tassin, 1994). In addition, the administration of dopaminergic antagonists
by microperfusion directly into the NAC elicits a similar reduction in self-administered
addictive drugs, including nicotine (Corrigall & Coen, 1991). Imperato and colleagues
(DiChiara & Imperato, 1988; Imperato, 1986) showed that a single systemic injection of
nicotine is capable of inducing an increase in DA release in the NAC, which can be
observed for almost an hour. Furthermore, when the nicotine antagonist mecamylamine
(MeC) was been infused directly into the VTA, nicotine administration did not increase
DA release in the NAC. When MeC was directly infused into the NAC, the release of DA
consecutive to nicotine administration was not blocked (Nisell, Nomikos, & Svensson,
1994).

It is conceivable that the pleasurable effects of smoking are mediated by a direct
action of nicotine on the dopaminergic neurons of the VTA that projects to the NAC.
This notion is further supported by experiments in which nicotine antagonists were
infused both in the VTA and in the NAC. When dehydro-β-erytroidine (DHBE), a nico-
tine antagonist, was infused into the VTA of rats, nicotine self-administration dimin-
ished, while when DHBE was infused into the NAC, nicotine self-administration was not
affected (Corrigal, Coen, & Adamson, 1994).

Because experimental evidence suggests that VTA dopaminergic neurons are involved
in self-administration of addictive drugs, attention must be focused on the factors affect-
ing VTA excitability. It has been shown that dopaminergic VTA neurons receive affer-
ents arising from different regions and containing different neurotransmitters. The most
relevant excitatory influence on VTA dopaminergic neurons comes from the glutamatergic
neurons located in the prefrontal cortex (Carr & Sesack, 2000; Kalivas, Duffy, & Barow,
1989). The most important inhibitory influence on VTA dopaminergic neurons comes
from γ-aminobutyric acid (GABA)ergic neurons located in the NAC and in the ventral
pallidum (Kalivas, Churchhill, & Klitenick, 1993). The main cholinergic influence comes
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from the cholinergic nucleus located in the brainstem, the pedunculo-pontine tegmental
nucleus (PPT), and the lateral dorsal tegmental (LDT) nucleus (Garzon, Vaughan, Uhl,
Kuhar, & Pickel, 1999). Other neurotransmitters, such as noradrenaline and serotonin,
may also participate in the regulation of these neurons (Tzschentke, 2001) (Fig. 1).

Several nicotine receptor subtypes have been located in neurons of the VTA, mainly in
dopaminergic and GABAergic neurons as well as in presynaptic terminals of glutamatergic
neurons that make contact with dopaminergic neurons. The mechanisms by which nico-
tine causes the release of DA in the NAC could be the result of a direct action on dopam-
inergic neurons regulating both inhibitory as well as excitatory influences.

Dopaminergic neurons located in the VTA have been shown to express mRNAs for a
number of nicotine receptor subunits. Although significant differences in this expression
have been identified within the population of dopaminergic neurons, it has become clear
that α-subunits 2–7 and β-subunits 2–4 are all expressed (Klink, Kerchove, Zoli, &
Changeux, 2001). Using pharmacological tools it has been possible to identify three
different subtypes of nicotinic receptor. One has been shown to have an α-7 subunit,
whereas the other two show some evidence of a lack of the α-7 subunit and have been
called non-α-7 receptors (Klink et al., 2001; Pidoplichco, DeBiasi, Williams, & Dani,
1997). The same authors reported that the non-α-7 nicotine receptors are located in most
dopaminergic neurons, whereas those nicotine receptors expressing the α-7 subunit are
located in fewer than half of the dopaminergic neurons.

The expression of mRNA for different nicotine receptor subunits shows important
differences when compared to the dopaminergic neurons. Most nicotine receptors lo-
cated in GABAergic neurons seem to be linked to the α-4 and β-2 subunits. The α-2
subunit is completely absent, and less than 25% of the GABAergic neurons express
mRNA for α-subunits 5 and 6 and β-subunits 3 and 4. As in the case of nicotine receptor
subtypes located in the dopaminergic neurons, the nicotine receptor subtypes located in
the GABAergic neurons can be readily blocked with MeC (Mansvelder, Keath, &
McGehee, 2002).

Fig. 1. Schematic representation of the main influences on the dopaminergic neurons located in
the VTA.
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4. NICOTINE, MOOD, AND SLEEP

Since the pioneering studies of Hernández-Peón in the 1960s it has been known that
acetylcholine is involved in the regulation of sleep and emotional behavior (Hernández-
Peón, Chavez-Ibarra, Morgane, & Timo-Iaria, 1963). However, for a number of years
the research on sleep regulation focused on the participation of the muscarinic receptors,
for which pharmacological tools were available (Velázquez-Moctezuma, Shiromani, &
Gillin, 1990). The effects of nicotine on sleep were controversial mainly owing to the
different methodologies used. George, Haslett, and Jenden (1964) reported that nicotine
had no behavioral or polygraphic effect when administered directly into the Giant Teg-
mental Cells. Moreover, intravenous administration of nicotine to narcoleptic dogs did
not increase food-induced cataplexy (Delashaw, Foutz, Guilleminault, & Dement, 1979).
On the other hand, it has been reported that small doses of nicotine given intravenously
to freely behaving cats significantly increased REM sleep, which effect could be blocked
by previous administration of MeC (Domino & Yamamoto, 1965). These results were
replicated after subcutaneous administration of nicotine (Jewett & Norton, 1986). A
similar increase in REM sleep was obtained after microinjection of nicotine in the Giant
Tegmental Cells. Chronically implanted cats injected with a small dose of nicotine showed
an increase of approx 50% in total REM sleep duration. This increase was accompanied
by a decrease in wakefulness, with no significant variation in slow-wave sleep. These
effects of nicotine administration were different from the effects observed after musca-
rinic stimulation in the same region. Although both muscarinic and nicotinic stimulation
induced a significant increase in REM sleep, muscarinic stimulation also induces a de-
crease in slow-wave sleep, while nicotinic stimulation decreased wakefulness (Velázquez-
Moctezuma, Shalauta, Gillin, & Shiromani, 1990).

Salín-Pascual, Moro Lopez, González Sánchez, and Blanco Centurión (1999) reported
the effects of both acute and chronic administration of several doses of nicotine on sleep
architecture in rats. Acute administration decreased REM and slow-wave sleep and in-
creased wakefulness in a dose-dependent fashion. After 3 d of nicotine administration an
increase in REM sleep was observed, whereas chronic administration of high doses
induced a decrease of REM sleep. The authors concluded that the effects of nicotine on
sleep largely depend on the dose, route, and time of administration.

Studies on humans have contributed to the controversy about the effects of nicotine on
sleep, mainly owing to methodological differences. Few studies have been performed in
normal nonsmoking volunteers. Thus, it was reported that nicotine patches in nonsmok-
ing adults decrease total sleep time, sleep efficiency, and REM sleep (Davila, Hurt,
Offard, Harris, & Shepard, 1994). Simultaneously, Gillin, Lardon, Ruiz, and Golshan
(1994) reported that nicotine in healthy normal nonsmoking volunteers induced a dose-
dependent decrease in total sleep time and in the percentage of REM sleep.

Most studies on the effects of nicotine on sleep in humans have been done in psychi-
atric patients, mainly in depressed adults. Salín-Pascual, De la Fuente, Galicia Polo, and
Drucker-Colín (1995) reported the effects of nicotine patches on sleep and mood in
healthy nonsmoking volunteers and nonsmoking patients with major depression. The
results indicated that the acute administration of nicotine to depressed patients increased
REM sleep and induced a short-term improvement of mood without any changes in other
sleep parameters, whereas the control volunteers showed sleep fragmentation and a
reduction in REM sleep time. A similar experiment was repeated later by the same group
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using the same administration but for 4 d. Results showed that both the control and
experimental groups displayed a significant increase in REM sleep time. In addition,
depressed subjects showed a significant improvement of mood, assessed through the
Hamilton Depression Rating Scale score (Salín-Pascual & Drucker-Colín, 1998). More
recently, similar effects were shown after several months of nicotine administration
(Haro-Valencia & Drucker-Colín, 2004). Nicotine’s antidepressant action may be re-
lated to its effect on the stimulation of raphe dorsalis neurons and concurrent serotonin
release (Mihailescu, Palomero-Rivero, Meade-Huerta, Maza-Flores, & Drucker-Colín, 1998).

David Kalman (2002) reviewed and analyzed the methodological issues that prevent
us from arriving at solid conclusions. In most of the studies, subjects were smokers who
were deprived of nicotine for 2 h or for a night. A number of studies used former smokers,
never-smokers, occasional smokers, and even current smokers. As would be expected,
the results observed after the administration of nicotine in these subjects were diverse.
The second methodological aspect that seems to induce great variation is dosing and
method of administration. The pharmacokinetics of nicotine varies depending on whether
it is administered by nasal spray, dermal patch, intravenously, subcutaneously, or, of
course, through tobacco smoking. Finally, the third methodological issue involves the
method by which the improvement of mood or the other effects of nicotine have been
assessed. Despite the great amount of controversial information, some positive correla-
tions indicate that the effects of nicotine on mood are influenced by individual differences
and situational contingencies.

5. SUBTYPES AND DISTRIBUTION OF NICOTINE RECEPTORS

As mentioned above, research on the nicotinic acetylcholine receptors (nACrs) focused
on receptors located at the neuromuscular junction or those of the electric eel organ. These
tissues contain many receptors on which it was possible to perform experiments aimed
at their biochemical characterization. Thus, it was possible during the 1970s to define
nACrs as a glycoprotein of 290 kDa. This protein was later subdivided into four subunits
named α, β, γ, and δ, according to molecular weight. Thereafter the subunits were des-
ignated by numbers according to the presence of a cysteine doublet (Itier & Bertrand,
2001). It has been reported that there are at least 11 genes in vertebrates encoding for
nicotine receptor subunits. Nicotine receptors located in the central nervous system are,
like the receptors in the neuromuscular junction, five units assembled in a pentamer, but
unlike peripheral receptors, central receptors seems to contain only α- and β-subunits.
Cloning experiments have revealed the presence of at least nine α- (2–10) and three β-
(2–4) subunits forming the neuronal nicotinic receptors.

This structural conformation of the nicotinic receptors suggests the possible exist-
ence of a large number of receptor subtypes. Currently only a few have been identified.
Experiments using radioactive nicotine have detected the presence of receptors contain-
ing the combination of subunits α-4/β-2 subunits in approx 90% of the nicotine receptors
in the brain (Whiting & Lindstrom, 1986). In addition, it has been reported that the
binding site for acetylcholine is located at the interface between two adjacent subunits.
Thus, the binding-site properties depend largely on the contribution of each subunit.
Experiments in nicotinic receptors from oocytes injected with different combinations of
cDNA showed that the exchange of the α- and β-subunits modifies the sensitivity to
acetylcholine (Corringer, Le Novere, & Changeux, 2000). Therefore, the combinations
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of subunits in this pentameric receptor will result in widely different sensitivities to
acetylcholine, which could be a suitable mechanism for the regulation of excitability of
the postsynaptic neuron (Fig. 2).

Early experiments performed on the nicotinic receptors of the neuromuscular junction
revealed the existence of populations of receptors subtypes. Similar to other receptors’
subtypes, the first subdivision was based on the differential pharmacological sensitivity
to one drug, the snake toxin α-bungarotoxin (Ascher, Large, & Rang, 1979). In the last
decade, a number of specific agonists and antagonists of the nicotine receptor has emerged,
confirming the existence of a large number of nicotine receptor subtypes. Besides ace-
tylcholine and nicotine, the classical agonists of the nicotinic receptor, other specific
agonists have been developed with special affinities for specific receptor subunits. One
of these, SIB-1508Y, is remarkably important because its high affinity for those receptors
containing the α-2/β-4 subunits, which, as mentioned above, represent nearly 90% of the
total nicotinic receptors in the brain (Sacaan et al., 1997). There are a number of specific
antagonists for nicotinic receptors, among which MeC seems to be the most potent
because it is able to block all types of nicotinic receptors, although with great differences
in inhibition potency (Chávez-Noriega et al., 1997).

The generation of genetically manipulated strains of mice has shed light on the impor-
tance of the nicotinic receptor subunits in the normal functioning of the cholinergic
system and its regulation of other neurotransmitter systems. It has been shown that the
addiction to nicotine is significantly lower in β-2 knockout mice compared to their
normal siblings (Picciotto et al., 1998). This elegant work indicates that only one subunit
is critical for the development of the addiction to nicotine and suggests that individual
differences in the presence of this subunit could explain the differences between subjects
concerning their susceptibility to addiction.

Fig. 2. Schematic representation of nicotinic receptor. The interaction with acetylcholine (AC) will
depend on the subunits forming the pentameric receptor.
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Studies using immunocytochemical localization techniques have shown that both the
α- and β-subunits are widely distributed in the brain, although with remarkable differ-
ences (Mihailescu & Drucker-Colín, 2000). The α-4 and β-2 subunits are present in large
numbers compared with other α- and β-subunits. β-2 Subunits can be found throughout
the brain, whereas α-4 subunits are not present in the hippocampus or cerebellum (Wada
et al., 1989; Hill, Zoli, Burgeois, & Changeux, 1993).

6. NICOTINE–NEUROTRANSMITTER INTERACTIONS

As mentioned above, a great amount of evidence exists demonstrating the interactions
of nicotine with the dopaminergic system. Nicotine receptors are predominantly located
in the presynaptic membrane, and, therefore, nicotine could participate in the release of
neurotransmitters such as GABA, noradrenaline, serotonin, glutamate, and, of course,
acetylcholine. Nicotine receptors can also be found in the varicosities of the axon termi-
nals that do not make synaptic contact (Vizi & Lendvai, 1999). The functional meaning
of this location has been linked to the liberation of other neurotransmitters in a nonsynaptic
fashion. These transmitters will exert their action at a distant target after reaching it
through diffusion.

The septohippocampal cholinergic pathway, one of the major cholinergic pathways of
the nervous system, is involved in memory and cognitive functions. However, only7 %
of cholinergic varicosities make synaptic contact in the hippocampus, suggesting that the
major release of acetylcholine occurs at a nonsynaptic location. Nicotine presynaptic
receptors have a positive-feedback effect on acetylcholine release. It has been suggested
that this extrasynaptic release of acetylcholine influences, after a diffusion process, the
release of other neurotransmitters such as GABA, glutamate, noradrenaline, and seroto-
nin (Vizi & Lendvai, 1999). Furthermore, it has been reported that nicotine can improve
memory and attention deficits in Alzheimer’s disease patients. Thus, it is possible that the
high-affinity nicotine receptors located presynaptically influence the release not only of
acetylcholine but also of other neurotransmitters involved in memory and attention defi-
cits. This release of acetylcholine takes place not only at synaptic locations but also at
extrasynaptic ones.

It has been suggested that nicotine receptors located at nonsynaptic sites must have
higher affinity than those located at a synaptic level. The concentration of acetylcholine
at synaptic sites is around the milimolar range, whereas nicotine at a concentration of
300 nM can induce upregulation of the α-4/β-2 nicotine receptor subtype (Ke, Eisenhow,
Bencherif, & Lukas, 1998). Vizi and Lendvai (1999) have suggested that substances
released from the nerve terminals act as tonic modulators and can communicate with
other neurons without having any synaptic contact. Thus, a nonsynaptically released
ligand diffuses away from its origin and acts at a remote cell with highly sensitive
receptors that can discriminate among a variety of available diffusible signals. In the
hippocampus nearly 90% of the cholinergic, noradrenergic, and serotonergic varicosities
make no synaptic contact, but they are capable of releasing transmitters (Umbriaco,
Garcia, Beaulieu, & Descarries, 1995; Vizi & Labos, 1991). The location of nicotine
receptors in these presynaptic varicosities strongly suggests that nicotine plays an important
regulatory role in the release of other transmitters, promoting volume transmission (Fig. 3).

As mentioned above, only 7% of cholinergic varicosities in the hippocampus make
synaptic contact. Thus, the modulatory actions of nicotine on the release of other neu-
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rotransmitters seem to be performed mainly by its presynaptic action at nonsynaptic sites.
The released transmitters diffuse and establish presynaptic contacts at synaptic sites
establishing a tonic modulation of the synaptic transmission. It has been suggested that
this is the main mechanism by which nicotine regulates the release of other transmitters
(Vizi & Lendvai, 1999). Nicotine receptors can be found in the presynaptic terminals of
cholinergic neurons, regulating the release of acetylcholine in the dorsal hippocampus.
Furthermore, it has been suggested that the nicotinic receptor involved in this action does
not contain the α-7 subunit (Vizi & Kiss, 1998).

It has been reported that nicotine receptors can be found in the presynaptic fibers of
GABAergic fibers in several brain regions (Wonnacott, 1997). Furthermore, the nicotine
receptors seem to involve an α-7 subunit that induces the release of GABA, leading to
the inhibition of the main glutamatergic cells in the hippocampus (Alkondon, Rocha,
Maelicke, & Alburquerque, 1993). Iontophoretic application of nicotine in the septum
elicits significant inhibition of the septal neurons. This effect is mediated by the release
of GABA as a result of the action of nicotinic receptors located in the presynaptic mem-
brane of GABAergic neurons (Yang, Criswell, & Breese, 1996). In addition, it has been
shown that nicotine increases the release of glutamate in the somatosensory cortex, and
this action is mediated by a presynaptic nicotine α-7 nicotine receptor subtype (Aramakis
& Metherate, 1998).

A recent paper demonstrated the permissive role of nicotine presynaptic receptors in
the release of several neurotransmitters in the prefrontal cortex (Tao, Correa, Adams,
Santori, & Sacaan, 2003). These authors analyzed the release of acetylcholine, norad-

Fig. 3. The nicotinic nonsynaptic receptors located in the axonal varicosities promote the release
of several neurotransmitters, which in turn exert their effects on a distant target through volume
transmission.
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renaline, dopamine, and serotonin in prefrontal cortical slices after the administration of
nicotine and nicotine agonists. The results indicate that all the neurotransmitters analyzed
displayed an increase in release, but with some particularities that suggest the involve-
ment of several nicotine receptor subtypes in the mediation of this effect. Taking into
account the fact that the prefrontal cortex participates in higher brain functions such as
cognition, these data could shed some light on the mechanisms by which nicotine exerts
beneficial effects in Alzheimer’s disease patients.

7. NICOTINE AS AN ANTIDEPRESSANT IN ANIMAL MODELS

According to the DSM-IV (1995), depression has two main symptoms, dysphoria and
anhedonia, often accompanied by one or more secondary symptoms such as alteration in
appetite, sleep, motor activity, attention, suicidal ideas, or excessive guilt. Some of these
symptoms can be replicated in laboratory animals (Willner, 1991). Recently experimen-
tal evidence supporting the antidepressant activity of nicotine in animal models has been
published.

The forced swim test developed by Roger Porsolt is widely accepted as a screening test
for antidepressant activity (Porsolt, Le Pichon, & Jalfre, 1977; Borsini & Meli, 1988).
Administration of nicotine to intact Wistar rats, both acutely and chronically, induced a
decrease in immobility in the forced swim test. This result supports the notion that
nicotine has an antidepressant activity (Vázquez-Palacios, Bonilla-Jaime, & Velázquez-
Moctezuma, 2004). Similar results were reported by Tizabi et al. (1999), who adminis-
tered nicotine in the Flinders Sensitive line of rats. This strain of rat has been selectively
bred for cholinergic hypersensitivity, and it is a widely accepted animal model of depres-
sion (Overstreet, 1986). In this strain nicotine showed antidepressant activity when it was
orally administered (Djuric, Dunn, Overstreet, Dragomir, & Steiner, 1999). Another
widely accepted animal model of depression is the “learned helplessness” paradigm.
Semba, Mataki, Yamada, Nankai, and Toru (1998) tested nicotine in this model and
reported a decrease in the number of escape failures, which supports the idea that nicotine
has an antidepressant activity.

Moreover, neonatal treatment with clomipramine in rats induced a depressive-like
behavior during adulthood, and, thus, this procedure has been proposed as an animal
model of depression (Vogel, Hartley, Neill, Hagler, Kors, 1990). Martínez-González,
Prospéro-García, Mihailescu, and Drucker-Colín (2002) reported that chronic adminis-
tration of nicotine results in a significant decrease in alcohol intake in rats neonatally
treated with clomipramine, which suggests an antidepressant action. Using the same
paradigm, Vázquez-Palacios et al. (2005) found that both acute and chronic administra-
tion of nicotine induced an antidepressant-like effect when rats neonatally treated with
clomipramine underwent the forced swim test during adulthood.

8. CONCLUSIONS

The evidence to date on the effects of nicotine on mood and sleep in both animals and
human subjects supports the notion that some beneficial antidepressant effects can be
obtained. It must be emphasized that tobacco addiction is a condition quite different from
the picture observed following the administration of nicotine alone. The nocuous effects
of tobacco smoking could be derived from several substances besides nicotine that enter
the organism through tobacco smoke. Evidence of the beneficial effects of nicotine
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administration on altered mental processes supports the need for more research in order
to explain the inconsistencies reported in the various publications.
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15 Aggression, Fish Oil,
and Noradrenergic Activity

Tomohito Hamazaki

KEY POINTS

• Fish oil reduces aggression in young adults, female schoolchildren, and children with
attention-deficit/hyperactivity disorder.

• Attention-related symptoms of attention deficit/hyperactivity disorder are improved by
learning but not following docosahexaenoic acid.

• The effects of docosahexaenoic acid could be explained by depression of central nora-
drenergic activity rather than enhancement of central serotonergic activity.

• Central nonadrenergic activity could explain fish oil's preventive effects against sudden
cardiac death (lethal arrhythmias).

1. INTRODUCTION

Fish oil is known to exert an influence on behavior and mood. We have been studying
the effects of fish oil, especially docosahexaenoic acid (DHA), a major active component
of fish oil, on aggression in double-blind trials (see below). Cross-national association of
economy-related seafood consumption with the incidence of major depression (Hibbeln,
1998) and bipolar disorders (Noaghiul & Hibbeln, 2003) suggest that greater seafood
consumption predicts lower lifetime prevalence rates of those psychiatric disorders. Stoll
et al. (1999) reported a preliminary interventional trial of patients with bipolar disorder
in which symptoms were reduced in the fish oil group. A few double-blind studies
(Nemets, Stahl, & Belmaker, 2002; Peet & Horrobin, 2002) aimed at major depression
with eicosapentaenoic acid (EPA), another major active fish oil component, were also
successful. We recently performed a case-control study of suicide attempt in China and
found that EPA and DHA in the red blood cells of suicide attempters (n = 100) were
significantly lower than in controls (n = 100) (Huan et al., 2004).

These studies all imply that fish oil may activate the central serotonergic system.
However, our other recent studies seem to support a hypothesis that the central noradr-
energic system may be depressed by fish oil administration. This chapter discusses the
relationship of aggression and fish oil from a new point of view, namely, the central
adrenergic system.
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2. THE AGGRESSION-CONTROLLING EFFECTS OF FISH OIL

About 10 yr ago we performed a double-blind study using students as subjects. Forty-
one students were allocated to either a control (n = 22) or a DHA group (n = 19) in a
double-blind manner. Subjects of the DHA group were asked to take 10–12 capsules
containing DHA-rich fish oil (1.5–1.8g DHA/d) for 3 mo. Those in the control group took
a soybean-based control oil. At the start and end of the study, aggression of the subjects
was measured with the Picture-Frustration (PF) Study (Rosenzweig, 1978). This psycho-
logical test consisted of 24 pictures illustrating frustration. Subjects were asked to look
at pictures and describe their first reactions. Their reactions were regarded as aggression
if their comments were against others. The degree of aggression was calculated as
100 × total aggressive comments/24. There was a stressor component at the end of
the study. A few days after the second (last) PF Study, either the final or most important
term exams started for all the subjects. Therefore, subjects were likely stressed while busy
preparing for the exams around the last PF Study. Aggression in the control group increased
(from 35 to 45; p < 0.002) because of the presence of the stressor, but it stayed unchanged
(at 31) in the DHA group. There were highly significant differences in changes in aggres-
sion between the two groups (p < 0.003). This study indicated a possibility that stressor-
enhanced aggression might be controlled by prior administration of DHA (Hamazaki et
al., 1996). When there was no stressor, DHA supplementation did not decrease aggres-
sion, but might even have increased it with marginal significance (Hamazaki et al., 1998).

Several groups of investigators have reported relationships between fish oil and aggres-
sion or hostility. Gesch, Hammond, Hampson, Eves, and Crowder (2002) performed a
placebo-controlled, double-blind, randomized trial of nutritional supplements (including
essential fatty acids) on 231 young adult prisoners for a minimum of 2 wk, and found that,
compared with those receiving placebos, those receiving the active capsules committed
significantly fewer offenses. The amounts of fatty acids provided to the experimental
group were so small—80 mg EPA and 44 mg DHA—that it is difficult to determine if
those n-3 fatty acids contributed to reducing the offenses. However, this study is in line
with the idea that n-3 fatty acids are able to control aggressive behavior.

Very recently a relationship between DHA and hostility was also found in a large-scale
epidemiological study. Iribarren et al. (2004) reported a cross-sectional observational
study as part of an ongoing cohort study, the Coronary Artery Risk Development in
Young Adults (CARDIA) study. The multivariate odds ratios of scoring in the upper
quartile of hostility measure using the Cook-Medley scale were significantly lower by
10% with one standard deviation higher DHA intake.

In one of our recent DHA-supplementation studies, 166 schoolchildren 9–12 yr of age
(81 boys and 85 girls) were in a placebo-controlled, double-blind trial (Itomura et al.,
2005). Subjects in the DHA group took DHA-fortified foods (3.6 g of DHA + 0.84 g of
EPA/wk) for 3 mo. Impulsivity in girls assessed by their parents was significantly de-
creased in the DHA group compared with the control group. This effect of DHA was not
observed in boys. Impulsivity is also related to serotonin function (Krakowski, 2003).

3. DHA, THE SEROTONERGIC SYSTEM, AND AGGRESSION

An inverse relationship between a lifelong aggression history and concentrations of 5-
hydroxyindolacetic acid (5-HIAA), the major metabolite of serotonin, in the cerebrospi-
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nal fluid (CSF) was shown in a group of 26 age-similar military men with no history of
major psychiatric illness (Brown, Goodwin, Bellenger, Goyer, & Major, 1979). Since
then, the association between low concentrations of CSF 5-HIAA and aggressive behav-
ior has been pointed out in other studies (Higley et al., 1996; Virkkunen et al., 1994). The
relationship between central serotonin and aggressive behavior is further strengthened by
intervention studies controlling central serotonin functions. Pihl et al. (1995) adminis-
tered to normal males amino acid mixtures designed to raise or lower tryptophan avail-
ability and thus to raise or lower brain serotonin synthesis; they also administered
alcoholic or nonalcoholic drinks. Lowered tryptophan levels and ingestion of alcohol
were associated with increased aggression. There are quite a few interventional studies
using selective serotonin reuptake inhibitors (SSRIs); impulsive aggressive behavior was
reduced with fluoxetine, an SSRI, in patients with personality disorders (Coccaro, Astill,
Herbert, & Schut, 1990).

Of particular interest is a finding by Knutson et al. (1998) that an SSRI reduced
hostility of normal volunteers in a double-blind trial. They administered paroxetine, an
SSRI, or placebo and found that hostility was reduced as early as after 1 wk of treatment.
Consequently, central serotonin concentrations may be related to hostility even in people
without baseline clinical depression or other psychological disorders. Although there is
a complex interplay among various factors like impulse control, affect regulation, sub-
stance abuse, and social functioning (Krakowski, 2003), serotonin function is generally
believed to affect aggressive behavior, as shown above.

On the other hand, there are associations between DHA and the serotonergic system.
In observational studies Hibbeln, Linnoila, et al. (1998) found that higher plasma concen-
trations of DHA and arachidonic acid predicted higher concentrations of CSF 5-HIAA
among healthy volunteers, but plasma concentrations of DHA were inversely correlated
with CSF 5-HIAA concentrations among early-onset alcoholics, who are at risk for
aggressive behavior. It was also reported that violent subjects had significantly lower
concentrations of CSF 5-HIAA than nonviolent subjects matched for their severity of
alcohol dependence and that plasma DHA concentrations were inversely correlated with
CSF 5-HIAA among those violent subjects (Hibbeln, Umhau, et al., 1998). Consequently,
the relationship between plasma DHA levels and CSF 5-HIAA might be different
depending on whether study subjects are healthy or early-onset alcoholic, or normal or
violent.

From these considerations, the serotonergic system in the frontal cortex seems to link
DHA and hostility in healthy humans. However, another hypothesis has developed from
an interventional study with children of attention-deficit/hyperactivity disorder (AD/
HD), as shown below.

4. TREATMENT OF AD/HD CHILDREN WITH DHA-CONTAINING FOODS

We performed a placebo-controlled, double-blind study to investigate whether DHA
supplementation was able to ameliorate AD/HD symptoms in children (Hirayama,
Hamazaki, & Terasawa, 2004). The study included 40 AD/HD children 6–12 yr of age
who were mostly without medication. Subjects in the DHA group (n = 20) took active
foods fortified with fish oil (fermented soybean milk, bread rolls, and steamed bread; 3.6 g
DHA/wk from these foods) for 2 mo, whereas those in the control group (n = 20) took
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indistinguishable control foods without fish oil fortification. The following items were
measured at the start and end of the study:

1. Attention deficit, hyperactivity, and impulsivity (AD/HD-related symptoms according
to DSM-IV criteria)

2. Aggression assessed by both parents and teachers (counted only if answers of both
parents and teachers were the same)

3. Visual perception (finding symbols out of a table)
4. Visual and auditory short-term memory
5. Development of visual-motor integration
6. Continuous performance
7. Impatience

Results were rather unexpected. Changes in tests 1, 2, 3, 5, and 7 over time did not
significantly differ between the two groups. However, visual short-term memory and
errors of commission (continuous performance) significantly improved in the control
group compared with the changes over time in the DHA group (intergroup differences at
p = 0.02 and 0.001, respectively). Improvement of visual short-term memory and con-
tinuous performance in the control group was probably owing to learning effects. These
results suggested that DHA supplementation may have canceled the learning effect. Later
reassessment (Hamazaki & Hirayama, 2004) revealed that aggression was significantly
decreased in the DHA group, if the scores of parents and teachers were combined, even
when their assessment did not agree. Aggression is not the primary symptom of AD/HD,
but AD/HD subjects are quite often aggressive because of interpersonal stress.

Our findings that DHA administration canceled the learning effect are similar to the
results of an intervention study with AD/HD children performed by Voigt et al. (2001).
They administered 345 mg DHA/d for 4 mo in a placebo-controlled, double-blind study.
Errors of omission (a simple measure of inattention of the test of variables of attention
performed in their study) were significantly increased in their DHA group, although there
were no significant differences between the DHA and control groups (Voigt et al., 2001).

Deterioration of attention compared with the control group cannot be explained by
enhanced serotonergic function in the DHA group. The reasons why attention deterio-
rated in the DHA group were not clear, but the noradrenergic system might be the key
point. The main mechanism of psychostimulants, which are often used to ameliorate the
symptoms of AD/HD, likely depends on enhancing release of noradrenaline from sym-
pathetic nerve endings and chromaffin cells (Cooper, Bloom, & Roth, 2003; Rothman et
al., 2001) and on activation of the noradrenergic system in the brain, which in turn
modulates higher cortical functions including attention (Biederman & Spencer, 1999).
DHA administration seems to have exerted the exactly opposite influence. Thus, we
propose a new hypothesis: DHA suppresses the noradrenergic system. This hypothesis
also agrees with aggression-control effects shown in students (Hamazaki et al., 1996) and
AD/HD children (Hamazaki & Hirayama, 2004), because aggression is intimately re-
lated with stimulation of the noradrenergic system (Haller, Makara, & Kruk, 1998).

5. OTHER CIRCUMSTANTIAL EVIDENCE INDICATING THAT DHA
DECREASES CENTRAL NORADRENERGIC ACTIVITY

We performed two intervention studies using young adults as subjects to investigate
the effects of fish oil administration on peripheral noradrenaline concentrations. The first
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study was done with medical students who were under the chronic stress of term exams
for more than 2 mo. The study started just before the exams and ended during the exams.
During that period, DHA-rich fish oil (1500 mg DHA + 170 mg EPA/d) or placebo
capsules were administered in a double-blind fashion. Fasting blood samples after a
30-min rest with a catheter in a forearm vein were obtained at the start and end of the
study for catecholamine measurements. In the DHA group, the plasma ratio of adrenaline
to noradrenaline at rest was significantly increased in both intra- and intergroup compari-
son (Sawazaki, Hamazaki, Yazawa, & Kobayashi, 1999). Plasma noradrenaline concen-
trations were significantly decreased in the DHA group, but intergroup comparison
showed a tendency toward significance.

In the second double-blind study (Hamazaki et al., in press), students were used as
subjects again, but the study period did not occur during any term exams. In the fish oil
group, 760 mg of EPA + DHA administered daily for 2 mo. Plasma noradrenaline concen-
trations were significantly decreased in the fish oil group compared with the control group.

The baseline plasma noradrenaline concentrations in the second study were markedly
lower than those of the first study, reflecting the fact that subjects in the second study were
not under serious psychological stress, as in the case of the first study. The effect of fish
oil on lowering plasma noradrenaline was observed irrespective of whether study sub-
jects were under chronic stress or not. Although peripheral noradrenaline values do not
directly reflect its central activity, both peripheral and central noradrenergic activities
often vary together (Peskind et al., 1995; Svensson, 1987). Therefore, the central nora-
drenergic system seemed depressed with fish oil administration.

Plasma noradrenaline values at rest did not vary after fish oil administration in other
studies with healthy subjects. Hughes et al. (1991) performed a double-blind crossover
trial and found that fish oil-treated, normotensive, or hypertensive groups had similar
changes in blood pressure, plasma catecholamine levels, and β-endorphins during the
cold pressor test. Mills, Mah, Ward, Morris, and Floras (1990) performed a randomized,
double-blind trial to investigate the effects of dietary fatty acids on cardiovascular re-
sponses to lower-body negative pressure. They found that fish oil increased forearm
blood flow after forearm ischemia, but no difference in plasma noradrenaline values was
observed. The administration period of 1 mo employed in these two studies (Hughes et
al., 1991; Mills et al., 1990) might be too short for n-3 fatty acids to affect the peripheral
noradrenaline value.

6. EFFECT OF DHA OR FISH OIL ON BEHAVIOR THROUGH
SEROTONERGIC AND NORADRENERGIC FUNCTIONS

Figure 1 shows the effects of DHA on behavior described in this chapter. If the central
noradrenergic activity is downregulated by DHA or fish oil, what is the mechanism? Does
enhanced central serotonergic activity have something to do the central noradrenergic
system? Although the inhibitory action of peripheral serotonin and related drugs on
neurotransmitter release from postganglionic sympathetic nerves has been repeatedly
confirmed with many different models (Saxena & Villalón, 1990), the SSRI fluvoxamine
increases endogenous noradrenaline release in the locus ceruleus in rat brain slices (Palij
& Stamford, 1994). In addition, the serotonin releaser and uptake inhibitor fenfluramine
increases noradrenergic activity in the locus ceruleus (Clement, Gemsa, & Wesemann,
1992). Therefore, it is not likely that the decrease in plasma noradrenaline levels by DHA
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administration observed in our studies is through changes in central serotonergic neu-
ronal activity. Inhibition of corticotropin-releasing factor (CRF) activity may reduce
plasma noradrenaline levels, but reduction in CRF by DHA administration has not been
reported. Further investigations are necessary.

7. CONCLUSIONS

Prior administration of fish oil diminished enhancement of aggression during times of
mental stress in healthy young students. A large-scale epidemiological study (the CAR-
DIA study) indicated that eating fish was related to lower hostility. Impulsivity of girls
(9–12 yr of age) rated by their parents was significantly reduced after DHA-fortified food
supplementation in a double-blind study. Aggressive behavior of children with AD/HD
was also reduced during the fish-oil-administration period. These effects of fish oil are
reasonably attributed to the enhancement of serotonin function by the DHA or n-3 fatty
acids contained in fish oil. However, in the trial with AD/HD children we found that the
scores of attention-related tests improved in the control group during the intervention
period of 2 mo, probably owing to a learning effect. Subjects in the DHA showed no
improvement. This nonbeneficial effect of DHA on attention might be explained more
easily through depression of the central noradrenergic system than the serotonergic sys-
tem. Actually, plasma noradrenaline concentrations were significantly reduced in our
two intervention studies with fish oil. Central noradrenergic function may become an-
other key issue when behavior, mood, or stress is discussed in the context of fatty acid
nutrition. Our recent studies indicate that fish oil may depress central noradrenergic
activity. This hypothesis may help to explain the effects of fish oil on behavior, including
stress-associated aggression, but further investigations are necessary.
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16 Stress in the Pathogenesis of Eating
Disorders and Obesity
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KEY POINTS

• Anorexia nervosa, bulimia nervosa, and obesity are multifactorial disease states caused
by biological, psychological, and social factors acting on a genetic background.

• Mental stress may act as a powerful inhibitor or stimulator of food intake, depending on
the circumstances.

• Various animal models combined with human studies identify the hypothalamic–pitu-
itary–adrenal axis as the principal mechanism for stress-induced disordered eating.

• Attempting to reduce anxiety by overeating can be an important factor in perpetuating the
current obesity epidemic.

• Understanding the mechanism of diseases with either extreme anorexia or increased
appetite will aid in their prevention and treatment.

1. INTRODUCTION

Eating disorders and obesity are multifactorial disease conditions with several accom-
panying comorbidities, including a shortened life span. Entangled among their risk fac-
tors and within their intricate pathogenesis is mental stress. This power of the mind has
been repeatedly shown to affect somatic illnesses, most commonly coronary artery dis-
ease (Iso et al., 2002; Krantz, Shaps, Carrey, & Natelson, 2000; Sheps et al., 2002), so
mental stress may convincingly result in physical harm. The center of appetite regulation
is in close proximity to areas that control the stress response in the hypothalamus, hence
the connection between feeding regulation and stress seems not to be by chance. It should
be noted that the topic is broad, and the interrelationships within and between biological,
psychological, and social factors are complex. This chapter will present several key
issues regarding the role of stress in the pathogenesis and etiology of eating disorders,
chiefly anorexia nervosa (AN), bulimia nervosa (BN), and obesity.

2. STRESS IN ANOREXIA NERVOSA

AN is a complex disease condition in which a mental state and biological factors act
on a genetic susceptibility and result in extreme thinness and its severe medical and
psychological sequelae. According to the Diagnostic and Statistical Manual of Mental

16_Dubn_253_264_F 6/22/05, 11:40 AM253



254 Part III / Health, Mental Health, and Cognitive Functions

Disorders, Fourth Edition (DSM-IV) (American Psychiatric Association, 1994), AN is
diagnosed when a subject has four of the diagnostic criteria presented in Table 1. Two
types of AN are identified: a restrictive type, characterized by inhibition of food intake
and no regular purging, and a binge-eating/purging type, where regular binging and
purging occur. The pathogenesis of AN, like that of most diseases, includes genetic,
biological, and environmental factors (Fairburn & Harrison, 2003). The genetic compo-
nent is estimated to account for 48–76% of the risk, as inferred from twin studies. The
biological component can be demonstrated by animal studies of neurotransmitter func-
tions or by examples of eating disorders induced/maintained by intracranial lesions
(Ward, Tiller, Treasure, & Russell, 2000). In this review of selected cases, several
patients with intracranial lesions are presented, and additional similar reports are
quoted. These examples underscore the importance of proper functioning of our feeding
center in appetite regulation. The environmental factors affecting it act at several levels,
including psychological, social, and familial elements. One of these environmental risk
factors may be stress (Slade, 1982).

2.1.  Animal Models of Stress-Induced Anorexia Nervosa
Although very useful in the laboratory setting, animal models for such complex and

multifactorial disease processes will rarely equal the actual human illness. However, they
provide important clues regarding constituents of the etiology. Several models of stress-
induced anorexia exist, using mainly rodents and utilizing various stressors (Siegfried,
Berry, Had, & Avraham, 2003). These include tail pinching, cold swimming, electric
shock, noise, separation, immobilization, and others. In our laboratory we have used three
models of stress-induced anorexia that mimic some of the aspects of the clinical picture
of AN. These include separation, activity, or diet restriction (DR), all causing a weight
loss of around 25% of initial weight. In the separation model, mice are held in a cage so
that they can smell and see each other, yet physical contact is limited to meals only (van
Leeuwen, Bonne, Avraham, & Berry, 1997). This model is easy and simple to perform,
produces rapid weight loss, inflicts pure mental stress without the physical component
of pain, and is one of the more ethical stress situations. Use of this model revealed that
separation causes severe weight loss and impaired cognitive function through modifica-
tion of acetylcholine and monoamine neurotransmitter actions (Hao, Avraham, Bonne,
& Berry, 2001). The second model, increased activity, resembles the exaggerated physi-

Table 1
DSM-IV Criteria for Anorexia Nervosa

1. Intense fear of becoming fat or gaining weight, even though underweight.
2. Refusal to maintain body weight at or above a minimally normal weight for age and height

(i.e., weight loss leading to maintenance of body weight <85% of that expected or failure to
make expected weight gain during period of growth, leading to body weight <85% of that
expected).

3. Disturbed body image, undue influence of shape or weight on self-evaluation, or denial of the
seriousness of the current low body weight.

4. Amenorrhea or absence of at least three consecutive menstrual cycles (those with periods only
inducible after estrogen therapy are considered amenorrheic).

Source: American Psychiatric Association, 1994.
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cal activity performed by many AN patients together with reduced caloric intake. The
activity model includes placing animals on a running wheel for several hours daily
together with dietary restriction and results in a lower food intake, sometimes to the
extreme of self-starvation and death. This model also induces amenorrhea, a prerequisite
for the clinical diagnosis of AN. Once again, cholinergic, adrenergic, and serotonergic
tones were altered with concomitant weight loss (Avraham, Hao, Mendelson, & Berry,
2001). It should be emphasized that in addition to the imposed dietary restriction, the
mice displayed an additional voluntary decrease in food intake. The third model involves
diet restriction alone, and once again neuroendocrine changes are demonstrated
(Avraham, Bonne, & Berry, 1996; Avraham, Hao, Mendelson, Bonne, & Berry, 2001).
Other stress–induced anorexia models also provide insight into this phenomenon. For
example, in a study of chronic stress of varying intensities and duration, it was found that
intensity was more important than duration (Marti, Marti, & Armario, 1994). Rats were
exposed to increasing levels of stress, and it was found that food intake was unaffected
by handling, slightly reduced by restraint, and significantly reduced by immobilization.
This suggests a dose-dependent inhibition of food intake by stress, while the duration of
the stressor seemed to have no effect. In a model of social stress brought about by
dominance seeking among male rats, it was found that while the fight for dominance
caused weight loss, it was much more so in the subordinate animals (Tamashiro et al.,
2004). Further, when two males had to compete for dominance, the weight loss of the
subordinate one was much larger than that of the three subordinate rats when four males
were competing, also suggesting some form of dose dependency. The decreased weight
of all competing animals was sustained throughout the 14-d experiment, as compared to
that of control noncompeting rats.

Although chronic stress may play a central role in AN pathogenesis, studies have
shown that even a single stressing event can reduce food intake (Alario, Gamallo, Beato,
& Trancho, 1987; Ciccocioppo, Martin-Fardon, Weiss, & Massi, 2001), lasting for as
long as 9 d (Valles, Marti, Garcia, & Armario, 2000). In this latter study, return to normal
food intake following psychological stress induced by immobilization was even slower
than that following the physical stress of lipopolysaccharide administration, even though
lipopolysaccharide caused a larger decrease in food intake. The immobilized rats had a
persistently lower body weight even 15 d after the 2-h stressing event. This suggests that
in this matter, the power of the “mind”/memory may be stronger than that of the somatic
body. Interestingly, not only the amount of food was affected by stress, but that of specific
macronutrients as well: acute (2 h) and chronic (2 h daily for 5 d) stress resulted in lower
carbohydrate and fat intake, with no change in protein intake. Hence food selection may
also be altered by stress, and not only by its quantity. These data show that the stress does
not have to be daily: even if a stressor acts every once in a while, it may have a lasting
effect on food intake.

Given the biopsychosocial hypotheses for developing eating disorders, animal models
that provide a combination of genetics and environment are even more promising. The
two genetic models, Crhr2-deficient and CB1-deficient mice, show a disordered feeding
phenotype only while temporary food restriction is forced (Bale et al., 2000; Di Marzo
et al., 2001). These mutant mice showed a lower increase in food consumption following
food restriction, as compared to normal mice. This resembles the clinical picture of eating
disorders, where an apparently healthy adolescent (yet with a supposedly pathological
genetic and/or biological background) is driven into a state of voluntary reduced eating.
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2.2. Human Studies of Stress-Induced Anorexia Nervosa
Although interventional trials of stress induction may be performed in laboratory

animals, these are harder to apply in human volunteers, mainly owing to ethical reasons.
Therefore, the use of observational studies—with their large risk of bias in such a popu-
lation—is more frequent. It is commonly believed that stress plays a factor in eating
disorders (Slade, 1982), and this was shown in several studies. A stressing event prior to
disease onset was reported by two-thirds of anorectic patients (Schmidt, Tiller, Blanchara,
Andrews, & Treasure, 1997), while hospitalized anorectics report more negative life
events than healthy controls or patients with other psychiatric states (Horesh et al., 1995).
In cross sectional analyses, stress and anorexia are found to coincide (Ball & Lee, 2002).
Another study conducted among female teenagers again found that increased levels of
stressors were related to eating disorders, the relationship partly mediated by low self-
esteem (Fryer, Waller, & Kroese, 1997).

Three longitudinal studies (Ball & Lee, 2002; Patton, Johnson-Sabine, Wood, Mann,
& Wakeling, 1990; Rosen, Compas, & Tacy, 1993) did not find a strong relationship
between stress and later eating disorders. Although eating disorders were related to stress
in the cross-sectional analysis at the beginning of follow-up, stress did not predict future
eating disorders (Ball & Lee, 2002; Rosen, Compas, & Tacy, 1993). In one study the
opposite was found—that eating disorders at baseline predicted future stress (Rosen,
Compas, & Tacy, 1993). This shows the importance of longitudinal studies in search of
risk factors for such complex disease processes. However, these data cannot prove that
stress has no role in AN pathogenesis. As seen in the animal studies described above, the
initial stressful episode/period causes a transient reduction of food intake, even though
it may last for several days. It is not truly expected that a single stress situation alone will
initiate clinical AN, although most AN patients describe a severe event or a marked
difficulty in the year prior to their illness onset (Schmidt et al., 1997). Further, the
reproducible connection between stress and AN in cross-sectional studies perhaps sug-
gests that stress maintains the eating disorder. Thus, perhaps a stressful event initiated the
disease, but current stress continues to maintain it. Some authors propose that AN patients
use the feeling of control to alleviate their feeling of stress (Slade, 1982).

In summary, data from animal studies and cross-sectional ones strongly suggest a role
for stress in initiating eating disorders, yet higher-quality follow-up studies suggest that
a transient stressful period does not necessarily result in an eating disorder. It is possible
that chronic stress acting throughout the disease helps to sustain the eating disorder to the
point where biological changes take effect and control is lost. A large body of research
is therefore needed in order to untangle the numerous risk factors of such a multifactorial
disease and elucidate the role of stress. Better methodology should always be pursued so
as to minimize the several types of bias associated with questionnaire use among patients
with psychopathologies.

3. STRESS IN BULIMIA NERVOSA

In BN, the individual engages in recurrent bouts of overeating (binging episodes) after
which a catharsis is sought in the form of vomiting, laxative or diuretic use, fasting, or
exercising—all methods to compensate for the overeating bout and maintain body image
and weight. According to the DSM-IV (American Psychiatric Association, 1994), BN is
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diagnosed when a subject has the diagnostic criteria presented in Table 2. As seen in AN,
mental state, biological factors, and genetic susceptibility combine to form the disease
(Fairburn & Harrison, 2003). The genetic part is believed to account for 30–80% of the
disease, as may be seen in several studies performed to date. Once again, environmental
factors are assumed to drive the person into the obsession of weight control and maintain-
ing the disordered eating.

Stress from various sources can play a role in the emergence of BN (Fairburn, Welch,
Doll, Davies, & O’Connor, 1997), just as was found for AN. The similarity between the
eating behavior in BN and that in the binging and purging type of AN suggests a similarity
in their pathogenesis and relation to stress. The more interesting issue is how stress
induces a restriction in food intake in one individual but a binging or bulimic phenotype
in another. In a study designed to assess changes in food amount and selection, a similar
proportion of subjects reported overeating (~40%) or decreased eating (~40%) during
stress, whereas the remaining 20% reported that their food intake was unchanged follow-
ing stress (Oliver & Wardle, 1999). The fact that a large number of healthy adults change
their food intake during stress highlights the feasible role of stress in initiating and
maintaining eating disorders. In addition, most subjects reported an increased intake of
snacks during stress, including subjects reporting overall decreased food consumption.
An interventional study by these researchers confirmed the preference for sweet foods
following mental stress (Oliver, Wardle, & Gibson 2000); hence, stress also brings about
a change in food selection.

There is no explanation at this point in time as to why some people decrease and some
increase food intake under stress. One possibility involves study methodology: we tend
to group different causes of stress, disregarding their impact on emotion. In their review,
Canetti, Bachar, and Berry (2002) summarized how different emotions bring about dif-
ferent changes in food intake. For example, boredom, depression, fatigue, anger, or joy
may bring about higher food intake, but fear, tension, pain, or sadness may result in lower
intake. Perhaps certain subtypes of stressful events in a susceptible person favor devel-
oping AN, and others increase the chance for BN. Several studies demonstrate the role
of stress in binge eating and BN. Recent work in our laboratory has shown that binging/
purging behavior may have a different genetic background than the restrictive behavior
involving the cannabinoid system (Siegfried et al., 2004).

Table 2
DSM-IV Criteria for Bulimia Nervosa

1. Recurrent episodes of binge eating, characterized by:
a. Eating a substantially larger amount of food in a discrete period of time (i.e., 2 h) than

would be eaten by most people in similar circumstances during that same time period.
b. A sense of lack of control over eating during the binge.

2. Recurrent inappropriate compensatory behavior to prevent weight gain; i.e., self-induced
vomiting, use of laxatives, diuretics, fasting, or hyperexercising.

3. Binges or inappropriate compensatory behaviors occuring, on average, at least twice weekly
for at least 3 mo.

4. Self-evaluation unduly influenced by body shape or weight.
5. The disturbance does not occur exclusively during episodes of anorexia nervosa.

Source: American Psychiatric Association, 1994.
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3.1. Animal Models in Stress-Induced Binge Eating
The animal models used for the study of BN, binging-type AN, or binge-eating disor-

der are those that engage in binging episodes. We are unaware of laboratory animals who
engage in voluntary purging, whether vomiting or exercising excessively in order to lose
weight. One of the more interesting models only recently presented is that of a rat that,
following a period of dietary restriction and electric shock (= stress) will eat significantly
more when exposed to palatable food (Hagan, Chandler, Wauford, Rybak, & Oswald,
2003; Hagan et al., 2002). There are precise requirements for the diet–shock–palatable
food combination in order to produce the hyperphagia: it does not occur after stress alone,
after diet restriction alone, if they are far apart, or if the food offered is normal chow.
These prerequisites somewhat resemble the multifactorial origin of eating disorders and
highlight the complexity of the process. Another model of stress-induced eating, without
a painful physical stressor, involves use of white noise (Krebs, Weyers, Macht, Weijers,
& Janke, 1997). Here, rats exposed to the noise consumed their meals faster than their
peer controls, clearly resembling a binging episode. These animal models will certainly
allow for a better understanding of binge-eating episodes, yet more research is needed to
create additional models of such overeating.

3.2. Human Studies of Stress-Induced Binge Eating
Studies have shown that continuous stressful life events predispose to binge eating and

to BN (Fairburn et al., 1997, 1998). These include negative self-evaluation, adverse
childhood experiences, and repeated comments about body shape, weight, or eating. The
stress of adapting to new cultural surroundings, termed acculturative stress, has also been
found to correlate with bulimic symptoms (Perez, Voelz, Pettit, & Joiner, 2002). In a
study conducted among women who engaged in binge eating, it was found that daily
problems—another form of continuous stress—resulted in an increase in energy intake,
despite no effect on the number of binge episodes (Crowther, Sanftner, Bonifazi, &
Sheperd, 2001). It is noteworthy that while daily problems did not differ between the
patients and controls, they were perceived as more stressful, suggesting impaired coping
among women with the eating disorder. Hence, stress did not bring about more binge
episodes, but did increase food intake eventually. These examples of studies regarding
various stressors indicate that various types of stress act as factors in the spectrum of
disorders of binge eating.

4. THE BIOLOGICAL MECHANISM OF STRESS-INDUCED EATING
DISORDERS

It is quite apparent that the mechanism of mental stress-induced anorexia involves the
hypothalamic–pituitary–adrenal (HPA) axis. This comes from studies where food intake
was reduced by both mental stress and stress hormone administration, such as adrenocor-
ticotropic hormone (ACTH), dexamaethasone, and corticotropin-releasing factor (CRF)
(Alario et al., 1987; Ciccocioppo et al., 2001; Glowa & Gold, 1991). Another important
link between mental stress and CRF comes from the administration of an endogenous
ligand to the opioid receptor-like 1 (nociceptin/orphanin FQ): intraventricular injection
of this compound obliterated the anorexigenic effect of either electric footshock, immo-
bilization, or CRF administration (Ciccocioppo et al., 2001). This provides sound evi-
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dence that both CRF-induced and mental stress-induced anorexia share the same path-
way. A comprehensive review of the etiology of AN suggests stress as a central factor in
this illness (Connan, 2003). It is suggested that both genetic factors and early life expe-
riences, as early as the first prenatal trimester, generate a hypersensitive HPA axis. A
persistently elevated CRF level leads to the nutritional imbalance, as observed in animal
studies. CRF has an interrelationship with serotonin activity, another factor in appetite
regulation, known to be altered in AN patients. It also inhibits synthesis of neuropeptide
Y, a hormone acting to increase food intake. An acute stressor that acts upon this hyper-
sensitive stress system may trap the patient in chronic stress, similarly to an allergen
acting on the hyperreactive airways of an asthma patient. Later in the disease course, the
chronic stress of the AN patient may maintain the increased activation of the HPA axis.

Another interesting finding is that 74% of patients with AN and/or BN had antibodies
against rat pituitary cells, directed against melanocyte-stimulating hormone (MSH) or
ACTH (Fetissov et al., 2002). This suggests another mechanism connecting the stress
axis and eating disorders, an immunological one, although much more study is needed
to explain this finding. The authors hypothesized several pathways connecting these
autoantibodies with eating disorders and appetite, including neuropeptide Y (a major
peptide-stimulating food intake), the melanocortin receptor MC4, inflammatory cyto-
kines, or serotonin—all of which are connected with appetite regulation. Further, an MC4
receptor antagonist has been shown to lessen stress-induced anorexia in rats, yet without
having a direct effect on food intake without stress (Chaki, Ogawa, Toda, Funakoshi, &
Okuyama, 2003). MSH itself is also connected with appetite, as its administration was
previously found to reduce food intake in rats (Oohara, Negishi, Shimizu, Sato, & Mori,
1993), yet interfered with the anorexigenic effect of CRF. Hence, a complex and inter-
related pathway of hypothalamic and pituitary stress hormones can affect appetite and
food intake, including human AN and BN states.

5. STRESS IN OBESITY

Although not a formal eating disorder, obesity cannot occur without an increased
energy intake in relation to the body’s energy expenditure. In addition, it has been shown
that overweight girls may exhibit some behaviors similar to those with eating disorders,
such as concern with weight, shape, eating, dieting, low self-esteem, and more depression
(Burrows & Cooper, 2002). These behaviors, in addition to childhood obesity, are rec-
ognized risk factors for eating disorders. Among the reasons for the current epidemic of
obesity, the unhealthy western lifestyle tops the list: energy intake is increased owing to
the appealing deals and increased caloric density, whereas energy output is decreased as
a result of staircases, elevators, transportation, television, and computer games. In addi-
tion, a stressful lifestyle may also contribute to increased energy intake if one finds
comfort in food. For example, one study showed that stress-eaters had a slightly higher
body mass index (BMI, in kg/m2, a measure of adiposity), were more likely to be over-
weight, and consumed more fast food and energy-dense foods when compared with those
not overeating under stress (Laitinen, Ek, & Sovio, 2002). Among women, higher eating
during stress was associated with an increased chance of becoming obese.

It has been suggested that stress is a large contributor to modern-day obesity (Bjorntorp,
2001; Dallman et al., 2003; Drapeau, Therrien, Richard, & Tremblay, 2003). Combining
data from in vitro studies in animals and in humans, these authors provide evidence that
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that is the case. A chronic elevation of cortisol is brought about by longstanding stress,
which activates the HPA axis. Cortisol then acts to induce accumulation of visceral fat
in addition to a possible increase in food intake. This is seen also in Cushing’s syndrome
and chronic corticosteroid treatment, suggesting that this effect is indeed related to cor-
tisol. The elevated visceral fat, the increased actions of cortisol, or both may then act to
induce insulin resistance and its accompanying metabolic syndrome (Rosmond, 2003).
The mechanism suggested is that of chronic resistance to leptin, an appetite-depressing
hormone secreted by adipose tissue, with a concomitant increase in the actions of neu-
ropeptide Y, an appetite-stimulating factor. In addition, glucocorticosteroids act cen-
trally in the brain to induce the ingestion of comfort food under stress. Although most of
these data emerge from animal studies, the stress effect has also been demonstrated in
humans. Among women who reacted to stress by high cortisol secretion, an increase in
food intake, especially in high-fat sweet food, was noted when compared with low secre-
tors (Epel, Lapidus, McEwen, & Brownell, 2001). In a large study, stress-related cortisol
secretion was related to increased visceral adiposity, a worse lipid profile, higher insulin
and glucose levels, and higher blood pressure (Rosmon, Dallman, & Bjorntorp, 1998).

Several theories as to emotion-induced overeating exist (Canetti, Bachar, & Berry,
2002). One is that anxiety results in overeating, which is intended to decrease anxiety.
The mechanism may involve an attempt to increase tryptophan delivery to neurons af-
fecting mood, with a resulting elevation in serotonin levels. Serotonin is known to have
a role in mood regulation, as its reuptake inhibition is the prime mechanism of a large
variety of antidepressant drugs—the selective serotonin reuptake inhibitors (SSRIs). A
second mechanism may include modulation of endogenous opioid activity, well known
for its rewarding and addictive properties (Yeomans & Gray, 2002). Another explanation
for emotion-derived hunger is that the learning process of the hungry feeling has gone
wrong, confusing it with other feelings of discomfort. A biological explanation may be
that a slowing of gastric contractions under stress results in decreased eating in normal
weight individuals, but not in the obese, in whom eating continues. Whatever the mecha-
nism, overeating during stress is a common finding among the obese. Understanding this
mechanism is essential in the fight to control the obesity epidemic.

6. CONCLUSION

Mental stress has a role among additional genetic, biological, and psychological fac-
tors in initiating and maintaining eating disorders and obesity. The mechanism is believed
to involve hyperactivation of the HPA axis, and both animal and human studies allow for
a rough explanation for these disorders in which appetite regulation is found. More
research is needed to further elucidate the precise mechanisms of over- or undereating
during stress, so that psychological and drug therapy may be better tolerated.
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17 Effect of Dietary Hypercholesteremia
on Host Immune Response

Roger M. Loria

KEY POINTS

• Once the cell membrane capacity to incorporate cholesterol is exceeded, dietary hyper-
cholesteremia leads to the formation of lipid vacuoles in lymphocytes, monocytes, and
neutrophils. This is associated with impaired general defense reactions such as inflam-
mation in accordance with Selye’s description of the wear-and-tear phenomeneon.

• Excessive dietary cholesterol causes impairment in leukocyte and Kupffer cell functions,
as evidenced by reduced clearance of viral and bacterial agents and inability to reject
tumor cells. Dietary hypercholesteremia also increases host susceptibility to infections.

• Dietary hypercholesteremia suppresses cell-mediated immunity after its induction.

1. INTRODUCTION

Although the concept of immunonutrition as a subject area and its use (Calder & Kew,
2002) is a relatively recent one, Hippocrates recognized a linkage between nutrition and
good health in the following: “If we could give every individual the right amount of
nourishment, and exercise, not too little and not too much, we would have found the safest
way to health.” Many have documented the specific connection between nutrition host
resistance and immunity (Field, 2000; Field, Johnson, & Schley, 2002).

The scientific recognition that dietary fat as well as the effects of long-chain polyun-
saturated fatty acids (PUFAs), eicosapentaenoic acid (EPA), and docosahexaenoic acid
(DHA) have independent effects on immune functions has been subsequently docu-
mented (Field et al., 2002; Miles, Allen, & Calder, 2002; Miles, Aston, & Calder, 2003)
and therefore will not be discussed here. Elevated dietary cholesterol levels have a par-
ticularly significant effect on the immune response (Feo, Canuto, Torrielli, Garcea, &
Dianzani, 1976; Loria, Kibrick, & Madge, 1976; Minick, Murphy, & Campbell, 1966)
and will be the focus of this chapter.

Evidence that increased stress suppresses host immunity is extensive (Knoflach, Mayrl,
Mayerl, Sedivy, & Wick, 2003; Sheridan et al., 1998; Sheridan, Stark, Avitsur, & Padgett,
2000), and it has been reported to influence cholesterol levels (Agarwal, Gupta, Singhal,
& Bajpai, 1997; Bianca de Juarez, Iglesias, Scoppa, Agnelli, & Gauna, 2000). Indeed, a
positive correlation between lower serum cholesterol levels and perceived lower psycho-
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logical stress was reported (Thomas, Goodwin, & Goodwin, 1985) in a study of 256
healthy elderly adults who also had higher indices of immune function.

Animal experiments showed that stressed animals had higher levels of total choles-
terol and that activation of macrophage with nonspecific activators resulted in lowering
of serum cholesterol fraction (Brennan, Fleshner, Watkins, & Maier, 1996). Indeed, our
results as well as others show that excessive dietary cholesterol causes impairment in
leukocyte and Kupffer cell function, as evidenced by reduced clearance of viral and
bacterial agents and an inability to reject tumor cells, even though recognition of the
antigen(s) and activation of effector cells have taken place.

Dietary hypercholesteremia does not impair humoral immunity, but suppresses cell-
mediated immunity after its induction. The formation of lipid-laden leukocytes/
lipophages and their persistence is consistent with the phenomenon of wear-and-tear,
resulting in an impaired general defense reactions such as inflammation in accordance
with Selye’s descriptions (Selye, 1936).

By suppressing host immunity, dietary hypercholesteremia also impairs the host’s
ability to cope with stress, thereby becoming an independent stress factor.

2. CHOLESTEROL EFFECT LYMPHOCYTES AND MACROPHAGES
FUNCTIONS

Cholesterol is an integral part of the cell membrane and of lymphocyte and macroph-
age membrane domains. It is dispersed throughout the membrane, forming elements
called lipid rafts (Edidin, 2003; Kwik et al., 2003). These lipid rafts are composed of high-
melting sphingolipids packed with cholesterol and generate a liquid-gel-ordered phase
unit.

Data show that the cholesterol content of the lipid rafts determines the ability of the
cell to recruit proteins required in the initial steps of T-lymphocyte signaling (Alonso &
Millan, 2001; Larbi, Douziech, Dupuis, et al. 2004; Larbi, Douziech, Khalil, et al. 2004;
Millan, Montoya, Sanch, Sanchez-Madrid, & Alonso, 2002). In lymphocytes, these lipid
raft domains are shown to function in receptor-mediated signaling, pathogen entry and
exit, expression of surface-associated molecules, enzymatic activities, cellular activa-
tion, signal transduction, and other membrane functions (Calder, 2003). Indeed, the class
I human major histocompatibility molecules (HLA) required for antigen presentation for
CD8 � effector T lymphocytes show a clustered lateral distribution (homoassociation)
at the surface of activated human T and B lymphocytes, as well as virus-transformed T
and B lymphoblasts, in contrast to a disperse distribution on resting human peripheral
blood lymphocytes (Bene et al., 1994)

Cholesterol enrichment of the plasma membrane increased membrane fluidity and
reduced the expression of heavy- and light-chain determinants of HLA-I molecules and
free heavy chains.

The concentration and total amount of cholesterol and lipid in the plasma membrane
of lymphoblastoid cells appear to be implicated in the regulation of the lateral organiza-
tion of the membrane, which determines the efficiency of HLA-I molecule presentation
(Bodnar, Jenei, Bene, Damjanovich, & Matko, 1996; Bodnar et al., 2003). In humans,
membrane cholesterol and phospholipid levels correlate with serum high-density lipo-
protein (HDL) concentrations. The results also show that this correlation extends to the
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lipid composition of peripheral blood mononuclear cells (PBMCs) of individuals with
high or low serum HDL. This difference was reported to lead to a greater pro-inflamma-
tory response in individuals with high HDL, as illustrated by an increase in the levels of
interleukin (IL)-1b , IL-6, macrophages and chemokines, inflammatory protein-1 α, and
growth-related peptide α (GROα). (Eggesbo, Hjermann, Joo, Orstebo, & Kierulf, 1995;
Eggesbo et al., 1994, 1996). A link between Alzheimer’s disease (AD) and cell mem-
brane cholesterol is also evident (Sparks, Kuo, Roher, Martin, & Lukas, 2000). Indeed,
cholesterol interacts with the amyloid β proteins 40 and 42 in a reciprocal manner (Gibson
Wood, Eckert, Gavboa, Urule Muller, & Walker, 2003). Amyloid β 42 was not visualized
directly on cholesterol-depleted bilayers. With the use of fluorescence anisotropy and
fluorimetry procedures, amyloid β 42 appeared to induce membrane changes governed
by composition and interaction with lipid bilayers (Yip, Darabie, & McLaurin, 2002). It
was concluded that modification of the transbilayer distribution of cholesterol, and not
the total amount of cholesterol, provides a cooperative environment for amyloid β syn-
thesis and its accumulation in cell membranes, leading to cell dysfunction (McLaurin,
Darabie, & Morrison, 2003).

3. EFFECTS OF DIETARY HYPERCHOLESTEREMIA ON LEUKOCYTES

In addition to membrane effects, once the cell membrane is saturated, cholesterol
accumulates in cytoplasmic vacuoles, turning leukocytes into lipophages. Experiments
in this laboratory showed that high cholesterol intake results in lipid-stained vacuoles
within leukocytes (Fig. 1). In outbred CD-1 (Crl:CD-1® [ICR]BR) mice and inbred
C57BL/6J male mice fed the same hypercholesteremic diet, the percent of leukocytes
containing Oil-Red O staining vacuoles varied significantly. Hypercholesteremic, out-
bred CD-1 mice lipophage counts were as follows: monocytes, 40%; lymphocytes, 7%;
and neutrophils, 7%. In inbred C57BL/6J mice lipophage counts were as follows: mono-
cytes, 62%; lymphocytes, 3%; and neutrophils, 14%. Except for rare cases, no lipid
vacuoles were evident in control normocholesteremic animals (Sniezek & Loria, unpub-
lished data). Accumulation of cholesterol in leukocytes may be one of the significant
factors leading to reticuloendothelial blockade.

Fig. 1. Intracytoplasmic vacuoles from the peripheral blood of hypercholesteremic CD-1 male
mice. Stained for lipids with Oil–Red O/Giemsa stain. ×1000 magnification.
Left, lymphocyte; middle, monocytes; right, neutrophil. The intracytoplasmic vacuoles stained
red for lipid deposition appear as light gray inclusions indicated by arrows. (From Sniezek & Loria,
unpublished data.)
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Fig. 2. Dietary hypercholesteremia increases susceptibility to viral infection.
CD-1 male mice fed a hypercholesteremic diet were challenged with 3 × 106 coxsackievirus B5
infectious units. Hypercholesteremic animals infected with virus �; control normal mice infected
with same virus dose �; control normal mice not infected . (Adapted from Loria et al., 1976.)

4. EFFECTS OF DIETARY HYPERCHOLESTEREMIA ON HOST
RESISTANCE TO INFECTIONS AND IMMUNITY

Loria et al. (1976) reported that dietary hypercholesteremia was associated with a
significant reduction of host resistance leading to an increased susceptibility to infection
by a human cardiotropic virus (Loria, Kos, Campbell, & Madge, 1979). As illustrated in
Fig. 2, outbred CD-1 mice fed a hypercholesteremic diet and infected with a dose of 3 ×
106 coxsackievirus B5 infectious unit exhibited 97% mortality, with only 1 out of 30
animals (3%) surviving at 14 d. No mortality was observed in normocholesteremic ani-
mals infected with an identical dose. Similarly, control inbred C57BL/6J male mice were
resistant to a challenge of 4 × 108 infectious units of coxsackievirus B5, whereas 50% of
hypercholesteremic animals died following a challenge of 2.4 × 105 infectious units, a 3
order of magnitude increase in susceptibility (Sneizek & Loria, unpublished data). One
hallmark of viral infection is an inflammatory response, as evident by mononuclear cell
infiltration of the infected target tissues. This ability of mononuclear cells to respond and
clear infectious agents from infected tissues is significantly diminished in hypercholes-
teremic animals. Consequently, a marked augmentation of coxsackievirus-B5-mediated
cardiopathy and cardiomyolysis was observed (Fig. 3). Evidence of virus localization,
greater replication, and persistence in the aorta was obtained (Campbell, Loria, & Madge,
1978). Atherosclerotic changes in the aorta became evident several months after acute
infection of animals fed the high-cholesterol diet. Such pathology was not evident in
virus-infected normocholesteremic animals (Figs. 4–6). The effects of dietary hypercho-
lesteremia extended to an increase in susceptibility to bacterial infections. Indeed, the
dose that causes a 50% mortality in normal C57BL/6L animals is 1.5 × 107 colony-
forming unit of Listeria monocytogenes, which is reduced 40-fold to 3.7 × 105 colony-
forming units in hypercholesteremic animals. Hepatic titers of L. monocytogenes
decreased rapidly after 6 d of infection in normal animals but persisted in hypercholes-
teremic animals (Kos, Kos, & Kaplan, 1984). The ability of the host to reject a tumor was
markedly diminished in hypercholesteremic animals (Table 1). Consequently, the effects
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Fig. 3. Heart section from hypercholesteremic coxsackievirus-infected CD-1 mouse. Focal areas
of myocytolysis. Inflammatory cellular infiltration is abscent. Hematoxylin & eosin stain �720
(From Campbell, Loria, & Madge, 1976.)

on macrophage activation were examined using two different criteria to identify the locus
of immune impairment. Both the expression of new surface antigen associated with
macrophage activation of peritoneal exudate (Kaplan, Bear, Kirk, Cummins, &
Mohanakumar, 1978) and their cytotoxic activity against tumor cells in vitro were tested.

Fig. 4. Aorta from 5 mo post infected hypercholesteremic CD-1 mouse . A marked distruption of
the media smooth muscle cells. Hematoxylin & eosin stain �720. (From Campbell, et al., 1978.)
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Fig. 5. Aorta from uninfented hypercholesteremic CD-1 mouse . No evidence of cellular changes.
Hematoxylin & eosin stain �720. (From Campbell et al., 1978)

Fig. 6. Hypercholesteremic CD-1 mouse 10 mo after infection with a coxsackievirus B5. Note
cholesterol clefts in atherosclerotic plaque adhering to aorta wall. Unifected hypercholesteremic
animals or infected normal animals did not develop plaques. (From Loria, 1986.)

No significant difference between the hypercholesteremic and normal groups was
observed (Kos et al., 1979). These findings suggested that in vivo elevated cholesterol
did not appear to impair antigen recognition but impaired the effector function of acti-
vated macrophages to reject tumors.
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Elevated cholesterol levels were associated with physiological changes, particularly
the accumulation of intrahepatic cholesterol leading to gross focal necrosis in virus-
infected animals (Fig. 7). The increased susceptibility to infection reached a plateau after
10 wk on the hypercholesteremic diet. This coincided with a twofold increase in the ratio
of hepatic total cholesterol and a twofold reduction of protein (Table 2). Substitution of
the hypercholesteremic diet with a normal control diet led to fast restoration of hepatic
protein concentration and host resistance. There was a significant correlation between the
increase in virus-mediated mortality and total cholesterol levels (r � 0.96) when liver
total cholesterol was expressed as a percentage of control values. Similarly, the reduction
in hepatic protein per gram of tissue also showed a positive correlation (r = 0.833) with
increased susceptibility.

It is apparent that one of the determinant factors reducing host resistance is the ratio
of hepatic cholesterol to protein. This metabolic imbalance led to reduced virus clearance
from the blood and liver. In these experiments, 3 × 108 infectious units of coxsackievirus
were injected into the intraperitoneal cavity, and virus titers were measured at 15 and 30
min and hourly from 1 to 4 h. The average virus clearance from the blood and the liver,
respectively, was lower in hypercholesteremic animals by 0.89–0.75 log at each of the
five time points. Tabulation of the reduced clearance over the 4-h time span, as a crude

Table 1
Effects of Hypercholesteremia on Tumor Regression

Macrophage attractant Animals protected
Host (C. parvum)a Tumor rejectionb from tumor killing (%)

Normal No 0
Normal Yes 5 50
Hypercholesteremic No 1 0
Hypercholesteremic Yes 1 0

aC. parvum is a heat-killed vaccine preparation, which functions as a macrophage attractant; 17.5 mg/kg
were injected into the lession on d 3 of the experiment.

bNumber of rejections out of 10 animals per group. C57BL/6J were inoculated with 5 � 104 methyl
cholanthrene-induced fibrosarcoma 2182 tumor cell.

Source: Kos, 1979.

Table 2
Hepatic Effects of Dietary Hypercholesteremiaa

Total cholesterol Total protein Liver weight
Diet (mg/g liverb) (mg/g liverc) (% total body weight)

Hypercholesteremic 8.5 ± 0.7 84.0 ± 4.3 10. 2 ± 0.8
Control 4.1 ± 1.0 155.0 ± 22.5 4.7 ± 0.4
Ratio 2.07 0.54 2.17

aC57BL/6J male mice were on the hypercholesteremic diet for 10 wk.
bData are average of four livers.
cData are average of nine livers.
Source:Adapted from Campbell, 1982.
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Fig. 7. Enlarged patchy and mottled liver of hypercholesteremic mouse infected with coxsackievirus
B5 (left) that contrasts with homogeneous appearance of liver from uninfected hypercholesteremic
animal (right). (Adapted from Loria et al., 1976.)

Table 3
Effects of Dietary Cholesterol Elevation on Antibody Response

Antibody titers (units/mL)b

Days postinfectiona Control diet Hypercholesteremic diet

1 <20 <20
3 <20 <20
5 100 ± 36 300 ± 142
7 288 ± 134 368 ± 22*

14 6860 ± 2860 10,659 ± 2860

aInfected with 1 × 105 infectious units of coxsackievirus B5.
bOne unit/mL neutralizes one-half HeLa cell monolayers culture infected with

100 tissue culture infectious dose 50 of coxsackievirus B5.
*Statistically significant p < 0.05 by student’s t-test.
Source: Campbell, Loria, Madge, & Kaplan, 1982.

indicator, amounted to 5.3–4.5 log of infectious virus from the blood and liver, respec-
tively (Campbell, Loria, Madge, & Kaplan, 1982).

In order to determine whether elevated cholesterol mediated a suppression of the
humoral immune response, the level of antibodies against a human coxsackievirus was
tested in both normal and hypercholesteremic animals. The results presented in Table 3
show that antibody synthesis, levels, and rates were not affected by the high-cholesterol
diet. In order to establish that elevated cholesterol levels did not interfere with antibody
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binding, passive immunization was carried out. Hyperimmune sera injected into hyper-
cholesteremic animals infected with coxsackievirus B5 effectively protected animals, as
evident from a 92% survival as compared to no survival in nonimmunized hypercholes-
teremic controls (Campbell et al., 1982).

The results show that excess cholesterol intake induces an hepatic blockade and Kupffer
cell inhibition. In addition, evidence of impairment in cell-mediated immune functions,
but not humoral immunity, is apparent. Experiments that transferred immune spleen cells
against L. monocytogenes from normal donors to hypercholesteremic recipients showed
a diminished function in the recipients, which indicates that the hypercholesteremic
“environment” is contributing to the immune impairment. Reverse experiments, trans-
ferring immune spleen cells from hypercholesteremic animals to normal animals, re-
sulted in significant protection. This led to the conclusion that immune T lymphocytes
are generated in the hypercholesteremic host and that the immune impairment occurs at
a later stage (Kos et al., 1984).

Confirmation of these observations was provided by Pereira, Steffan, Koehren, Dou-
glas, and Kirn (1987), who reported that normal A/J mice that are fully resistant to mouse
hepatitis type 3 become susceptible to this virus after dietary-induced hypercholester-
olemia. Accordingly, a direct relationship was found between the high levels of plasma
and hepatic cholesterol and the mortality from mouse hepatitis virus. The loss of host
resistance was correlated with an impairment of Kupffer cell activation. Since the liver
is the target organ for mouse hepatitis virus, this model unmasks the hepatic pathology
mediated by hypercholesteremia to this organ.

The fundamental basis of these observations is also supported by Ludewig et al.
(2001), who reported similar effects of genetically induced hypercholesterolemia on
cellular immunity.

Apolipoprotein-E-deficient and low-density-lipoprotein-receptor-deficient mice had
aggravated virus-induced immunopathology a deficient virus clearance from spleen and
nonlymphoid organs, including liver. Activation of antiviral cytotoxic T lymphocytes
(CTLs), measured by ex vivo cytotoxicity and interferon (IFN)-γ production, and recruit-
ment of specific CTLs into blood and liver were impaired in hypercholesteremic mice.
These investigators conclude that hypercholesterolemia had a significant suppressive
effect on cellular immunity and increases the susceptibility to acute or chronic infections
as well as diseases with an immunopathological components such as atherosclerosis.

5. CONCLUSIONS

Among the many tasks leukocytes perform are phagocytosis, antigen presentation, and
antibody synthesis. Similarly, Kupffer cells also carry out phagocytic functions.

The cholesterol content of the plasma membrane is a major determinant of the regu-
lation of membrane fluidity and enables leukocytes to function and transmit signals
across the cell membrane. The levels of cholesterol in the serum and tissues have a
marked effect on the content and subsequent function of leukocytes. Excessive dietary
cholesterol impairs the functions of leukocytes and Kupffer cells. This dysfunction is
evident from reduced clearance of viral and bacterial agents and inability to reject tumor
cells, even though recognition of the antigen(s) and activation of effector cells have taken
place. The results show that dietary hypercholestremia does not impair humoral immu-
nity, but suppresses cell-mediated immunity, and the impaired function appears to occur
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after its induction. Sustained dietary hypercholesteremia leads to formation of lipid-
laden leukocytes with intracellular vacuoles containing lipids. This is an illustration of
a biological insult caused by malnourishment. The formation of lipid-laden cells is consis-
tent with the wear and tear phenomenon and results in impaired general defense reactions
such as inflammation, as described by Selye (1936). By this definition, dietary-induced and
maintained hypercholesteremia can be considered a nocuous agent or process. Dietary
hypercholesteremia abrogates the host’s ability to cope with stress and is clearly an
independent stress factor.
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18 Treatment of Huntington’s Disease
With Eicosapentaenoic Acid

Basant K. Puri

KEY POINTS

• There is strong evidence pointing to the involvement of lipids in the pathophysiology of
Huntington’s disease, perhaps through an as-yet-unidentified action of huntingtin.

• Single cases and trials utilizing long-chain polyunsaturated fatty acids show therapeutic
benefit in Huntington’s disease.

• The clinical benefit appears particularly strong in the case of ultra-pure eicosapentaenoic
acid.

• Beneficial changes in neuropsychological functioning and in terms of structural brain
changes also appear to accompany treatment with ultra-pure eicosapentaenoic acid.

• This treatment offers a new and potentially beneficial intervention for this otherwise
intractable inherited disorder.

1. INTRODUCTION

Huntington’s disease (or chorea) is a progressive, inherited neurodegenerative disease
characterized by autosomal dominant transmission and the emergence of abnormal in-
voluntary movements and cognitive deterioration, with progression to dementia and
death over 10–20 yr; the gene responsible, huntingtin, is located on chromosome 4
(Harper, 1996; Huntington’s Disease Collaborative Research Group, 1993). Until the
studies using eicosapentaenoic acid, there was no evidence of effective treatment for this
disorder.

Several lines of evidence pointed this author towards the possibility of a therapeutic
role for long-chain polyunsaturated fatty acids in this disease. These included the original
single-case studies of patients treated with long-chain polyunsaturated fatty acids by K.
S. Vaddadi, membrane phospholipid metabolism in Huntington’s disease, the demon-
stration of impaired phospholipid-related signal transduction in this disease, a study of
the effects of long-chain polyunsaturated fatty acids on a transgenic mouse model of
Huntington’s disease, and the effects of eicosapentaenoate on the human brain in other
neuropsychiatric disorders revealed by recently developed serial magnetic resonance
imaging (MRI) registration techniques. Following a consideration of these background
studies, this chapter contains an account of the results of direct treatment with
eicosapentaenoic acid in Huntington’s disease.
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2. BACKGROUND STUDIES

2.1. Two Single-Case Studies
In 1994, Vaddadi (2003) began treating a female patient in her early 80s with long-

chain polyunsaturated fatty acids. In 1991, the patient had been noted to have short-term
memory deficits, athetoid movements, and non-insulin-dependent diabetes mellitus. She
was diagnosed as suffering from Huntington’s disease the following year and treated
until the end of 1993 with haloperidol. During this time her chorea, dysarthria, and
depression worsened. Her cytosine-adenine-guanine (CAG) repeat numbers were 16 and
41 for two alleles. In April 1994, she was assessed by Vaddadi’s team and commenced
on Efamol™, a fatty acid preparation containing γ-linolenic acid. By September of that
year there was a marked reduction in her abnormal involuntary movements and some
improvement in her speech, memory, and general interactions. The clinical improvement
was maintained until the time of her death in 1997.

Vaddadi’s second open-trial case report (2003) was of a male Huntington’s disease
patient in his 60s who also showed improvements in his abnormal involuntary move-
ments following treatment with Efamol and, in particular, with Efamol-Marine™, which
contains γ-linolenic acid, docosahexaenoic acid, and a relatively small amount of
eicosapentaenoic acid.

2.2. Membrane Phospholipid Metabolism
Based on the finding of reduced levels of phosphoethanolamine and ethanolamine in

Huntington’s disease, Ellison, Beal, and Martin (1987) proposed alterations in mem-
brane phospholipid metabolism. This is consistent with the finding by Sakai et al. (1991)
that the mean level of erythrocyte membrane docosahexaenoic acid in six patients with
Huntington’s disease was significantly lower than that in 14 matched normal controls.
Docosahexaenoic acid is a component of ethanolamine glycerophospholipids, the me-
tabolism of which is known to be disturbed in both Huntington’s and Alzheimer’s dis-
eases (Ellison et al., 1987). Because docosahexaenoic acid levels are also lower in
Alzheimer’s disease, this suggests that a common mechanism of neuronal loss could be
involved in both disorders.

2.3. Impaired Phospholipid-Related Signal Transduction
Puri (2001) measured the response to topical aqueous methyl nicotinate solution at

5-min intervals over 20 min in six inpatients with advanced (stage III) Huntington’s
disease and in 14 age- and sex-matched normal individuals with no history of this or any
other major neurological disorder. The results were converted into the volumetric niacin
response (VNR), which indexes phospholipid-related signal transduction (Puri, Hirsch,
Easton, & Richardson, 2002). The mean VNR in the Huntington’s disease patients, 16.3
(standard error 2.6) mol s/L, was significantly lower than that of 28.3 (standard error 2.1)
mol s/L in the control group (p = 0.004), which is consistent with the conclusion that
Huntington’s disease may be associated with an abnormality of neuronal membrane fatty
acid metabolism, possibly as a consequence of an as-yet-unidentified action of huntingtin.

2.4. Transgenic Mouse Studies
R6/1 mice are transgenic for a human genomic fragment containing promoter ele-

ments exon 1 and a portion of intron 2 of the huntingtin gene and display a progressive
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neurological phenotype; they carry an approximate CAG repeat expansion of 115. The
R6/1 line has a relatively late age of onset and an insidious progression of phenotype, with
subsequent seizures, bradykinesia, loss of body mass, and death, and it shows greater
homology with the typical course of illness in the human disorder than does the R6/2 line
(Davies et al., 1997; Mangiarini et al., 1996). Clifford et al. (2002) carried out a study in
which R6/1 and normal mice were randomized to receive a mixture of essential fatty acids
and long-chain polyunsaturated fatty acids or placebo on alternate days from conception.
The active treatment included linoleic acid, γ-linolenic acid, eicosapentaenoic acid, and
docosahexaenoic acid. Over mid-adulthood, topographical assessment of behavior
showed that the transgenic mice had improved survival, progressive shortening of stride
length, with progressive reductions in locomotion, elements of rearing, sniffing, sifting,
and chewing and an increase in grooming, which were either not evident or materially
diminished in those receiving essential fatty acids; the R6/1 mice also showed reductions
in body mass and in brain dopamine D1-like and D2-like quantitative receptor autorad-
iography, which were unaltered by essential fatty acids. These findings indicate that early
and sustained treatment with essential fatty acids and long-chain polyunsaturated fatty
acids protected against motor deficits in transgenic R6/1 mice expressing exon 1 of the
huntingtin gene and suggest that essential fatty acids may have therapeutic potential in
Huntington’s disease.

2.5. Cerebral Effects of Pure Eicosapentaenoic Acid
in Other Neuropsychiatric Disorders

Use of a rigid-body monomodal subvoxel registration technique developed at
Hammersmith Hospital, London, and based on the sinc interpolation function, allows
highly accurate intrasubject registration of serial three-dimensional (3D) MRI brain
scans (Bydder, 1995; Bydder & Hajnal, 1997). Ventricular changes detected using such
techniques can now be quantified accurately (Puri, 2004; Saeed, Puri, Oatridge, Hajnal,
& Young, 1998). These powerful imaging techniques have recently begun to be applied
to the study of the effects of eicosapentaenoic acid intervention in neuropsychiatric
disorders (Puri, 2004). The first such application, in a long-standing case of schizophre-
nia not being treated with conventional medication, showed that sustained remission of
positive and negative symptoms associated with treatment with eicosapentaenoic acid
(alone) was accompanied by a reversal of cerebral atrophy (Puri & Richardson, 1998;
Puri et al., 2000). Similarly, the first case of treatment-resistant depression treated with
eicosapentaenoic acid (as an adjunct treatment) was also accompanied by a reversal of
cerebral atrophy (Puri, Counsell, Hamilton, Richardson, & Horrobin, 2001).

Furthermore, eicosapentaenoic acid inhibits phospholipase A2; the phospholipase A2

group of enzymes may play an important role in the generation of intracellular free radical
enzymes and appears to be important in neurodegeneration (Klivenyi et al., 1998). Given
the central importance of cerebral atrophy in Huntington’s disease, this limited evidence
gave further support to the potential benefits of eicosapentaenoic acid in this disease.

3. TREATMENT WITH EICOSAPENTAENOIC ACID

Given the above lines of evidence pointing to the potential therapeutic role of
eicosapentaenoic acid in Huntington’s disease, this hypothesis was directly tested in a
study published by our group (Puri, Bydder, et al., 2002). Details of this study are now given.
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3.1. Patients
The patients were recruited from a specialist center in London offering 24-h medical

and nursing care for patients with cerebral damage. All of the patients suffered from end-
stage (stage III) Huntington’s disease, scoring 40 or below on the Independence Scale of
the Unified Huntington’s Disease Rating Scale (Huntington Study Group, 1996).

Initially, eight patients were blindly randomized into an active treatment group (four
patients) with 2 g of ethyl eicosapentaenoic acid (LAX-101, Laxdale Ltd., Stirling,
Scotland) daily or a matching placebo group (four patients). Unfortunately, before the
trial began, one patient who was randomized to receive the active treatment died as a
result of the Huntington’s disease.

The two groups did not differ significantly with respect to age (p � 0.27) or sex (p � 0.63).

3.2. Treatments Administered
The active treatment of 2 g daily of ultra-pure ethyl eicosapentaenoic acid for 6 mo was

provided in the form of soft gelatin capsules, each containing 500 mg ethyl eicosapentaenoic
acid. The placebo consisted of identically appearing capsules containing inert liquid
paraffin. For patients unable to swallow them, the capsules were broken by the nursing
staff and the contents either mixed with drinks and swallowed or, where appropriate,
mixed with feed and entered via a preexisting percutaneous endoscopic gastrostomy
(PEG) tube.

At the end of the study, those nursing staff who had been involved in breaking open
the capsules were interviewed; in all cases the staff incorrectly identified the treatment.
Furthermore, none of the ratings used were carried out by the nursing staff.

3.3. Neuropsychological Ratings
All of the patients were evaluated at baseline and at 6-mo follow-up on the motor

component of the Unified Huntington’s Disease Rating Scale (Huntington Study Group,
1996).

Unfortunately, owing to the severity of the stage III Huntington’s disease, it was found
that the psychological ratings component of the Unified Huntington’s Disease Rating
Scale could only be fully carried out in five of the patients at baseline. It was therefore
decided to repeat this component only in these five patients at 6-mo follow-up.

3.4. Magnetic Resonance Scanning Protocol
Sagittal 3D T1-weighted rf spoiled images (TR = 30 ms, TE = 3 ms, flip angle = 30°,

156 × 256 image matrix, 114 slices, 1.6 mm slice thickness, 25 cm field of view) were
acquired on a 1.5 T Eclipse (Marconi Medical Systems) scanner at each examination.
Phantom measurements were taken to confirm that no changes in magnetic gradient
strength had occurred. Because of the movement disorder, leading in turn to motion
artefacts, only four patients underwent successful MRI at baseline and 6 mo.

3.5. Determination of Structural Cerebral Ventricular Change
The MRI cerebral volume scans for each patient were accurately registered using

monomodal subvoxel rigid-body registration based on the sinc interpolation function
(Puri, 2004). Using these registered images, subtraction images were obtained for each
patient, and these registered anatomical and subtraction images were reformatted into the
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transverse plane with isotropic voxels of size 0.9773 mm3. They were used to evaluate the
changes, if any, between the baseline and 6-mo follow-up images. Because of the high
degree of cerebral atrophy in the stage III Huntington’s disease patients, it was not
possible to quantify the lateral ventricular volumes.

3.6. Motor Function
On the orofacial component of the Unified Huntington’s Disease Rating Scale, three

patients improved and four deteriorated. The former three patients were the ones in the
active group who had received eicosapentaenoic acid, while all four patients who dete-
riorated had received the placebo (p = 0.029).

In terms of the other components of the motor scale of the Unified Huntington’s
Disease Rating Scale, two patients improved and five deteriorated. Both patients who
improved were in the active treatment group and had received eicosapentaenoic acid. In
spite of the small numbers of patients and controls, the change in the total movement score
for the patients on eicosapentaenoic acid was significantly better than that for the patients on
the placebo (p � 0.019). The motor function data for all the patients are shown in Table 1.

3.7. Psychological Function
Four of the five patients assessed both at baseline and at 6-mo follow-up showed little

change with respect to the psychological ratings of the Unified Huntington’s Disease
Rating Scale. In the case of the fifth patient, however, there was a dramatic change. This
patient had scored extremely poorly on the Stroop color ratings at baseline (18 errors).
However, surprisingly for a stage III Huntington’s disease patient, she was assessed to
have a perfect score (no errors) on this task at the 6-mo follow-up test.

It turned out that only one of the five patients from whom psychology ratings had
successfully been obtained had received the eicosapentaenoic acid, and this was the same
patient who had shown the dramatic improvement in the color Stroop ratings. (Because
of the small numbers involved, this was not a statistically significant result.) The changes
in ratings on the Stroop test are shown in Table 2.

Table 1
Baseline and 6-mo Follow-Up Scores for the Orofacial Motor and Other
Motor Components of the Unified Huntington’s Disease Rating Scalea

Orofacial movements Other movements Total score

Baseline 6 mo Baseline 6 mo Baseline 6 mo

Patients on placebo:
12 13 20 26 32 39
16 19 33 36 49 55
12 16 15 23 27 39

2 4 5 22 7 26
Patients on EPA:

19 16 26 30 45 46
14 12 31 27 45 39
11 1 19 15 30 16

 aHigher numbers indicate a worse state.
Source: Modified from Puri et al., 2002.
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3.8. Structural Cerebral Changes
Of the four patients who successfully underwent cerebral magnetic resonance scan-

ning at baseline and 6-mo follow-up, it turned out that two were in the placebo group and
two were in the active treatment group. Subtraction of the registered images showed that
an increase in ventricular size had taken place in both patients on the placebo. A detailed
manual inspection of the difference images, slice by contiguous slice, revealed that in the
placebo group the sulci had generally widened and some of the gyri had thinned. These
changes were consistent with a progression of the cerebral atrophy and were in line with
expectations in end-stage Huntington’s disease.

In contrast, the subtraction images from the two patients treated with eicosapentaenoic
acid showed clear evidence of an overall decrease in ventricular size. In these patients,
the difference images also showed evidence of some sulcal thinning. Thus, while the
placebo was associated with progressive cerebral atrophy, the ethyl eicosapentaenoic
acid was associated with a reverse process.

4. CONCLUSIONS

The results of the above randomized double-blind, placebo-controlled study showed
that the administration of ultra-pure eicosapentaenoic acid is associated with improve-
ments in both cerebral structure and function in the patients with end-stage Huntington’s
disease. (In comparison, the patients taking the placebo showed the expected deteriora-
tion in cerebral structure and functioning.) Thus, these results are consistent with the
hypothesis proposed earlier, whereby Huntington’s disease is considered to be a phos-
pholipid spectrum disorder that may be amenable to treatment with essential fatty acids.

A similar study was carried out by Vaddadi, Soosai, Chiu, and Dingjan (2002) and
published at the same time as the study by Puri, Bydder, et al. (2002). In their study,
Vaddadi and colleagues found significant improvement in (non-end-stage) Huntington’s
disease following daily treatment with 560 mg of γ-linolenic acid, 280 mg of
eicosapentaenoic acid, 160 mg of docosahexaenoic acid, 400 mg of α-lipoic acid, 240 mg
of D-α-tocopheryl acetate, and linoleic acid.

Table 2
Changes in Error Scores in the Components of the Stroop Testa for Patients
on Placebo and Eicosapentaenoic Acid (EPA)b

Stroop color naming Stroop word reading Stroop interference test

Patients on placebo:
0 5 4
0 0 0

�5 �5 7
�2 0 0

Patient on EPA:
�18 0 �6

a6-mo error score minus baseline error score.
bIt was not possible to obtain scores on both occasions from the remaining two patients.

Note that negative changes in error scores correspond to improvement, and vice versa; zero
changes correspond to no change.

Source:Modified from Puri et al., 2002.
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As a result of the above studies, a larger multicenter trial of purified ethyl
eicosapentaenoate (LAX-101, Laxdale Ltd., Stirling, Scotland) in 135 patients with stage
I orrr stage II Huntington’s disease has been carried out. At the time of writing the results
of this study have not entered the public domain. Exploratory analysis has shown that a
significantly higher number of patients in the per protocol cohort, treated with EPA,
showed stable or improved motor function (Puri et al., 2005). Intriguingly, there also
appeared to be a pharmacogenetic effect, with a significant interaction being found
between treatment and a factor defining patients with high vs low CAG repeats (Puri et
al., 2005)

REFERENCES
Bydder, G. M. (1995). The Mackenzie Davidson Memorial Lecture: Detection of small changes to the brain

with serial magnetic resonance imaging. British Journal of Radiology, 68, 1271–1295.
Bydder, G. M., & Hajnal, J. V. (1997). Registration and subtraction of serial MRI—Part 2: Image interpre-

tation. In W. G. Bradley & G. M. Bydder (Eds.), Advanced MR imaging techniques (pp. 239–258).
London: Martin Dunitz.

Clifford, J. J., Drago, J., Natoli, A. L., Wong, J. Y., Kinsella, A., Waddington, J. L. & Vaddadi, K. S. (2002).
Essential fatty acids given from conception prevent topographies of motor deficit in a transgenic model
of Huntington’s disease. Neuroscience, 109, 81–88.

Davies, S. W., Turmaine, M., Cozens, B. A., DiFiglia, M., Sharp, A. H., Ross, C. A., Scherzinger, E., Wanker,
E. E., Mangiarini, L., & Bates, G. P. (1997). Formation of neuronal intranuclear inclusions underlies the
neurological dysfunction in mice transgenic for the HD mutation. Cell, 90, 537–548.

Ellison, D. W., Beal, M. F., & Martin, J. B. (1987). Phosphoethanolamine and ethanolamine are decreased
in Alzheimer’s disease and Huntington’s disease. Brain Research, 417, 389–392.

Harper, P. S., (Ed.). (1996). Huntington’s disease, (2nd ed.). London: W. B. Saunders.
Huntington Study Group. (1996). Unified Huntington’s Disease Rating Scale: Reliability and consistency.

Movement Disorders, 11, 136–142.
Huntington’s Disease Collaborative Research Group. (1993). A novel gene containing a trinucleotide repeat

that is expanded and unstable on Huntington’s disease chromosomes. Cell, 72, 971–983.
Klivenyi, P., Beal, M. F., Ferrante, R. J., Andreassen, O. A., Wermer, M., Chin, M. R., & Bonventre, J. V.

(1998). Mice deficient in group IV cytosolic phospholipase A2 are resistant to MPTP neurotoxicity.
Journal of Neurochemistry, 71, 2634–2637.

Mangiarini, L., Sathasivam, K., Seller, M., Cozens, B., Harper, A., Hetherington, C., Lawton, M., Trottier,
Y., Lehrach, H., Davies, S. W., & Bates, G. P. (1996). Exon 1 of the HD gene with an expanded CAG
repeat is sufficient to cause a progressive neurological phenotype in transgenic mice. Cell, 87, 493–506.

Puri, B. K. (2001). Impaired phospholipid-related signal transduction in advanced Huntington’s disease.
Experimental Physiology, 86, 683–685.

Puri, B. K. (2004). Monomodal rigid-body registration and applications to the investigation of the effects of
eicosapentaenoic acid intervention in neuropsychiatric disorders. Prostaglandins, Leukotrienes and
Essential Fatty Acids, 71, 177–179.

Puri, B. K., Bydder, G. M., Counsell, S. J., Corridan, B. J., Richardson, A. J., Hajnal, J. V., Appel, C., McKee,
H. M., Vaddadi, K. S., & Horrobin, D. F. (2002). MRI and neuropsychological improvement in Hun-
tington disease following ethyl-EPA treatment. Neuroreport, 13, 123–126.

Puri, B. K., Counsell, S. J., Hamilton, G., Richardson, A. J., & Horrobin, D. F. (2001). Eicosapentaenoic acid
in treatment-resistant depression associated with symptom remission, structural brain changes and
reduced neuronal phospholipid turnover. International Journal of Clinical Practice, 55, 560–563.

Puri, B. K., Hirsch, S. R., Easton, T., & Richardson, A. J. (2002). A volumetric biochemical niacin flush-
based index that noninvasively detects fatty acid deficiency in schizophrenia. Progress in Neuropsycho-
pharmacology and Biological Psychiatry, 26, 49–52.

Puri, B. K., Leavitt, B. R., Hayden, M. R., Ross, C. A., Rosenblatt, A., Greenamyre, J.. T., Hersch, S.,
Vaddadi, K. S., Sword, A., Horrobin, D. F., & Murck, H. (2005). Ethyl-EPA in Huntington’s disease:
A double-blind, randomized, placebo-controlled trial. Neurology (in press).

Puri, B. K., & Richardson, A. J. (1998). Sustained remission of positive and negative symptoms of schizo-
phrenia following treatment with eicosapentaenoic acid. Archives of General Psychiatry, 55, 188–189.

18_Puri_279_286_F 6/22/05, 11:42 AM285



286 Part IV / Chronic Disorders and Inflammation

Puri, B. K., Richardson, A. J., Horrobin, D. F., Easton, T., Saeed, N., Oatridge, A., Hajnal, J. V., & Bydder,
G. M. (2000). Eicosapentaenoic acid treatment in schizophrenia associated with symptom remission,
normalisation of blood fatty acids, reduced neuronal membrane phospholipid turnover and structural
brain changes. International Journal of Clinical Practice, 54, 57–63.

Saeed, N., Puri, B. K., Oatridge, A., Hajnal, J. V., & Young, I. R. (1998). Two methods for semi-automated
quantification of changes in ventricular volume and their use in schizophrenia. Magnetic Resonance in
Medicine, 16, 1237–1247.

Sakai, T., Antoku, Y., Iwashita, H., Goto, I., Nagamatsu, K., & Shii, H. (1991). Chorea-acanthocytosis:
Abnormal composition of covalently bound fatty acids of erythrocyte membrane proteins. Annals of
Neurology, 29, 664–669.

Vaddadi, K. (2003). Essential fatty acids in the treatment of Huntington’s disease. In M. Peet, I. Glen, & D.
F. Horrobin (Eds.), Phospholipid spectrum disorder in psychiatry and neurology (2nd ed.). (pp. 565–
574). Carnforth, Lancashire: Marius.

Vaddadi, K. S., Soosai, E., Chiu, E., & Dingjan, P. (2002). A randomised, placebo-controlled, double blind
study of treatment of Huntington’s disease with unsaturated fatty acids. Neuroreport, 13, 29–33.

18_Puri_279_286_F 6/22/05, 11:42 AM286



Chapter 19 / Stressors in Women’s Health 287

287

From: Nutrients, Stress, and Medical Disorders
Edited by: S. Yehuda and D. I. Mostofsky  © Humana Press Inc., Totowa, NJ

19 Major Stressors in Women’s Health
The Role of Nutrition

Adrianne Bendich and Ronit Zilberboim

KEY POINTS

• Women have higher rates of many serious diseases, including depression, autoimmune
diseases, and osteoporosis, than do men.

• Women are affected by conditions linked to the menstrual cycle, including dysmenor-
rhea, amenorrhea, premenstrual syndrome, and polycystic ovarian syndrome.

• Caloric restriction can result in severe weight loss and cause or exacerbate amenorrhea,
whereas weight loss in obese polycystic ovarian syndrome patients can result in signifi-
cant lessening of symptoms and may reduce infertility.

• Menopause is a stressful period during which some symptoms can be lessened with
dietary changes.

• Corticosteroids, used in the treatment of autoimmune diseases, significantly increase the
risk of secondary osteoporosis.

• Postmenopausal bone loss as well as age-associated loss in bone mineral density (in both
men and women) result in one-third of all women over 50 yr of age expected to fracture
a bone during their lifetime.

• Calcium and vitamin D are critical in reducing the risk of osteoporotic fractures.
Antiosteoporosis drug efficacy is predicated on adequate calcium and vitamin D status.

1. INTRODUCTION

The objectives of this chapter are to examine the differences in the causes of death and
disability between men and women and determine if diet and/or nutritional status are
factors contributing to these differences. We will examine the role of nutrition during
several of the critical periods in a woman’s life when stresses are increased. We will look
at menstrual issues with emphasis on premenstrual syndrome (PMS), polycystic ovarian
syndrome (PCOS), and pregnancy. Additionally, we will review two major diseases
associated with female aging: autoimmune disease and osteoporosis.

1.1. Morbidity and Mortality Differences Between Men and Women
and Women of Different Races/Ethnic Groups

Sex matters. Differences in prevalence and severity of diseases, disorders, and condi-
tions exist between the sexes for many but not all diseases. These differences result in a
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life expectancy in the United States of 79.9 yr for women compared to 74.7 yr for men
(National Vital Statistics, 2002). The 10 leading causes of death differ between women
and men, as seen in Table 1. Health behaviors also differ between the sexes and may be
related to mortality rates as well as the prevalence and severity of certain diseases. For
instance, accidents are the fourth leading cause of death in men and only the eighth cause
of mortality in women: the US Centers for Disease Control and Prevention (CDC) reported
that about 30% of adult men had five or more alcoholic drinks in one day during the past
year compared to about 11% of women. About the same percentage of men (25%) as
women (21%) are current smokers, and about the same percentage are also obese. How-
ever, the percentage of black women who were obese was 35% compared to 20% in white
women and only 6% in Asian women. Physical inactivity is slightly higher in women
(41%) than in men (36%), and Hispanic women were the least active (55%). Hispanic
women had very low rates of high alcohol consumption (7%) as well as smoking (12%).
Significant differences between race/ethnic groups among women are also seen in the
rates of maternal mortality. The average maternal mortality rate in 2001 was 9.9 deaths/
100,000 live births. The rate in white women was 7.2/100,000 compared to the threefold
higher rate of 24.7 deaths/100,000 in black women (National Vital Statistics, 2002).
These data speak not only to the differences between the sexes, but also to the wider
differences within the female population based on race/ethnicity .

The prevalence of depression also differs between the sexes. Of the approx 20 million
Americans affected by depression, women are at least twice as likely as men to experi-
ence major depressive periods. Specifically 10–23% of US women of childbearing age
(18–44 yr) experience symptoms of depression—twice the rate observed in men at match-
ing ages. Major depression can impair social and physical functioning more than certain
serious medical conditions that can be successfully identified and treated (Ahluwalia,
Holtzman, Mack, & Mokdad, 2003; Mazure, Keita, & Blehar, 2002). The origin of these

Table 1
Leading Causes of Death for US Males and Females in 2000

Males Females

Rank % of total deaths Rank % of total deaths

Heart disease 1 29 1 30
Cancer 2 24 2 22
Cerebrovascular disease 3 5 3 8
Accidents 4 5 8 3
Chronic respiratory disease 5 5 4 5
Diabetes 6 3 5 3
Influenza/pneumonia 7 2 6 3
Suicide 8 2
Kidney disease 9 1.5 9 2
Liver disease 10 1.5
Alzheimer’s disease 7 3
Septicemia 10 1
All other causes 20 20

Source: National Vital Statistics, 2002.
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differences is attributed to hormones, stress, and several predispositions, including higher
levels of physical and mental impairment. Women who are less educated and earn lower
salaries or who are single have more frequent negative physical and mental health-related
measurements than women at higher economic levels (Ahluwalia et al., 2003). (The
potential role of nutrition in the development of depressive disease is reviewed in several
chapters in this volume.)

There were some positive changes in the health behaviors of women between 1991 and
2001: about 76% of women over 40 yr of age had mammograms in 2001 compared to
about 63% a decade earlier. Unfortunately, prevalence of high blood pressure in women
65 yr or older increased to about 55% compared to about 45% earlier. This could certainly
be related to the increase in obesity seen in the same period—from about 12% to 21%
(Mack & Ahluwalia, 2003). When adult women were asked to rate their overall health
status from excellent to poor, 62% rated themselves as excellent or very good, about 25%
rated themselves as good, and about 10% indicated that their health was fair or poor
(Ahluwalia et al., 2003). Yet in the same survey, about 13% report frequent mental stress,
about 20% reported feeling worried, tense, or anxious, and over 40% said they did not get
enough sleep.

1.2. Vitamin Status and Chronic Disease
Fairfield and Fletcher (2002) reviewed the literature published from 1966 to 2001 that

examined the association of vitamin status and chronic diseases. They identified nine
vitamins that are central to the health of adults: folate, vitamins B6, B12, D, E, A, C, and
K. They found that not only was low vitamin status associated with increased risk of
diseases such as cardiovascular disease, cancer, and osteoporosis, but also that higher-
than-recommended intake levels are often associated with reduced disease risk. More-
over, certain vitamins are associated with reduction in the risks of several diseases; for
example, low folate status is associated with increased risk of coronary heart disease,
colon and breast cancer, as well as neural tube birth defects. In some cases, such as
vitamin C where the highest intakes are associated with the lowest risk of cancer of the
breast, esophagus, stomach, and oral cavity, it is unclear if this association is attributable
to the vitamin alone or rather to the fruits that contain high levels of it. Nevertheless, there
is a growing appreciation among health professionals that dietary intake of optimal levels
of essential micronutrients is often associated with chronic disease risk reduction
(Bendich & Deckelbaum, 2001a, 2001b).

1.3. Use of Dietary Supplements
Some of the significant differences between the health statistics comparing men and

women or women of different race/ethnic groups cited above may be owing in part to
differences in dietary intakes of both macro- and micronutrients as well as the use of
dietary supplements. Dietary supplements are used by about half of the US adult popu-
lation and women use supplements more than men (44 vs 35%, respectively) (Patterson,
Kristal, & Neuhouser, 2001). Age is also a factor, and as women age, their use of supple-
ments increases (52–55% in women over 50 yr of age). For instance, in a cohort of over
16,000 postmenopausal women enrolled in the Women’s Health Initiative (WHI), 44%
took multivitamin supplements regularly prior to entry into the study, 53% took vitamin
E, 53% took vitamin C, and 52% took calcium. These data are consistent with usage in
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the entire cohort from the WHI (over 68,000 in the clinical intervention trial as well as
the more than 93,000 women in the observational study), where more than 55% took
supplemental vitamin C from either a multivitamin or a single supplement; about 57%
took supplemental vitamin E (Shikany, Patterson, Agurs-Collins, & Anderson, 2003).
Data from the National Health and Nutrition Examination Survey (NHANES) I and II
showed that more Caucasians than blacks used supplements and usage increased in both
groups with age (Block et al., 1988; Koplan, Annest, Layde, & Rubin, 1986). Similarly,
the 1987 National Health Interview Survey (NHIS) found that 60% of Caucasian vs 45%
of black women consumed any type of supplement during the past year (Subar & Block,
1990). Only 15% of Caucasian women 17–24 yr of age reported daily supplement use,
whereas 40% of those 55–64 yr used a supplement daily; the respective percentages in
age-matched black women were 12% and 21%.

Frank, Bendich, and Denniston (2000) documented the dietary supplement use pat-
terns as well as diets of a large cohort of US women physicians. Half of the women
physicians took a multivitamin/mineral supplement, and one-third did so regularly (at
least five times per week). However, with the exception of calcium, less than a third took
any other supplement and less than 20% did so regularly. Regular vitamin/mineral use
increased with age, and antioxidant intake was higher among those with known risks for
heart disease. Female physicians with a personal history of osteoporosis were nearly three
times as likely as those without such a history to take some supplemental calcium regu-
larly. Those who took any supplement regularly also consumed more fruits and veg-
etables per day (3.4 servings) than non-supplement users. Regular users of any supplement
also consumed less fat than non-supplement users. Additionally, those who regularly
consumed any supplement were more likely to be vegetarian and to comply with dietary
guidelines than were those who were nonusers.

More women physicians at risk for or suffering from chronic diseases used supple-
ments than those not at such risk. For instance, 74% of those with breast cancer compared
to 46% of those without used supplements, and 26% of those with high blood pressure
and cholesterol took vitamin E supplements compared to about 16% of those without
these risk factors. Lyle et al. also found that more women (24%) with a history of cancer
used vitamin E supplements (�30 IU) than those who had not had cancer (7%) (Lyle et
al., 1999). Regular use of nutritional supplements by women physicians increased with
age. In the Nurse’s Health Study supplement use also increased with age (Willett,
Sampson, & Bain, 1981). Women physicians who were widowed had the highest percent-
age of regular vitamin users (57%) compared to those who were single or never married
(41%). A national survey also showed that 40% of those widowed, separated, or divorced
vs 34% of those never married used supplements, suggesting that this is not merely a
function of age (Moss, Levy, Kim, & Park, 1989). Among nondrinking women physi-
cians, 52% (compared to 45% of drinkers) regularly used supplements. Supplement use
was also higher in the national survey in those with the lowest alcohol consumption
(Subar & Block, 1990). More than 75% of osteoporotic women physicians took calcium
supplements compared to 25% in those who did not have osteoporosis. Overall, 38% of
the entire cohort took a calcium supplement (26% regularly), which is much higher than
the data from NHANES III, which showed that about 2% of women took calcium during
the previous month. Variations in supplement use also reflected variations in disease risk
factors. About 35% of the women physicians reported a personal or family history of
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coronary heart disease (CHD). This may have increased use of both antioxidants and
folic-acid-containing supplements, as these have been indicated as reducing CHD risk,
and physicians may be particularly aware of the link between family history and risk of
heart disease (Patterson et al., 2001). A recent prospective epidemiological study on
supplement use and cancer risk reported that 57% of the more than 77,000 people enrolled
50–76 yr old were taking multivitamins (Satia-Abouta et al., 2003; White et al., 2004).
About 52% were women, and they used multivitamins, vitamin C, and vitamin E supple-
ments more frequently than men; women also took calcium supplements about five times
more frequently than men.

2. FEMALE STRESSORS

Both mental and physical stress has been associated with the reproductive life of
women from menarche (the first menstruation) through the monthly menstrual cycle to
menopause (the end of menstruation). These biological functions are affected by various
intrinsic and extrinsic factors, including genetic parameters, socioeconomic conditions,
general health and lifestyle, as well as nutritional factors and physical activity (Thomas,
Renaud, Benefice, de Meeus, & Guegan, 2001).

2.1. Menstruation
Dysmenorrhea is a common gynecological complaint consisting of painful cramps

accompanying menstruation. In cases where there is no other major abnormality, it is
known as primary dysmenorrhea (Marjoribanks, Proctor, & Farquhar, 2003). Balbi et al.
(2000) has reported that approx 85% of adolescent girls experienced primary dysmenor-
rhea pain monthly. Early menarche increased the risk, whereas consumption of fish, eggs,
and fruit decreased the risk. Fish and eggs are excellent dietary sources of long-chain
ω-3 fatty acids that are associated with reduced levels of inflammatory prostaglandins.
Research has shown that women with dysmenorrhea have high levels of prostaglandins
known to cause cramping abdominal pain.

Weight loss also affects the menstrual cycle. McLean and Barr (2003) reported that
female university students who deliberately reduced their caloric intakes had signifi-
cantly more irregular menstrual cycles than women who were less restrained in their
eating habits. Taken to the extreme, severe weight restriction can have serious adverse
effects that go beyond alterations in the menstrual cycle. The female athlete triad consists
of amenorrhea, disordered eating, and osteoporosis. The primary factor inducing reduc-
tion in bone mass in this disorder is considered to be estrogen deficiency (hypogo-
nadism). The prevalence of amenorrhea was related to the intensity, duration, and type
of exercise. Nutritional status was also an important determinant of the response of the
reproductive system to physically powerful training. Exercise levels were directly related
to induced amenorrhea and were also associated with reduced bone mineral density
(BMD) despite the known positive effect of weight-bearing exercise on bone density
(Miller, 2003). While the common theory associated insufficient fat storage with the
disorders of the reproductive system, recent data support reduced energy availability as
the regulating factor. Thus, reversal of such disorders may be possible with the aid of
dietary supplementation combined with increased energy intake (Loucks, 2003).

Loss of BMD also occurs in females suffering from anorexia nervosa (AN) who have
levels of estrogen deficiency similar to those found in females suffering from the
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female athlete triad. Unfortunately, in studies of AN subjects, estrogen therapy failed to
restore bone mass (reviewed in Miller, 2003). It has been documented that severe under-
nutrition directly affects bone mass and weight or body mass index (BMI) and can also
be correlated with osteocalcin, a protein that is synthesized by bone-forming cells and is
used as a marker of bone formation. Weight gain, especially if associated with regained
menses, is highly correlated with increased bone density. It also has been suggested that
nutritionally regulated hormones, such as insulin-like growth factor-1 (IGF-1), that are
adversely affected by low protein intakes are important contributors to bone loss in AN
cases (Miller, 2003). Because these disorders affect young women during the period of
significant bone acquisition, there is an increased potential for osteoporotic bone disease
in later life (Gordon, 2003).

2.2. PMS
The term premenstrual syndrome refers to a cluster of mood, physical, and cognitive

symptoms that occur 1–2 wk prior to the start of menstrual bleeding and subside with
the onset of menstruation. As many as 80% of women of reproductive age may experi-
ence premenstrual emotional and physical changes (American College of Obstetricians
and Gynecologists [ACOG] Committee Opinion, 1995). Up to 40% of women of repro-
ductive age experience premenstrual symptoms sufficient to affect their daily lives, and
5% experience severe impairment (Daugherty, 1998). Symptoms vary among individu-
als; the most common symptoms include fatigue, irritability, abdominal bloating, breast
tenderness, labile mood with alternating sadness and anger, and depression (ACOG
Committee Opinion, 1995).

Many types of dietary supplements have been advocated for the reduction of certain
symptoms of PMS (Table 2). Limited data suggest that magnesium, vitamin E, and
carbohydrate supplements might have positive effects on certain symptoms. Trials with
vitamin B6 supplementation have had conflicting results, and high doses of this vitamin
taken for prolonged periods of time can cause neurological symptoms. Clinical studies
of evening primrose oil have had conflicting results; the two most rigorous studies showed
no evidence of benefit (Bendich, 2000).

There is a long history of scientific examination of the link between calcium status and
the menstrual cycle. A 1930 study (Okey, Stewart, & Greenwood, 1930) showed that
plasma calcium levels were lower in the premenstrual period compared to those seen in
the week following menstruation. A preliminary dietary study (Penland & Johnson,
1993) demonstrated decreased symptoms of premenstrual and menstrual distress when
women received diets containing 1336 mg/d of calcium, as opposed to 587 mg. A large
US-based, multicenter clinical trial (Thys-Jacobs, Starkey, Bernstein, & Tian, 1998)
involving 466 women with diagnosed PMS received 1200 mg/d of calcium or placebo for
three menstrual cycles. The calcium-supplemented cohort showed an overall 48% reduc-
tion in symptoms as compared to a 30% reduction in the placebo group. All four symptom
factor composite scores (negative affect, water retention, food cravings, and pain) were
significantly improved in the calcium-supplemented group.

There is evidence that abnormalities in calcium and vitamin D regulation may contrib-
ute to the causation of PMS and that PMS may be linked to other disorders associated with
inadequate calcium intake, such as osteoporosis. In a study that compared women with
established vertebral osteoporosis to controls (Lee & Kanis, 1994), it was found that the
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risk of osteoporosis was higher among those with a history of PMS. Another study found
evidence of reduced bone mass in women with PMS as compared to asymptomatic
controls (Thys-Jacobs, Alvir, & Fratarcangelo, 1995). PMS may serve as a clinical marker
of low calcium status, perhaps reflecting an underlying abnormality in calcium metabo-
lism, and it may serve as an early warning sign to young women of a possible increased
risk of osteoporosis.

A recent population-based, prospective study of women in the transition to menopause
reported that 36–44% of women between 35 and 44 yr of age had PMS. Women with PMS
had a twofold increased risk of hot flushes, a 2.3-fold increased risk of depressed mood,
and 1.5-fold increased risk of decreased libido compared to the women without PMS. The
study confirms earlier studies that found an increased prevalence of menopausal symp-
toms in women who had PMS before menopause (Freeman, Sammel, Rinaudo, & Sheng,
2004). At present no studies have reported an association between calcium intake and
menopausal symptoms.

2.3. Polycystic Ovarian Syndrome
PCOS is classified as a metabolic disorder that affects approximately 6–10% of US

women (Beers & Berklow, 1999b; Norman, Wu, & Stankiewicz, 2004). The syndrome
is characterized by the finding of polycystic ovaries on ultrasound examination and
lengthened menstrual cycles from 28–30 d to 45–60 d. In addition, there is often impaired
glucose tolerance, hypercholesterolemia, excess body weight, hirsutism, persistent acne,
alopecia, elevated serum testosterone, and infertility. Women who have a family history of
diabetes are at increased risk for PCOS, and women with PCOS are at increased risk of
developing type 2 diabetes (Dunaif & Lobo, 2002; Norman et al., 2004). In obese women
with PCOS, moderate weight loss has been shown to reduce elevated insulin levels,
normalize menstrual function, and increase fertility/pregnancy rates (Kiddy et al., 1992).
A number of the signs of PCOS would predict a higher risk of cardiovascular disease. In
fact, a recent study has shown an increased occurrence of coronary artery calcification
in age- and weight-matched women with PCOS. Increased coronary artery calcification
is an emerging non-invasive marker of increased cardiovascular risk (Christian et al.,
2003).

Michelmore, Balen, and Dunger (2001) examined the association of eating disorders
such as bulimia and PCOS in a cohort of young college women. They assessed symptoms
of PCOS and eating disorders in 230 women using physical exams and questionnaires and
found that having polycystic ovaries does not predispose women to develop eating dis-
orders.

For many women with PCOS, the major stress is infertility. Thys-Jacobs, Donovan,
Papadopoulos, Sarrel, and Bilezikian (1999) hypothesized that ovarian functions may be
adversely affected by abnormal calcium homeostasis as well as insufficient dietary cal-
cium and vitamin D in women with PCOS. The investigators have examined the effects
of calcium supplementation in a pilot unblinded study in a small cohort of women with
PCOS. For 6 mo 13 women were given 1500 mg of calcium daily and 50,000 units of
ergocalciferol (vitamin D2) weekly or biweekly to maintain a normal serum 25-
hydroxyvitamin D level. Within 2 mo of initiating treatment, 7 of 9 women with abnormal
menstrual cycles had regular cycles; the 4 with regular menstrual cycles continued to
have normal cycles. Two women became pregnant during the study. Further well-con-
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Table 2
Supplements Used to Treat PMS Symptoms

Supplement Rational Study design Outcomes Conclusions and comments Ref.

Calcium Plasma calcium levels linked Randomized double-blind Significant reduction in pre- Amounts of calcium are well Douglas, 2002
to the menstrual cycle crossover menstrual symptoms after within accepted safety limits

A similarity between PMS 33 participants completed supplementation Tolerable Upper Intake
symptoms and those occurring 1000 mg/d elemental calcium Level (UL) has been set
during hypocalcemia (as calcium carbonate) at 2500 mg/d USDA’s 1994

Continuing Survey of Food
Intakes by Individuals showed
that menstruating women
consume far less than 1000
mg/d of calcium from food

Calcium is safe even for women
who may become pregnant

Calcium supplementation is
inexpensive

Controlled metabolic live-in Decreased symptoms of pre- Dietary calcium and manganese Penland & Johnson, 1993
dietary study for 10 women menstrual and menstrual may have a functional role in
with normal menstrual cycles distress including pain, the manifestation of sympto-

1336 mg/d of calcium, as mood, and water retention matology typically associated
opposed to 587 mg/d (with with menstrual distress
1 or 5.6 mg manganese)

Disturbances in calcium US-based, multicenter clinical Those receiving calcium Calcium supplementation is a Thys-Jacobs et al., 1998
regulation may underlie the trial with 466 healthy showed an overall 48% simple and effective treatment
pathophysiologic characteristics women completing the trial reduction in total core in premenstrual syndrome,
of premenstrual syndrome 1200 mg/d of elemental symptom scores of 17 resulting in a major reduction

Calcium supplementation may calcium (as calcium criteria from baseline, in overall luteal phase symptoms
be an effective therapeutic carbonate) or placebo as compared to a 30%
approach Four symptom factors reduction in the placebo

negative affect, water group
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retention, food cravings, All symptom factors were
and pain) and 17 core symp- significantly reduced
toms were evaluated before relative to prospective
and during treatment (pro- baseline
spectively documenting
over 2 menstrual cycles
followed by 3 menstrual
cycles

Review of the literature Calcium supplementation should Ward & Holimon, 1999
be considered a sound treatment
option in women who experience
PMS

Review of the literature Calcium carbonate should be Douglas, 2002
recommended as first-line therapy
for women with mild to moderate
PMS

Manganese Manganese levels vary with th In a metabolic ward study, Lower dietary manganese Lower intake level tested in this Penland & Johnson, 1993
menstrual cycle in humans 10 healthy women were intake was associated with study was about 50% of typical

Low manganese intakes are assigned to diets high and increased mood and pain manganese intake
associated with disruption of low in manganese (5.6 vs symptoms during the It is unclear whether the difference
reproduction in animals 1.0 mg/d) for 39-day periods premenstrual phase of the between the two levels of man-

cycle ganese represents a benefit of
manganese supplementation or
an adverse effect of manganese
depletion

Magnesium Levels of magnesium in erythro- A trial involving 38 subjects Reduced symptoms related Magnesium supplementation at Walker et al., 1998
cytes and leukocytes of women with relatively mild pre- to fluid retention in the doses used in trials described
with PMS were lower than those menstrual symptoms second but not the first above is usually well tolerated
in women without PMS Randomized, double-blind, month of use

Magnesium is involved in the placebo-controlled, cross- No significant effects on
activity of serotonin and other over study mood-related symptoms
neurotransmitters Daily supplement of 200 mg reported

(continued)
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Table 2
(continued)

Supplement Rational Study design Outcomes Conclusions and comments Ref.

Magnesium participates in vas- magnesium (MgO) for two
cular contraction, neuromuscular menstrual cycles
function, and cell membrane Six symptom categories,
stability including anxiety, craving,

depression, hydration, were
recorded

32 women with PMS Significantly reduced total Facchinetti et al., 1991
Supplementation with PMS symptoms and specif-

360 mg/d of magnesium ically those symptoms
(during second half of men- related to mood changes
strual cycle)

20 patients with premenstrual Significantly reduced the Facchinetti, Sances,
migraine number of days with head- Borella, Genazzani, &

Prophylactic supplementation ache Nappi, 1991
with magnesium

360 mg/d or placebo during
second half of menstrual
cycle

Vitamin B6 Vitamin B6 is a cofactor in the Placebo control No significant PMS benefit Women with PMS who take vitamin Bendich, 2000; Berman,
synthesis of neurotransmitters 28 women with PMS of B6 supplementation B6 supplements despite lack of Taylor, & Freeman, 1990;

250 mg B6 clear evidence of efficacy need to Diegoli, da Fonseca,
Nutritional counseling be aware that high doses can Diegoli, & Pinotti, 1998
1-mo intervention cause sensory neuropathy

Vitamin E Double-blind trial Significant improvements in Women with PMS were not Chuong, Dawson, &
41 women with PMS received some affective and physical biochemically deficient in vitamin Smith, 1990; London,

400 IU/dof vitamin E or symptoms observed in E, and plasma vitamin E levels Murphy, Kitlowski, &
placebo vitamin E group were not lower than those of Reynolds, 1987; Mira,

Three cycles women who do not have PMS Stewart, & Abraham,
(Mira, Stewart, & Abraham, 1988; 1988
Chuong, Dawson, & Smith, 1990)
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Combination Multivitamin/multimineral Significantly more effective Recommended dose (6–12 tablets/d) Chakmakjian, Higgins, &
supplements supplement high in magne- than placebo in relieving provides 300–600 mg of vitamin B6, Abraham, 1985; London,
containing sium and vitamin B6 (Optivite) premenstrual symptoms  well in excess of the UL of 100 Bradley, & Chiamori,
essential Double-blind, randomized study mg/d (Institute of Medicine, 1998) 1991; Oakley, 1998;
nutrients on 44 women with PMS to Provides 12,500–25,000 IU of vitamin Oakley & Erickson, 1995;

receive placebo, 6 or 12 tablets A as retinol, which is above  the Standing Committee on
Baseline established for 1 mo  safety limit of 8000 IU/d  for the Scientific Evaluation

followed by 3 menstrual cycles     women of childbearing potential of Dietary Reference
(Oakley & Erickson, 1995) Intakes Food and

Of components of Optivite, the one Nutrition Board Institute
with the greatest evidence of efficacy  of Medicine, 1997)
is magnesium; a dose of 6–12 tab-
lets/d of Optivite would provide 250–
500 mg/d of this mineral, which is
within the range associated with
beneficial effects on PMS symptoms
in studies of magnesium alone

Dietary approach to evaluate Yeast-based, magnesium- No side effects observed Most likely beneficial ingredient in Facchinetti et al., 1997
alleviating symptoms of pre- containing combination sup- Treatment significantly more Sillix Donna is magnesium; the
menstrual syndrome plement (Sillix Donna)  effective at all times  recommended dose (2 tablets twice

Single double-blind study of Significantly reduced pre-  a day) provides 400 mg Sillix Donna
40 patients affected by mild menstrual scores at 6 mo  does not contain any components in
to moderate premenstrual  quantities that exceed current
syndrome for up to 6 mo  safety limits
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trolled clinical studies are needed to fully understand the potential for calcium and vita-
min D to affect certain aspects of PCOS.

2.4. Pregnancy
2.4.1. PREGNANCY OUTCOMES: BIRTH DEFECT PREVENTION

Pregnancy is a time of increased stress for the mother-to-be. There are many fears
concerning the health of the unborn child. Women often become aware of the two leading
causes of infant mortality in the United States: birth defects and premature birth (Czeizel,
2001; Scholl, 2001). One of the most important discoveries of the 20th century was that
folic acid, along with other micronutrients, could prevent many serious birth defects as
well as reduce the risk of premature and low-birthweight birth outcomes. Many of the
initial observations concerning the link between diet and serious birth defects were made
in the United Kingdom. Smithells and colleagues noted that infants who were born with
neural tube defects (NTDs) who either lacked a cranium and brain (anencephaly) or with
a hole in their spines (spina bifida) often had mothers with poor dietary intakes and were
from areas of poverty (Schorah & Smithells, 1991; Smithells et al., 1980). Of great
concern was the fact that women with one affected pregnancy were at about a 10-fold
increased risk of having a second infant with an NTD. Smithells and colleagues used a
multivitamin that contained vitamin C and several B vitamins, including 0.36 mg of folic
acid, in a nonplacebo intervention study; they found about a 70% reduction in recurrence
of NTD in the women who took the supplement during the periconceptional period
(before conception—about 1–3 mo, and during the early months of their pregnancies).

The definitive placebo-controlled, double-blind study of folic acid and prevention of
recurrence of NTDs was published in 1991 by the Medical Research Council (MRC) and
was led by Dr. Nicholas Wald (MRC Vitamin Study Research Group, 1991). In this study,
recurrence of NTDs was reduced by 70% when a daily dose of 4-mg folic acid supplement
was taken during the periconceptional period; additional supplementation with B vita-
mins did not confer further reduction in NTDs. Even though no other types of birth defects
were reduced in the supplemented groups, this study clearly showed that a simple B
vitamin, folic acid, could prevent the recurrence of NTDs.

NTDs occur during early pregnancy, often before a woman knows she is pregnant. The
studies that found that folic acid prevented recurrence of NTDs cannot be underesti-
mated, but the 1000-fold more prevalent event is the first occurrence of an NTD. In 1992
Czeizel and Dudas published the results of their impressive study that showed that a
prenatal multivitamin supplement containing 0.8 mg of folic acid not only resulted in a
greater than 90% reduction in the first occurrence of NTD, but also halved the rate of
several major birth defects (Czeizel & Dudas, 1992). This study involved nearly 5000
pregnancies, and the results were greater than expected. Cardiovascular birth defects,
which occur at a 5–10 times greater rate than NTD, were reduced by 60%, and there were
fewer cleft lip/cleft palate defects, kidney defects, and limb reductions. The prenatal
supplement or placebo was taken during the periconceptional period and throughout
pregnancy. In addition to significant reductions in several classes of birth defects, the
supplemented group experienced a 40% increase in multiple births (twins) and easier
pregnancies with significantly less morning sickness. During the preconceptional period,
the supplemented group’s menstrual cycles became more regular, the time taken to
become pregnant was shorter than in the placebo group, and there was a 7% increase in
the rate of conception (Czeizel, 2001).
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The supplement used in the Czeizel and Dudas trial is more comparable to the typical
one-a-day type multivitamin/mineral supplement sold in the United States than the supple-
ment used in the MRC trial. Thus, it is not surprising that survey data from the United
States suggest that lowered cardiovascular birth defect risk is associated with
periconceptional use of multivitamin/mineral supplements (Czeizel, 2001).

In 1992 the US Public Health Service (USPHS) recommended that all women capable
of becoming pregnant consume 0.4 mg (400 µg) of folic acid daily. Three approaches to
increasing folic acid consumption were suggested: improve dietary habits, fortify foods with
folic acid, and use dietary supplements containing folic acid (Epidemiology Program
Office, 1992). Mandatory fortification of cereal grain products went into effect in the
United States in January 1998; during October 1998–December 1999, the reported preva-
lence of spina bifida declined 31% and the prevalence of anencephaly declined 16%. The
CDC recently analyzed data from 23 population-based surveillance systems and reported
that the number of NTD-affected pregnancies in the United States declined from 4000 in
1995–1996 to 3000 in 1999–2000. This decline in NTD-affected pregnancies highlights
the partial success of the US folic acid fortification program as a public health strategy
(Mersereau et al., 2004).

Unfortunately, few women (about 20%), even today, take a multivitamin daily during
the periconceptional period before they have confirmed their pregnancy (Johnston &
Staples, 1998). The majority of branded multivitamin supplements contain 0.4 mg of
folic acid. Oakley, in an editorial in the New England Journal of Medicine, suggested that
the right advice to American women is to eat the best diets possible and also take a
multivitamin containing folic acid to assure that the birth-defect-preventive level of folic
acid is consumed daily (Oakley, 1998). Further verification of the need for 0.4 mg of folic
acid is seen in a recent study from China (Berry et al., 1999). There was a fourfold reduction
in NTDs in the high-risk area and a 40% reduction in a lower-risk area when women
anticipating pregnancy took supplemental folic acid during the periconceptional period.

The mechanism(s) by which folic acid prevents the incomplete closure of the neural
tube have yet to be completely understood. One hypothesis suggests that there is an
exceptional requirement of the embryo for folic acid during this period of cell duplication
as the vitamin is required for the synthesis of nucleic acids and proteins; a second theory
involves the presence of higher-than-normal levels of the amino acid homocysteine,
which may preferentially destroy neural tube cells. There is an inverse relationship between
the serum levels of folic acid and homocysteine (Czeizel, 2001).

2.4.2. PREGNANCY OUTCOMES: LOW BIRTHWEIGHT AND PREMATURE BIRTH PREVENTION

Low birthweight and preterm delivery often occur simultaneously. Preterm delivery
is defined as birth following less than 37 wk of gestation; very preterm delivery is defined
as less than 33 wk gestation. Low birthweight is defined as less than 2500 g and very low
birthweight as less than 1500 g. Of all low-birthweight infants born, 60–70% are also
preterm. In the United States, preterm delivery associated with low birthweight is the
second leading cause of infant hospitalization and is also the second leading cause of
infant mortality, following birth defects (Division of Reproductive Health, 1999). Low
birthweight ranks second behind cardiovascular birth defects in annual hospitalization
costs, exceeding $2.5 billion/yr (Bendich, Mallick, & Leader, 1997). Preterm births are
more prevalent in teens, those with less than a high school education, and those with the
lowest incomes.
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Scholl et al. (1997) found in a prospective, case-control study that pregnant women in
Camden, New Jersey, who took prenatal multivitamins during the first trimester had a
fourfold reduction in very preterm births and a twofold reduction in preterm births. Even
if supplementation began in the second trimester, there was a significant twofold reduc-
tion in very preterm as well as preterm births. The risk of very-low-birthweight outcomes
(highly correlated with preterm delivery) was dramatically reduced by six- to sevenfold
when prenatal multivitamins were taken during the first two trimesters. Low birthweight
was also reduced significantly with supplementation. These results were found even
though the women were at high risk for preterm/low-birthweight outcomes: they were
poor, teens, and many had low weight gain during pregnancy. Prenatal supplements
increased iron and folate status significantly, but did not alter serum zinc level. Previ-
ously, low iron and/or folate status had been associated with increased risk of preterm
birth and low birthweight. Zinc-containing multivitamins have also been shown to reduce
preterm births in an intervention study (Goldenberg et al., 1995).

Exposure to low nutrient intakes or substances that reduce dietary intakes in pregnant
women may have effects that extend beyond the gestation period. Jones Riley, and Dwyer
(1999) found that maternal smoking during pregnancy resulted in children having shorter
stature linked to lower bone mass. Children of smoking mothers may be at greater risk
for osteoporosis because their bones do not accumulate the mass needed to prevent this
disease in later life. Importantly, infant bone mass has been shown to be increased if
mothers are supplemented with calcium during pregnancy. Koo et al. (1999) showed that
total bone mineral content was significantly greater in infant children born to mothers
supplemented with 2000 mg/d of calcium during pregnancy compared to women in the
placebo group, who consumed less than 600 mg/d of calcium. Recently, there have been
links made between maternal diet during pregnancy, preterm birth, and cardiovascular
disease in the offspring 50 or more years after birth (Barker, 1999; Klebanoff, Secher,
Mednick, & Schulsinger, 1999). It may be that a program to provide folic-acid-containing
multivitamins to all women of childbearing potential before as well as during the entire
pregnancy may have far greater consequences than the immediate effects of reduction of
either birth defects or preterm births. The full effects of reducing adverse birth outcomes
may not be realized until the child reaches full maturity.

In developing countries, premature births are an even more serious problem; an addi-
tional problem is intrauterine growth retardation, which is often coincident with prema-
ture birth but may also occur with term delivery. de Onis, Villar, and Gulmezoglu (1998)
reviewed the 12 nutritionally based intervention studies that examined the incidence of
intrauterine growth retardation, preterm birth, and low birthweight. Only one of the
interventions, balanced protein/energy supplementation during pregnancy, significantly
reduced the risk of low birthweight. The authors also suggest that many of the micronu-
trients reviewed (vitamin D, folic acid, zinc, calcium, magnesium, and iron) were likely
to prove beneficial. Ramakrishnan and Huffman (2001) extensively reviewed both
observational and intervention studies from developing and developed countries that
examined the role of micronutrients in optimizing pregnancy outcomes. In developing
countries, one out of every five infants has low birthweight (20%) compared to a rate of
6% in developed countries. Moreover, in developing countries, the majority of low
birthweight infants are carried to term. Intrauterine growth retardation is a significantly
greater problem in developing countries and affects the physical and mental health of the
child throughout life. Low maternal micronutrient intakes of zinc, calcium, magnesium,
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vitamin A, vitamin C, and possibly B vitamins, copper, and selenium are associated with
premature birth and low birthweight. Deficiencies of iodine, folate, and/or iron are also
linked to adverse pregnancy outcomes (Keen, Bendich, & Willhite, 1993).

Two large, well-controlled intervention studies in developing countries have found
that micronutrient status can significantly enhance maternal health and pregnancy out-
comes. West et al. (1999) examined, in a placebo-controlled trial, the effects of weekly
supplementation with either the recommended dietary allowance of preformed vitamin
A or β-carotene in more than 20,000 pregnant women in Nepal. They found a significant
40% reduction in maternal mortality in the supplemented group. The women were supple-
mented before conception and throughout the pregnancy. Interventions were a once-a-
week supplement of either 20,000 IU of vitamin A as retinol or 42 mg of β-carotene or
placebo. β-Carotene appeared to be more effective than retinol. Low β-carotene status
has been reported in cases of pre-eclampsia in women from developing countries, and,
as discussed below, the antioxidant potential of β-carotene (compared to the much lower
antioxidant potential of retinol) may have been involved in reducing the incidence of
maternal mortality seen in this study.

The second critical study involved more than 1000 HIV-infected pregnant women
from Tanzania (Fawzi et al., 1998). In this placebo-controlled trial, the pregnant women
received either placebo, β-carotene and retinol, a multivitamin containing vitamins B1,
B2, B6, B12, niacin, folic acid, and vitamins C and E, or the multivitamin plus β-carotene
and retinol from 12–27 wk gestation to birth. There was a 40% reduction in fetal death,
44% reduction in low birthweight, 39% reduction in very preterm birth, and a 43%
reduction in small-for-gestational-age outcomes in the groups supplemented with the
multivitamin independent of the vitamin A. Additionally, mothers taking the multivita-
min had significantly heavier babies than those not taking the multivitamin (p = 0.01).
Even though the supplement did not contain iron, the women in the multivitamin group
had a significant increase in hemoglobin levels compared to those not taking the multi-
vitamin. Because this study involved HIV-positive women, the investigators also mea-
sured the concentration of total T cells (CD3), T-helper cells (CD4) and T-suppressor
cells (CD8). HIV-positive pregnant women who took the multivitamin supplement had
significant increases in total T cells, mainly owing to increases in CD3 cells; CD8 cells
also increased. Although vitamin A from either β-carotene or retinol did not show an
effect in reducing transmission of HIV from mother to neonate, it may be that the HIV-
infected women had low vitamin A status at the onset and the level provided may not have
been sufficient and/or may not have been absorbed sufficiently to show an effect. It may
also be that the vitamin A was administered too late in these pregnancies to see a reduction
in HIV transmission. In the West et al. (1999) study, vitamin A supplementation, which
is critical for early embryonic growth, was started before conception. An important
finding in the Fawzi et al. (1998) study was that a multivitamin supplement containing
modest doses of micronutrients significantly improved birth outcomes to levels similar
to that seen when poor non-HIV-positive women in the United States used multivitamins
during their pregnancies (Scholl, 2001).

3. MENOPAUSAL AND POSTMENOPAUSAL STRESSORS

Menopause is a stressful transition time for most women as it represents the loss of
reproductive potential and the depletion of ovarian function culminating in the cessation

19_Bend_287_316_F 6/22/05, 11:43 AM301



302 Part IV / Chronic Disorders and Inflammation

of menses. The clinical definition of menopause and endocrine measures of menopause
do not always correspond; therefore, in 2001 a menopause staging system was estab-
lished (Soules et al., 2001). Stages of the menopause period span several years and
include different symptoms. For example, in the perimenopausal period (newer defini-
tion of early and late menopause transition stages), menstruation has not completely
ceased, yet there are symptoms associated with menopause, such as hot flashes. The
progression of the menopause transition is associated with a loss in the feedback loop
between the ovaries and the hypothalamic–pituitary axis, with significant reduction in the
synthesis of pituitary gonadotropin follicle-stimulating hormone (FSH) and ovarian ste-
roid hormones, including estrogen (Joffe, Soares, & Cohen, 2003). In addition to certain
uncomfortable and stressful symptoms, the risk of age-related chronic diseases, such as
autoimmune disease and osteoporosis, also increases.

3.1. Hot Fla(u)shes and Other Symptoms
Hot flashes, the most common menopausal complaint, affect about 75% of perimeno-

pausal and postmenopausal women. Other symptoms, including sleep disruption and
mood disturbances, are closely associated and may be partly induced by hot flashes. In
the United States alone, more than 1 million women are expected to reach menopause
every year. Medically induced menopause also often results in hot flashes. Despite its
high prevalence and serious effects on quality of life, the physiology of hot flashes is not
clearly understood (Joffe et al., 2003; Stearns, Beebe, Iyengar, & Dube, 2003). It is clear,
however, that hot flashes are related to thermoregulation. Further, since hormones like
estrogen, serotonin, and norepinephrine influence the thermoregulatory center, hormone
therapy (mainly hormone-replacement therapy [HRT]) was the first and thus far the most
successful avenue for treatment (Joffe et al., 2003). On the other hand, adverse effects
associated with short-term (deep vein thrombosis) or long-term (cardiovascular and
breast cancer) risks owing to the use of estrogen and progesterone have led to the devel-
opment of other, nonhormonal therapies, which are now available (Rossouw et al., 2002).
Nonhormonal prescription options including selective serotonin reuptake inhibitors
(Stearns et al., 2003), psychoactive drugs, and an anticonvulsant have demonstrated some
efficacy for treating hot flashes and are usually well tolerated (Joffe et al., 2003).

The strongest link between diet and menopausal symptoms involves soy products.
Messina and Hughes (2003) reviewed the data from 19 clinical trials that examined the
association of intake of soy foods or isolates from soy on the prevalence of hot flashes
in perimenopausal women. The totality of the evidence supported a positive effect of soy
on reducing the frequency of hot flashes, but because of the different types of products
used as well as the intake levels, further studies are needed to clarify this relationship.
This conclusion is supported by an independent review of 29 published studies in the
literature on complementary and alternative medicine products used in the treatment of
menopausal symptoms including hot flashes (Kronenberg & Fugh-Berman, 2002). Sev-
eral other dietary supplements that have no nutritive value have been investigated for
effects on menopausal symptoms. These are not reviewed in this chapter.

4. AUTOIMMUNE DISEASES

Autoimmune diseases are caused by an inappropriate response of the immune system
to self antigens. Autoimmune diseases are noncontagious, although these may be trig-
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gered by an infectious agent and are often worsened by stressful life events. On the
cellular level, the T cells no longer recognize self antigens and stimulate either the
production of antibodies to the self antigens, autoantibodies, or there is destruction of self
cells by the immune system. There is a strong genetic predisposition to autoimmune
diseases, but the triggering event is considered to be environmental. Pathogens, pollut-
ants, drugs, and even nutritional factors have been implicated as the initiating factors in
autoimmune diseases. Certain autoimmune diseases are organ specific (thyroid, pan-
creas), and others are systemic, such as systemic lupus erythematosus (SLE) and rheu-
matoid arthritis (RA).

The autoimmune response is often used as an example of the differences between the
sexes; women are affected to a much greater extent than men (Merrill, Dinu, & Lahita,
1996). Even though there are numerous (15) known diseases and many more (80) con-
ditions that are aggravated by autoimmune disorders, the activation mechanisms are not
known (Rose, 2002). Dramatic changes in the immune system are seen during pregnancy,
menopause, and gonadectomy. The relationship stems partly from the fact that estrogen
influences the expression of the immune system’s regulatory proteins, which affect cell
death (apoptosis) (Cruzan & Fagan, 2002; Mor et al., 2003). However, since the severity
of some autoimmune diseases is similar in men and women, sex hormones may be only
part of the explanation (Lockshin, 2002). Additionally, the balance between prolifera-
tive/apoptotic cycles that menstruating women are exposed to from puberty through
menopause may affect the development of autoimmune diseases (Cruzan & Fagan, 2002).
Finally, the female connection is further complicated in that different autoimmune dis-
eases strike women of different ages with various hormone levels.

In the United States, immune-related conditions (e.g., diabetes, infections) are the
third leading cause of death, surpassed only by heart disease and cancer (National Vital
Statistics, 2002). A recent epidemiological study found that over 8 million adults—about
1 in 31 individuals or about 3% of the adult population—have an autoimmune disease
(Jacobson, Gange, Rose, & Graham, 1997) and that women are at 2.7 times greater risk
than men of suffering from an autoimmune disease.

4.1. Systemic Lupus Erythematosus
SLE is a chronic autoimmune inflammatory disease with an unknown etiology. It

affects women predominantly, with a ratio of about 10:1 relative to men (Roitt & Delves,
2001). Worldwide, the incidence is 1 in 1000 in white women, and 1 in 250 in black
women. In the United States, the disease affects about 1.4 million women. The differ-
ences between the prevalence of this disease between the sexes shows up mainly after
puberty (after menarche) and lasts until menopause (McAlindon et al., 2001; Petri et al.,
2002). Sex hormone metabolism seems to be different in SLE patients (Petri et al., 2002).
Ex vivo experiments with SLE T cells showed that estradiol, working through estrogen
receptors, could cause immune hyperstimulation and contribute to the pathogenesis of
SLE (Rider et al., 2001).

There are few data associating nutritional status and risk of SLE. A prospective epi-
demiological study noted that low vitamin E status preceded diagnosis of both SLE and
RA in a well-characterized population (Comstock et al., 1997). A limited number of
studies suggest that certain food components and nutrients may affect the course of the
disease. The data, however, are from small studies over relatively short periods of time.
For example, indole-3-carbinol (I3C), a compound that is naturally present in cruciferous
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vegetables, has been suggested to reduce the severity of estrogen-dependent diseases
through its increase in hydroxylation of estrone. Women with SLE appear to respond to
I3C. It is hypothesized that I3C may attenuate the estrogen dependence of SLE disease
activity (McAlindon et al., 2001). Corticosteroids are the most commonly used treatment
to suppress end-organ inflammation and control and prevent disease flares in SLE; how-
ever, these drugs are not free of adverse effects. In addition to morbidity and even
mortality owing to the toxicity associated with corticosteroids, adverse long-term effects
include osteoporosis and cataract formation. These drugs also have negative conse-
quences on nutritional status by increasing the excretion of vitamin B6, magnesium, and
potassium (Bendich & Zilberboim, 2004).

4.2. Rheumatoid Arthritis
RA is a chronic, progressive autoimmune disease of unknown origin that is associated

with a genetic predisposition and an environmental trigger (Beers & Berkow, 1999a;
Mongey & Hess, 1993; Newkirk, LePage, Niwa, & Rubin, 1998). It is the most common
systemic autoimmune disease; about 1% of the US population suffers from adult-onset
RA. More than 1.5 million US women (about 75% of all individuals affected) suffer from
RA. Life expectancy for people with RA is reduced relative to the general population,
perhaps as a result of increased cardiovascular disease (Meyer, 2001). This association
is related to the involvement of inflammatory responses in the development of atheroscle-
rosis (Solomon et al., 2003). RA causes a deterioration of articular joints, causing pain,
stiffness, swelling, and deformity, which over time results in severe disability (Orstavik et
al., 2004). The autoantibodies in RA are sometimes referred to as rheumatoid factor, and
titers are used diagnostically. The autoantibodies are found in the joint fluids and are
probably the initiators of the symmetrical inflammation seen in peripheral joints. Onset
may occur in youth or young adulthood, resulting in juvenile oxidative damage to the
joints and increased production of inflammatory cytokines, the hallmarks of RA. Patients
with RA may also have symptoms of anemia unrelated to a lack of dietary intake of iron.
Anemia of chronic disease (ACD) is associated with a reduction in red blood cell (RBC)
iron. RA-associated ACD causes an increase in oxidative damage in the joints exposed
to free iron (Beers et al., 1999a).

The progressive nature of RA necessitates successive use of more toxic drugs that have
serious side effects on overall health and nutritional status (Balint & Gergely, Jr., 1996;
Blanco, Martinez-Taboada, Rodriguez-Valverde, Sanchez-Andrade, & Gonzalez-Gay,
1997; Krensky, Storm, & Bluestone, 2001). The first medications given to reduce inflam-
mation include aspirin and nonsteroidal anti-inflammatory drugs (NSAIDs), but their
efficacy is often inadequate. Liver dysfunction and gastrointestinal (GI) tract discomfort
are common with NSAIDs. A newer class of NSAID that targets only the type 2
cyclooxygenase (COX-2) enzyme may not cause as many GI tract problems as older
drugs that targeted both COX-1 and COX-2.

As discussed above, corticosteroids are potent anti-inflammatory drugs that are used
for many immune-related diseases to reduce inflammatory responses and/or immune
response imbalances (Leong, Center, Henderson, & Eisman, 2001). The primary effect
is to inhibit T-cell-mediated immune responses that result in both anti-inflammatory and
antiadhesion responses by the immune cells. However, corticosteroids do not stop joint
erosion, and their efficacy decreases with use (Axelrod, 2001; Cassidy & Hillman, 1997;
Goldring, 2001).
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Cytotoxic drugs are the next group of drugs given when RA continues to cause pain
and joint erosion (Langford, Klippel, Balow, James, & Sneller, 1998), but despite pain
reduction, disease progression continues. Most of the cytotoxic drugs are folate antago-
nists, and therefore these will decrease folate status and increase homocysteine levels.
Increasing folate intake can overcome some of these effects, but there may be a concomi-
tant decrease in drug efficacy (Morgan & Baggott, 1991). Liver dysfunction and GI tract
discomforts are common with cytotoxic drugs and corticosteroids. In addition, drug-
induced osteoporosis is significantly increased by both corticosteroids and cytotoxic drugs.

Several dietary components have been shown to reduce the formation of inflammatory
prostaglandins that are the products of COX-2 enzyme activity (Cerhan, Saag, Merlino,
Mikuls, & Criswell, 2003; de Sousa, 1993; Galperin, Fernandes, Oliveira, & Gershwin,
2000; Hanninen et al., 2000; Merlino et al., 2004). COX-2 inhibitors include vitamin E,
vitamin C, and long-chain ω-3 and certain ω-6 fatty acids. Supplementation has resulted
in pain reduction in some studies and reduction in pain medication use in others. In one
study involving 49 RA patients, supplementation with γ-linolenic acid (ω-6) and
eicosapentaenoic acid (ω-3) for 1 yr resulted in decreased pain and tapering of NSAID
use in 80% of patients compared to 33% in the placebo group. A number of studies
examining the effects of supplementation with ω-3 fatty acids have shown consistent
reductions in tender joints and morning stiffness (Belluzzi, 2001).

4.3. Osteoporosis
Osteoporosis is defined as a progressive systemic skeletal disease characterized by

low bone mass and deterioration of bone tissue architecture, with a consequent decrease
in bone strength and increase in bone fragility and susceptibility to fracture (Beers &
Berkow, 1999b). There can also be a concomitant loss of bone from the jaw resulting in
dental complications including tooth loss (Krall, 2005). Results from NHANES III indi-
cate that the majority of women aged 50–59 already have reduced BMD. The incidence
increases with age such that 88% of women aged 70–79 have reduced BMD and os-
teoporosis is manifested in almost 30% of women above 65 yr (Welty, 2003). More than
one-third of postmenopausal adult women will have one or more osteoporotic fractures
in their lifetime. More than 6 million US adults, mainly women, have osteoporosis
(Looker et al., 1997), which is defined as having bones two standard deviations below the
peak BMD seen in young adults (Heaney, 2001; Looker et al., 1997). Osteoporosis is a
known risk factor for hip fracture (Marshall, Johnell, & Wedel, 1996). There are nearly
300,000 annual hip fractures in the United States. Those with hip fractures experience
increased risk of institutionalization and death (Kleerekoper, 1996). The lifetime risk for
osteoporotic fractures in men is approximately one-half that in women. The decrease in
BMD is the most important cause of fracture risk.

Postmenopausal osteoporosis is the primary cause of fractures and is linked to the loss
of estrogen during menopause. Estrogen maintains the normal balance between bone
formation and bone resorption that occurs throughout life. Estrogen also enhances the
deposition of calcium in bone. The loss of estrogen is associated with an increased
breakdown of bone tissue by osteoclasts that is not matched by an equivalent bone
formation by the osteoblasts. Not only is there a loss of BMD, there can also be a loss of
structural integrity and bone strength. Among other considerations, calcium and vitamin
D deficiencies are important risk factors for a decrease in BMD and an increased risk of
osteoporosis (Marcus, Feldman, & Kelsey, 2001a, 2001b). Calcium intake is considered
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to be inadequate in 90% of US adult women, and vitamin D intake is also considered to
be low in the majority of adults over 65 yr (Heaney, 2001). Low calcium and vitamin D
intakes are also common in Europe and Australia. When subjects with habitually low
intakes were enrolled in clinical studies and provided supplemental calcium with or
without vitamin D, there was a reduced risk of hip fractures (Chapuy et al., 1992; Dawson-
Hughes, Harris, Krall, & Dallal, 1997; Reid, Ames, Evans, Gamble, & Sharpe, 1995).

Three placebo-controlled, double-blind studies have shown that calcium supplemen-
tation with or without vitamin D significantly reduced the risk of hip fracture in individu-
als over the age of 50 yr. The studies were mainly in women, although one of the studies
included men. The studies were conducted in the United States, France, and Australia.
There was an almost 50% reduction in hip fracture risk (Bendich, Leader, & Muhuri,
1999) when the studies were combined in a meta-analysis: the Mantel-Haenzel combined
relative risk estimate was 0.53 (95% confidence interval [CI], 0.31–0.90) for hip frac-
tures. The pooled relative risk for all nonvertebral fractures, including hip, was 0.61 (CI,
0.46–0.80). There was a 47% reduction in the risk of hip fracture in those individuals who
took 500–1200 mg/d supplemental calcium for up to 3.4 yr. At the same time there was
an additional benefit of a 39% reduction in all types of nonvertebral fractures (Bendich
et al., 1999). LeBoff et al. (1999) measured the vitamin D and calcium status of postmeno-
pausal women with hip fractures and found that 50% had deficient vitamin D levels and
over 80% had low calcium levels. Since vitamin D is required for calcium absorption, the
authors suggested that the low calcium status was linked to the low vitamin D status.
These data suggest that individuals at risk for hip and other fractures should increase their
calcium and vitamin D intakes.

In addition to calcium, antioxidant status has also been associated with hip fracture
risk. Lifestyle factors, such as smoking, which decreases antioxidant status, also increase
the risk of hip fracture. Melhus, Michaelsson, Holmberg, Wolk, and Ljunghall (1999)
found a threefold increased risk of hip fracture in women who were current smokers and
had the lowest intakes of either vitamin E or vitamin C compared to nonsmoking women
with the highest antioxidant intakes. If the smokers had the lowest intakes of both vita-
mins, the odds ratio for hip fracture increased to 4.9. Smoking independent of antioxidant
status has been shown to increase the risk of hip fracture, perhaps owing to its association
with decreased calcium absorption (Krall & Dawson-Hughes, 1991).

Menopause in women and aging in both females and males are the major causes of
osteoporosis (Orwoll, 1999). However, many osteoporotic fractures are the result of
treatment of other diseases (secondary osteoporosis) as is seen with autoimmune diseases
treated with corticosteroids (Andreassen, Rungby, Dahlerup, & Mosekilde, 1997;
Bhattoa, Kiss, Bettembuk, & Balogh, 2001; Ebeling, 1999; Gennari, Martini, & Nuti,
1998; Heller & Sakhaee, 2001; Jamal, Browner, Bauer, & Cummings, 1998; Kaye, 2002;
Lappe & Tinley, 1998; Orstavik et al., 2004; Valmadrid, Voorhees, Litt, & Schneyer, 2001).

Recent data suggest that fracture risks are actually greater in men when they are young
compared to age-matched women, and that this risk changes as women age. Singer,
McLauchlan, Robinson, and Christie (1998) documented the incidence of fractures in
individuals 15–94 yr of age in Edinburgh, Scotland. They reported that between the ages
of 15–49, men had 2.9 times the number of fractures as age-matched women; fractures
of the wrist began to increase in women at 40 yr of age, before menopause, and that over
the age of 60 women had 2.3-fold greater risk of fractures than men. Although this study
did not examine nutritional factors, other studies have linked increased risk of fractures
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in young adults with low intakes of calcium and other micronutrients and low sun expo-
sure (and, consequently, low vitamin D status), as found in Scotland.

4.3.1. EFFECT OF ANTIOSTEOPOROSIS DRUGS ON NUTRITIONAL STATUS AND EFFECTS

OF NUTRIENTS ON DRUGS USED TO TREAT OSTEOPOROSIS

Adequate calcium and vitamin D intakes are required for the efficacy of all drugs used
to treat osteoporosis and reduce the risk of fracture (Becker, 2001; Sifton, 2001). Without
adequate calcium and/or vitamin D, the efficacy of the drugs is diminished significantly
(Eastell, 2005; Pereda & Eastell, 2001; Stock, 1996) For example, Nieves, Komar,
Cosman, & Lindsay (1998) documented the importance of adequate calcium intake for
the efficacy of both HRT and calcitonin in stopping bone loss.

HRT has been shown to reduce bone loss in women during menopause and afterwards
(Cauley et al., 2003), but recent findings from the WHI suggest that HRT be used for
relatively short periods of time (Rossouw et al., 2002). HRT has effects on many physi-
ological functions, including dietary habits. HRT is associated with fluid retention and
modest but consistent weight gain. HRT also enhances calcium absorption, thereby
improving calcium balance.

Bisphosphonates, the most commonly used class of antiosteoporosis drugs, bind cal-
cium and other minerals, and thus they should not be taken at the same time. Adequate
calcium and vitamin D enhances the efficacy of bisphosphonates, and it is important that
patients understand the dosing regimes for the drugs (Eastell, 2005). GI tract disturbances
are common with bisphosphonates (Cummings et al., 1995; Meisler, 2003).

The National Institutes of Health (NIH) and the National Academy of Sciences rec-
ommend that postmenopausal women not taking HRT consume 1500 mg/d of calcium
(NIH Consensus Development Panel on Optimal Calcium Intake, 1994; Standing Com-
mittee on the Scientific Evaluation of Dietary Reference Intakes Food and Nutrition
Board Institute of Medicine, 1997). Since the benefit of antiosteoporosis drugs is predi-
cated on the daily consumption of 1000 mg of calcium (Nieves et al., 1998), it is of interest
to note that in a representative sample of US households, only half of the adults 60–94
yr of age drank one glass of milk (300 mg of calcium) every day; dairy products are the
primary source of calcium in the US diet (Elbon, Johnson, & Fischer, 1998).

5. CONCLUSIONS

Women are exposed to many stressors, both physical and mental, during their adult
lives. Compared to age-matched men, women have higher rates of depression, autoim-
mune diseases, and osteoporosis, and Alzheimer’s disease is one of the 10 leading causes
of death in women, but not in men. Cardiovascular disease and cancer are the number one
and two killers of both men and women in the United States. Disease-prevention strat-
egies differ between men and women, as seen in the greater usage of dietary supplements
by women, especially female physicians.

Several stressful conditions that women suffer are associated with the menstrual cycle
and can be affected by nutrient intakes. Dysmenorrheal pain may be lessened when diets
contain foods rich in long-chain polyunsaturated fatty acids. PMS symptoms were sig-
nificantly reduced in a well-controlled calcium supplementation clinical study. Amenor-
rhea is frequently seen when caloric intakes are severely restricted and can result in
long-term negative effects, especially reduced BMD in growing girls. PCO, a metabolic
syndrome that affects about 10% of menstruating women, includes risk factors such as
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obesity and diabetes. The infertility associated with PCO can be a major stressor for
affected women. Weight loss as well as calcium supplementation have restored fertility
in preliminary studies.

Pregnancy is a stressful time for the mother-to-be. The two leading causes of infant
morbidity and mortality, birth defects and low birthweight, are directly linked to maternal
nutrition. Folic acid, a B vitamin, has been definitively shown to reduce the risk of NTDs,
and periconceptional multivitamin supplementation that includes folic acid and zinc can
reduce the incidence of NTDs as well as several other serious birth defects. This same
intervention can also reduce the risk of preterm delivery and low-birthweight outcomes
in developed as well as developing countries. Even in HIV-infected pregnant women,
multivitamin supplementation has improved birth outcomes as well as indices of mater-
nal health.

Menopause can often involve stressful physical and mental symptoms. The time course
of these changes can span several years, including a perimenopausal period in which
menstruation has not completely ceased, and symptoms associated with menopause such
as hot flashes may continue for many years after menses cessation. Soy and soy-contain-
ing products and/or extracts have been shown to reduce the frequency and severity of hot
flashes. Other dietary supplements that do not provide nutritive value have also been
examined for this indication, but are not reviewed.

Autoimmune diseases are significantly more prevalent in women and are often wors-
ened by stressful life events. Women are at a 10-fold higher risk of suffering from SLE
compared to men. Black women are at four times greater risk of having SLE compared
to white women. Low antioxidant status appears to increase disease risk, and antioxidants
may reduce disease symptoms. RA is the most common autoimmune disease seen in the
United States and also affects women more frequently than men. Anti-inflammatory
long-chain ω-3 fatty acids as well as antioxidant nutrients such as vitamins E and C reduce
inflammation. Corticosteroids can cause secondary osteoporosis in patients with RA, and
calcium and vitamin D supplementation is required to help slow this degenerative process.

In addition to secondary osteoporosis, postmenopausal loss of bone and the loss of
bone associated with aging results in one of three women over 50 yr expected to have at
least one fracture during her lifetime. Close to 90% of women over age 70 have signifi-
cantly reduced BMD, a primary risk factor for osteoporotic fracture. Low intakes of
calcium and vitamin D throughout the reproductive years predispose women to osteoporo-
sis later in life. Low intakes of these essential nutrients during the postmenopausal years
significantly increase the risk of fractures. For optimal efficacy, all of the currently
approved antiosteoporosis drugs require adequate intakes of vitamin D and calcium.
Antioxidants also appear to enhance bone mineral density and reduce fracture risk, espe-
cially if women have increased oxidative stress as a result of smoking.
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KEY POINTS

• The incidence of metabolic syndrome X is increasing throughout the world and is char-
acterized by insulin resistance.

• Adipose tissue of different regions is functionally different.
• Evidence suggests that abdominal obesity, one of the characteristic features of metabolic

syndrome X, is a result of increased activity of 11β-hydroxysteroid dehydrogenase-1 in
the abdominal adipose tissue.

• Low-grade systemic inflammation is a common feature of metabolic syndrome X.
• Insulin suppresses the production of tumor nucrosis factor-α, interleukin-6, and C-reac-

tive protein and enhances the synthesis of endothelial nitric oxide, adiponectin,
interleukin-4, and interleukin-10 and, thus, shows anti-inflammatory actions.

• Long-chain polyunsaturated fatty acids may function as endogenous statins, β-blockers,
angiotensin-converting enzyme inhibitors, and anti-inflammatory and anti-hypertensive
agents and are capable of enhancing adiponectin levels and reducing insulin resistance.
Their deficiency increases the generation of tumor nucrosis factor-α and interleukin-6,
which in turn induces insulin resistance, whereas increased concentrations of tumor
nucrosis factor-α and interleukin-6 enhance the activity of 11β-hydroxysteroid dehydro-
genase-1. This leads to the abdominal obesity seen in metabolic syndrome X. Prenatal
exposure to tumor nucrosis factor-α produces obesity, and obese children and adults have
high levels of tumor nucrosis factor-α and interleukin-6. It is possible that metabolic
syndrome X starts in the perinatal period and is owing to perinatal deficiency of long-
chain polyunsaturated fatty acids.

1. INTRODUCTION

Metabolic syndrome X is characterized by abdominal obesity, atherosclerosis, insulin
resistance and hyperinsulinemia, hyperlipidemias, essential hypertension, type 2 diabe-
tes mellitus, and coronary heart disease (CHD). Other minor features of metabolic syn-
drome X include hyperfibrinogenemia, increased plasminogen activator inhibitor-1
(PAI-1), low tissue plasminogen activator, nephropathy, microalbuminuria, and hyperu-
ricemia (Das, 2002a). The incidence of metabolic syndrome X is increasing throughout
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the world. The cause(s) for this increasing incidence is not clear. Because genetics of
various populations have not changed in the last 100 yr, it is likely that environmental
factors play a major role in the increasing incidence of metabolic syndrome X.

Insulin resistance is common in metabolic syndrome X. Hyperinsulinemia may be a
consequence of this. In the early stages of metabolic syndrome X, insulin resistance in
muscle tissue is common whereas adipose tissue is not. This explains why exercise is
beneficial in the prevention and treatment of insulin resistance.

2. BIOCHEMICAL AND FUNCTIONAL DIFFERENCES
BETWEEN ADIPOSE TISSUES OF DIFFERENT REGIONS

Abdominal obesity or increased visceral fat is a marker of the presence of insulin
resistance and hyperinsulinemia. Evidence suggests that distinct depot-specific differ-
ences exist. For instance, we observed that subcutaneous adipose tissue produces less
interleukin (IL)-6 and corticosterone and more tumor necrosis factor (TNF)-α in com-
parison to mesenteric adipose tissue (Ramos et al., 2003). Peroxisome proliferator-acti-
vated receptor (PPAR)-γ is involved in adipocyte development and insulin sensitivity and
exerts negative control on TNF-α synthesis. This suggests the existence of a complex
network of events that regulate adipocyte accumulation, metabolism, and function. Fur-
thermore, different depots of fat display distinct characteristics specific to each region of
body (Das, 2003c).

3. WHAT CAUSES ABDOMINAL OBESITY?

Abdominal adipose tissue is different both biochemically and functionally from sub-
cutaneous adipose tissue. Mice overexpressing 11β-hydroxysteroid dehydrogenase type
1 (11β-HSD-1) enzyme selectively in adipose tissue develop abdominal obesity and
exhibit insulin resistance (Das, 2002c; Masuzaki et al., 2001). These features are similar
to those seen in subjects with metabolic syndrome X. This led to the suggestion that
abdominal obesity is like localized Cushing’s syndrome, which is supported by the
observation that 11β-HSD-1 activity is higher in abdominal adipose tissue than in sub-
cutaneous adipose tissue (Bujalska, Kumar, & Stewart, 1997).

4. INFLAMMATORY NATURE OF METABOLIC SYNDROME X

Plasma levels of C-reactive protein (CRP), TNF-α, and IL-6, markers of inflamma-
tion, are elevated in subjects with obesity, insulin resistance, essential hypertension, type
2 diabetes, and CHD both before and after the onset of these diseases (Albert, Glynn, &
Ridker, 2003; Das, 2001e; Das, 2002a, 2002c; Engstrom et al., 2003; Luc et al., 2003;
Mosca, 2002; Ridker, Cushman, Stampfer, Tracy, & Hennekens, 1997; van der Meer et
al., 2002). Weight reduction and moderate exercise decrease serum concentrations of
TNF-α. A negative correlation has been described between plasma TNF-α and high-
density lipoprotein (HDL) cholesterol, glycosylated hemoglobin, and serum insulin
concentrations (Das, 2002d).

Subjects with elevated CRP levels were two times more likely to develop diabetes at
3–4 yr of follow-up. CRP levels greater than 3.0 mg/L were significantly associated with
increased incidence of myocardial infarction, stroke, coronary revascularization, or car-
diovascular death (reviewed in Das, 2002a).
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An acute increase in plasma glucose levels in normal and impaired glucose tolerance
(IGT) subjects resulted in increased plasma IL-6, TNF-α, and IL-18 levels. In IGT
subjects, fasting IL-6 and TNF-α levels were higher than those of control subjects, and
this increase lasted longer compared to controls (Esposito et al., 2002). Hyperglycemia
induced the production of acute phase reactants from the adipose tissue (Lin et al., 2001).
This suggests that low-grade systemic inflammation plays a significant role in the devel-
opment of type 2 diabetes.

Elevated plasma IL-6 levels in women with hypertension and men with insulin resis-
tance was reported (Fernandez-Real et al., 2001). A graded relationship between blood
pressure and intercellular adhesion molecule-1 (ICAM-1) as well as IL-6 was noted in
healthy men (Chae, Lee, Rifai, & Ridker, 2001). This suggests that low-grade systemic
inflammation occurs in insulin resistance and hypertension. Systemic inflammation is a
common feature in metabolic syndrome X and its associated conditions. On the other
hand, concentrations of adiponectin, which is secreted by adipose tissue and has anti-
inflammatory actions and enhances insulin action, are low in obesity, type 2 diabetes
mellitus, hypertension, and metabolic syndrome X (Kern, Di Gregorio, Lu, Rassouli, &
Ranganathan, 2003; Lindsay et al., 2002; Matsubara, Namioka, & Katayose, 2003;
Spranger et al., 2003).

5. ANTI-INFLAMMATORY NATURE OF INSULIN

Insulin suppresses the production of TNF-α, IL-6, IL-1, IL-2, and macrophage migra-
tion inhibitory factor (MIF) and enhances the production of IL-4 and IL-10. Thus, insulin
has anti-inflammatory effects. This suggests that one of the functions of hyperinsulinemia
is to prevent or arrest the low-grade systemic inflammation that occurs in metabolic
syndrome X. Leptin has pro-inflammatory actions (Das, 2001e). Hyperinsulinemia and
hyperleptinemia are present in obese children (Kalhan, Puthawala, Agarwal, Amini, &
Kalhan, 2001; Whincup et al., 2002), suggesting that low-grade systemic inflammation
and metabolic syndrome X are initiated early in life.

Insulin and insulin-like growth factor (IGF)-I suppress, whereas TNF-α and IL-6
augment the activity of 11β-HSD-1 (Tomlinson et al., 2001). Elevated activity of 11β-
HSD-1 in the visceral adipose tissue increases the accumulation of fat and causes abdomi-
nal obesity. Since IGF-I and insulin have a negative control on the activity of 11β-HSD-1,
it is likely that insulin resistance and hyperinsulinemia could be protective against low-
grade systemic inflammation. The activity of 11β-HSD-1 in adipose tissue depends on
the balance between TNF-α and IL-6 and insulin and IGFs (Das, 2003b). In view of this,
the presence of abdominal obesity can be considered a physical sign of elevated levels
of TNF-α, IL-6, and CRP; hyperleptinemia; hypertriglyceridemia; increased expression
and activity of 11β-HSD-1 in abdominal adipose tissue; low levels of HDL, endothelial nitric
oxide (eNO), adiponectin, IL-4, and IL-10; insulin resistance; hyperinsulinemia; and glucose
intolerance.

6. LONG-CHAIN POLYUNSATURATED FATTY ACIDS
AND METABOLIC SYNDROME X

Metabolic syndrome X is believed to be 10 times more common in babies who are
small with low birthweights compared to those whose birthweights were normal. How-
ever, this has been disputed, and postnatal nutrition and growth may also be important
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(Lucas, Fewtrell, & Cole, 1999). If metabolic syndrome X has its origins in fetal life, it
is reasonable to expect that improved obstetric care, a general increase in the standard of
living, and better nutrition during pregnancy would decrease the incidence of metabolic
syndrome X. Yet, the incidence of metabolic syndrome X is increasing (Mokdad et al.,
2001). How can this paradox be explained?

The ω-3 and ω-6 fatty acids are essential for fetal growth and development (Das,
2002b). Dietary linoleic acid (LA) and α-linolenic acid (ALA), which are essential fatty
acids (EFAs), are desaturated and elongated to form their respective long-chain metabo-
lites. Newborn and preterm infants have a limited capacity to form eicosapentaenoic acid
(EPA), docosahexaenoic acid (DHA), and arachidonic acid (AA). Dietary AA improves
first-year growth of preterm infants (Carlson, Werkman, Peeples, Cooke, & Tolley,
1993), whereas EPA and DHA increase birthweight by prolonging gestation and/or by
increasing the fetal growth rate (Baguma-Nibasheka, Brenna, & Nathaniesz, 1999; Olsen,
Olsen, & Frische, 1990). EPA, DHA, and AA inhibit TNF-α and IL-6 production, enhance
eNO generation (Das, 2002b), inhibit 3-hydroxy-3-methylglutaryl coenzyme A (HMG-
CoA) reductase and angiotensin-converting enzyme (ACE) activities (Das, 2001c; Kumar
& Das, 1997), function as endogenous ligands for PPARs, and suppress leptin gene
expression (Reseland et al., 2001). Thus, long-chain polyunsaturated fatty acids (PUFAs)
suppress inflammation, regulate cholesterol metabolism, enhance the production of
adiponectin, and decrease insulin resistance. Long-chain PUFAs augment brain acetyl-
choline levels and, thus, enhance parasympathetic activity and increase heart rate vari-
ability (Das, 2001a). This suggests that long-chain PUFAs may function as endogenous
statins (Das, 2001c), β-blockers, ACE inhibitors, and anti-inflammatory and antihyper-
tensive molecules. Long-chain PUFAs bind to PPARs (similar to thiazolidinediones) and
thus are capable of enhancing adiponectin levels and reducing insulin resistance. South
Asian Indians, who are at high risk of developing metabolic syndrome X, have signifi-
cantly lower concentrations of AA, EPA, and DHA compared to healthy Canadians and
Americans (Das, Kumar, & Ramesh, 1994). Significant amounts of long-chain PUFAs
in the cell membrane increase the number of insulin receptors on the cell membrane and
their affinity to insulin by increasing membrane fluidity and thus decrease insulin resis-
tance. On the other hand, saturated fatty acids have the opposite effect, namely they
decrease the number of insulin receptors, decrease cell membrane fluidity, and cause
insulin resistance (Das, 1994, 2002b, 2002e).

Maternal protein restriction or increased consumption of saturated and/or trans-fatty
acids and energy-rich diets during pregnancy decrease the activity of the enzymes ∆6 and
∆5 desaturase, leading to both maternal and fetal deficiency of EPA, DHA, and AA.
Perinatal protein depletion leads to almost complete absence of measurable activities of
∆6 and ∆5 desaturase in fetal liver and placenta (Mercuri, de Tomas, & Itarte, 1979). Thus,
both protein deficiency and a high-energy diet decrease the activities of ∆6 and ∆5

desaturase.
EPA, DHA, and AA deficiency increases the generation of TNF-α and IL-6, which in

turn induces insulin resistance. Increased concentrations of TNF-α and IL-6 enhance the
activity of 11β-HSD-1, which in turn causes the abdominal obesity seen in metabolic
syndrome X. Prenatal exposure to TNF-α produces obesity (Dhalgren et al., 2001), and
obese children and adults have high levels of TNF-α and IL-6. Low plasma and tissue
concentrations of EPA, DHA, and AA decrease the production of adiponectin, which also
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aggravates insulin resistance. Thus, metabolic syndrome X starts in the perinatal period
and is owing to perinatal deficiency of EPA, DHA, and AA.

7. CONCLUSIONS

Based on the evidence presented above, the sequence of events that cause metabolic
syndrome X could be as follows: even under normal conditions, food intake triggers the
production of TNF-α and IL-6, increases plasma CRP levels, and decreases the levels of
the anti-inflammatory cytokines IL-4 and IL-10 and adiponectin. This causes oxidative
stress and activation of nuclear factor-κΒ (NF-κB), which induces insulin resistance and
consequent hyperinsulinemia. Secretion of insulin in response to food intake not only
normalizes plasma glucose concentrations, but also suppresses TNF-α and IL-6 and
enhances IL-4 and IL-10 synthesis. Insulin stimulates activity of ∆6 and ∆5 desaturase
(Das, 2001d, 2001e, 2002c) and restores the levels of long-chain PUFAs to normalcy,
whereas long-chain PUFAs enhance insulin action (Das, 2001d, 2002e). This implies that
∆6 and ∆5 desaturases could be the elusive thrifty genes. TNF-α and IL-6 activate phos-
pholipase A2 (PLA2), inducing the release of long-chain PUFAs from the membrane lipid
pool (Seeds, Jones, Chilton, & Bass, 1998). Long-chain PUFAs thus released, if adequate,
suppress the synthesis of TNF-α and IL-6. This restores the balance between pro- and anti-
inflammatory cytokines and oxidative stress to normal. In contrast, chronic consumption
of an energy-rich diet and/or saturated and trans-fatty acids and/or suboptimal intake of
long-chain PUFAs leads to a state of low-grade systemic inflammation and chronic
oxidative stress. Dietary restriction, exercise, and weight loss suppress free radical gen-
eration and oxidative stress (Dandona et al., 2001; Yatagai et al., 2003), decrease produc-
tion of TNF-α and IL-6, and enhance IL-4 and IL-10 and adiponectin synthesis. Saturated
and trans-fats and hyperglycemia interfere with the synthesis of long-chain PUFAs, and
hence, normal inhibitory control exerted by long-chain PUFAs on TNF-α and IL-6 will
be defective or suboptimal. Adequate intake of EPA and DHA was inversely associated
with plasma levels of soluble TNF receptors 1 and 2 and CRP, whereas ω-6 fatty acids
did not inhibit the anti-inflammatory effects of ω-3 fatty acids (Pischon et al., 2003). It
is interesting that a combination of ω-3 and ω-6 fatty acids is associated with the lowest
levels of inflammation.

It is suggested that adequate intake or supplementation of long-chain PUFAs (espe-
cially EPA, DHA, and small amounts of γ-linolenic acid, dihomo-γ-linolenic acid, and
AA) will prevent or postpone the development of metabolic syndrome X. It would be
interesting to study whether maternal supplementation of long-chain PUFAs prevents or
postpones the development of metabolic syndrome X in their offspring.

In experimental animals, DHA deficiency in the perinatal period raised blood pressure
later in life, even when animals were subsequently replete with this fatty acid. DHA-
deficient animals underdrank water and overingested sodium, suggesting an aberration
in central osmo/sodium sensors or angiotensinergic mechanisms (Das, 2001b; Weisinger
et al., 2001). This indicates that there is a critical window period during which adequate
amounts of long-chain PUFAs are essential to the fetus and newborn to prevent diseases
in later life (Das, 2001b, 2003a). It is likely that the availability of appropriate amounts
of long-chain PUFAs during critical periods of growth programes the expression of
various genes such that development of diseases such as hypertension, type 2 diabetes
mellitus, CHD, and metabolic syndrome X are suppressed in adult life. This would
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explain why EPA, DHA, and AA supplementation after the onset of metabolic syndrome
X is not highly beneficial.
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KEY POINTS

• Nine amino acids are essential nutrients, and their nutritional status is bidirectionally
affected by the state of the organism.

• Prolonged stress that significantly threatens homeostasis of the organism produces situ-
ations in which the adaptive functional use of specific amino acids exceeds their dietary
supply, resulting in a conditional deficiency.

• Insufficient intake of a nutritionally indispensable amino acid may decrease the ability
of an organism to respond to stressful challenges.

• Amino acids promote health, enhance poststress recovery, and reduce the risk of stress-
triggered chronic diseases.

1. INTRODUCTION

Amino acids, like carbohydrates and fatty acids, are basic nutrients. Twenty amino
acids furnish the minimal requirements for growth, nitrogen equilibrium, maintenance of
host defenses, neural (Fernstrom, 2000; Young, El-Khoury, Melchor, & Castillo, 1994)
and muscular functions, as well as gene-expression regulation (Fafournoux, Bruhat, &
Jousse, 2000). The catabolism of amino acids provides an energy source via the interme-
diate products of the glycolytic pathways and the citric acid cycle. The human body is
incapable of storing large amounts of amino acids, and their homeostasis must be finely
maintained by the integrated action of all tissues and organs. For this reason, the dietary
requirement for amino acids has important health consequences (Millward, 1994; Rose,
1957; Young, 1998; Young & Borongha, 2000). Nine amino acids are considered indis-
pensable in the diet, but the demarcation between dispensability and indispensability is
blurred by discoveries that have revealed effects of age (Baertl, Placko, & Graham, 1974;
Schober, Kurz, Musil, & Jarosch, 1989), nutritional status (Kurpad et al., 2003), and
psycho-behavioral conditions, such as exposure to severe stress (Lacey & Wilmore,
1990; Obled, Papet, & Breuille, 2002; Smriga & Torii, 2002).

Over the centuries, consuming an amino-acid-balanced diet meant eating an adequate
diet to avoid deficiency. Insufficient lysine (Lys) intake (FAO/Agrostat, 1991) still con-
tinues to plague developing regions, where low-income populations depend predomi-
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nantly on grains for their protein supply. Trials in rural areas of China and Pakistan
showed that Lys supplementation of wheat flour improved growth in children along with
a number of immunological indicators (Hussain, Abbas, Khan, & Serimshaw, 2004;
Zhao et al., in press). A recent trial in Syria also showed that Lys deficiency detrimentally
affects stress responses (Smriga et al., 2004). A deficiency in an indispensable amino acid
may occur even if a person eats a well-balanced diet that contains enough protein because
prolonged infection, stress, or drug abuse affects the pathways of amino acid utilization.
In such conditions, amino acid supplementation promotes health and reduces the risk of
chronic diseases often associated with psychosocial stress.

Like other special states, the stress system evolved because it offered net selective
advantage. Arousal of the hypothalamic–pituitary–adrenal axis increased gluconeogen-
esis, and the entry of glucose into cells adjusted the metabolism for rapid expenditure
(Johnson, Kamilaris, Chrousos, & Gold, 1992; Munck, Guyre, & Holbrook, 1984). But
the stress response suffers from inherent trade-offs obvious in a modern industrialized
society, characterized by a shift from physical to chronic psychosocial stress and a con-
sequent increase in cardiovascular (hypertension), mental (anxiety, depression), and
gastrointestinal (irritable bowel syndrome, gastric ulcers) disorders (Monnikes et al.,
2001; Ressler & Nemeroff, 2000).

Figure 1 illustrates the principal hypothesis behind the use of dietary amino acids. The
pool of amino acids meets the basal (structural) and adaptive (functional) needs of an
organism. Behavioral patterns, such as excessive exercise, and exogenous influences,
such as stress, have no effect on the use of amino acids as long as the homeostasis of the
organism is not threatened. When psychosocial, nutritional, or physical stress endangers
the homeostatic balance, adaptive needs for specific amino acids increase, requiring an
increase in their intake. The increase in Lys, leucine, and methionine requirements during
the stress of food deprivation and the greater need for glutamine during catabolic stress
are examples of this phenomenon. The enhancement of adaptive needs shapes basic
behaviors (i.e., diet selection) (Fig. 1) through a hypothetical feedback already studied
in laboratory animals (Smriga & Torii, 2002). This feedback is masked in humans by
social, cultural, and other exogenous influences; thus, the use of specific amino acids
literally “supplements” the innate bodily function. Stress does not generally affect the
structural use of amino acids, the exception being severe catabolic stress, such as trauma
or sepsis, which depletes muscle protein. Because it is already clear that stress responses
are specific, different types of stress require different nutritional approaches.

The notion that dietary amino acids can delay or even block stress pathologies is not
new. Enteral diets containing glutamine (Gln) and arginine (Arg) have been tested for
their potential in postinjury recovery (Obled et al., 2002). Tryptophan (Trp) and tyrosine
(Tyr), two neurotransmitter precursors, have been studied with respect to their central
nervous system actions, such as the reduction of stress-induced mood disturbances
(Fernstrom, 2000). Yet the results, especially from the noncatabolic stress studies, are not
straightforward. Much of the ambiguity lies in the complexity of behavioral and mental
responses to stress and the perceptions regarding the effects of antistress supplements,
which are characterized by a certain degree of subjectivity. This subjectivity stems from
cumulating biological factors, such as genetics, nutrition, gender, age, and body compo-
sition, as well as from the sociocultural influences of tradition, education, and social
status, creating a need for amino acid supplements that relief short-term stress but also
ultimately enhance long-term well-being.
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A range of amino acid supplements, either alone or in combination with minerals and
vitamins, already exists on the market. Crystalline free-form amino acids, directly
absorbable into the bloodstream, are extracted from a variety of grain products. Except
for Gln, all amino acids may appear in both D- and L-forms, the latter being more com-
patible with human biochemistry because the proteins in human tissue consist of L-forms
(the exception is D,L-phenylalanine). This chapter considers only the L-forms of amino
acids and, therefore, omits the L- prefix. Furthermore, the analysis is simplified, by
dividing stress exposure roughly into two categories: catabolic and noncatabolic, prima-
rily psychosocial stress. The first part of the chapter examines the effectiveness of tryp-
tophan, tyrosine, and Lys supplements in various models of mental stress, while the
second part summarizes the value of glutamine, arginine, and the branched-chain amino
acids (BCAAs) (leucine, isoleucine, valine) in catabolic stress caused by injury or exhaus-
tive physical exercise.

2. TRYPTOPHAN, 5-HYDROXYTRYPTOPHAN, AND TYROSINE
SUPPLEMENTS IN MENTAL STRESS

Although the relationship between stress and depression, on the one hand, and stress
and anxiety, on the other, is still unclear, recent indications are that anxiety and depres-
sion have a common pathological mechanism. This mechanism includes the serotonin
system (Ressler & Nemeroff, 2000; Riedel et al., 2002; Stahl, 1998), which is involved
in the stress response as a result of its ability to keep behavioral reaction at its homeostatic

Fig. 1. Hypothesized relationship between the intake and the use/need for indispensable amino
acids (white rectangles, white arrows). This relationship is not influenced by behavior, but a
significant threat to homeostasis (e.g., stress) increases adaptive needs and nonprotein use of
specific amino acids, via a set of feedbacks (black arrows), augments the requirement for a
particular amino acid(s) and potentially alters behavioral patterns.
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setpoint. Consequently, the idea of using Trp to reduce mental stress is intuitive, because
Trp influences the rate at which neuronal endings form serotonin. Brain Trp depends on
the plasma supply of both Trp and carbohydrates (Fernstrom, 1991), and it is inversely
affected by the circulating levels of other large neutral amino acids (LNAAs): Tyr,
phenylalanine, leucine, isoleucine, and valine (Fernstrom, 1983). Chronic stress also
adversely affects the brain’s concentration of Trp (Young, Lopez, Murphy-Weinberg,
Watson, & Akil, 2000). Thus, deficiency of Trp in the diet results in a rapid and severe
decline in brain serotonin activity (Fig. 2). Trp deficiency worsens seasonal depression,
anxiety, carbohydrate craving, premenstrual syndrome, and the ability to deal with daily
stresses (Blokland, Lieben, & Deutz, 2002).

Numerous studies have demonstrated a positive correlation between Trp brain activity
and the reduction of stress-induced mood disturbances in animals (e.g., Blokland et al.,
2002; Gittos & Papp, 2001; Hussain & Mitra, 2000) and humans (Delgado, 2000). Recent
human applications of the Trp deficiency model have suggested that the negative results
of the deficiency originate not only from serotonin deficiency, but mainly from complex
interactions between monoaminergic systems (Reilly, Delgado, 2000; McTavish, &
Young, 1997; Van der Does, 2001). Indeed, a simultaneous depletion of Trp, Tyr, and
phenylalanine (precursors of norepinephrine and dopamine) decreased mood more effi-
ciently than Trp depletion alone (Hughes et al., 2003).

Fig. 2. Circadian pattern of serotonin release in the central nucleus of amygdala (CeA) of free-
behaving male rats fed control (�) and Trp-deficient (�) diets. Wistar male rats (body weight,
250–280 g) were equipped with cannulae placed just above the left CeA. The experiment was
conducted after a week-long recovery, when microdialysis probes were inserted into the cannulae
at 8:00 h. (For technical details see Smriga et al., 2002a.) A Trp-deficient diet was given ad libitum
for the first time at 8:00 h on the day of experiment (5 h before the start of recording). Control rats
were fed a standard (control) diet; the amount equaled the average food intake measured in the Trp-
deficient group. Dark period started at 19:00 h and finished at 7:00 h . The values measured in the
Trp-deficient rats between 19:00 h and 7:00 h were significantly different from the values mea-
sured in controls (p < 0.05, one-way ANOVA followed by Duncan’s multiple range test). Values
are means � SEM, n � 4.
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Controlled clinical studies indicate that Trp supplements alone or in combination with
carbohydrates alleviate stress-induced mood (Maes et al., 1999; Markus et al., 1998) and
cognitive deterioration (Markus, Olivier, & de Haan, 2002). However, in major mental
dysfunctions, such as clinical depression, the effectiveness of Trp supplements signifi-
cantly trailed that of selective serotonin reuptake inhibitors (SSRIs)—potent drugs that
block serotonin reuptake on neuronal terminals. Nevertheless, Trp-containing supplements
could still be utilized in milder forms of mood disturbances, for example, stress-induced
sleep–wake problems. Combining Trp with an SSRI to reduce antidepressant dosages is
another potential application (Walinder, Skott, Carlsson, Nagy, & Bjorn-Erik, 1976).

Human research on Trp supplements shrank suddenly 15 yr ago when nonprescription
Trp preparations made by a single maker were linked to deadly outbreak of eosinophilia
myalgia syndrome (EMS) and Trp was banned from the US market. Although pharma-
ceutically approved Trp has never been associated with symptoms of EMS, the ban is still
imposed, hindering further research. One way to avoid this regulatory obstacle would be
to use 5-hydroxytryptophan (5-HTP), a metabolic product of Trp and the direct precursor
of serotonin. 5-HTP was effective in milder forms of stress exposure, especially those
linked to jet lag and other chronopathologies, presumably because serotonin is involved
in the control of arousal and sleepiness. Our data show that rats challenged with sudden
light-reversal stress and fed a 5-HTP-enriched diet were able to adjust their diet intake
significantly more efficiently than their normally fed counterparts (Fig. 3) (Smriga,
Uneyama, & Torii, 2003).

The reason for Tyr being included in an antistress dietary supplement is qualitatively
similar to that for Trp. Tyr is the precursor to the catecholamine neurotransmitters dopam-
ine, epinephrine, and norepinephrine, which regulate mood responses to psychosocial
stress (Ressler & Nemeroff, 2000). Unlike Trp, Tyr is not normally considered to be an
indispensable amino acid, but some authors have suggested that under specific stress
conditions the brain areas participating in stress-response regulation are not able to
synthesize sufficient Tyr. Indeed, elevating Tyr concentration in actively firing but not
in silent neurons (Wurtman, Hefti, & Melamed, 1980) stimulates norepinephrine produc-
tion in the neuronal terminals. However, the relationship between blood and brain Tyr is
not straightforward, since Tyr hydroxylase, which catalyzes the rate-limiting step in
catecholamine synthesis, responds weakly to direct Tyr supply. For this reason, the use
of dietary Tyr supplements to modulate brain catecholamines, and thus mood responses
to stress, is questionable, as are the results of human trials. Tyr was tested in depressed
patients without any significant effects on mood scores (Gelenberg, Wojcik, & Falk,
1990). However, when tested in healthy subjects under stressful conditions of combat or
high altitude, Tyr significantly improved both performance and cognition (Banderet &
Lieberman, 1989). Similar results were obtained in healthy subjects exposed to psycho-
logical stress (Deijin & Orlebeke, 1994). Tyr depletion impaired spatial working memory
and recognition (Harmer, McTavish, Clark, Goodwin, & Cowen, 2001; Nathan et al.,
2002) and in healthy women increased vulnerability to lowered mood, especially follow-
ing exposure to stress (Leyton et al., 2000). The above results indicate that Tyr influences
cognitive performance in mentally demanding stressful situations.

Animal studies yielded clearer results than clinical tests, but still required relatively
high doses of Tyr to obtain positive effects. Rats pretreated with Tyr became more
physically active following severe acute stress (Lehnert, Reinstein, Stowbridge, &
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Wurtman, 1984), and their cognitive performance improved (Shurtleff, Thomas, Ahlers,
& Schrot, 1993).

Trp and Tyr are precursors of neurotransmitters involved in stress regulation and thus
provide logical targets for stress-modulating nutritional interventions. Several decades
of clinical research, however, have not conclusively supported or refuted the effective-
ness of Trp and Tyr supplements, and testing them in clinical depression or anxiety
proved to be counterproductive. Specific groups, milder stress pathologies, such as sleep
disturbances (Riemann et al., 2002), and long-term treatment with relatively high doses
should maximize the potential of these amino acids to elevate performance and mood
during mental stress. The simultaneous application of Trp and Tyr might be more effec-
tive than the use of either alone (Asnis, Wetzler, Sandrson, Kahn, & van Praag, 1992;
Hughes et al., 2003).

3. LYSINE-BASED SUPPLEMENTS IN MENTAL STRESS

There are no indications that stress significantly reduces plasma or brain Lys, but
recent studies documented that Lys deficiency increases the impact of stress exposure.
Both rats and humans consuming a Lys-deficient diet exhibited increases in stress-in-
duced anxiety and fecal excretion (Smriga, Kameishi, Uneyama, & Torii, 2002; Smriga
et al., 2004). The anxiogenic effects in rats were traced to pathologies in circadian sero-
tonin neurotransmission measured within the central nucleus of amygdala. Lys supple-
mentation in normally fed rats reduced weight loss during protracted inescapable stress
(Fig. 4), and treatment with Lys and arginine reduced stress-induced anxiety in rats
(Smriga &Torii, 2003c) and pigs (Srinongkote, Smriga, Nakagawa, & Toride, 2003). The
stress-relieving effect was attributed to Lys-induced blockade of both intestinal and
central serotonin 4 receptors (Smriga & Torii, 2003a), although Lys itself did not directly
affect serotonin metabolism or plasma concentration of stress hormones. Of the numer-
ous serotonin receptors, the serotonin 4 receptor plays a “pro-stress” role in the gut and
throughout the body by mobilizing energy and facilitating behavioral and gastrointestinal
stress responses (Eglen, Wong, Dumuis, & Bockaert, 1995). Therefore, serotonin 4
receptor antagonists are promising targets for the treatment of diarrhea-predominant
irritable bowel syndrome (Bharucha et al., 2000). Lys partly blocked serotonin 4 receptor
in an in vitro assay system and mimicked anxiolytic and antidiarrhea effects of a serotonin
4 receptor antagonist in vivo, without directly affecting heart rate and cortisol release
(Smriga & Torii, 2003a). In addition, Lys is a partial agonist on the central benzodiaz-
epine receptors (Chang & Gao, 1995; Chang, Wing, Cauley, & Gao, 1993) and protects
brain cells from stressful challenges by reducing the brain’s metabolic rate (Guan & Ku,

Fig. 3. (opposite page) Hourly dietary intakes measured in Wistar male rats (body weight, 250–
280 g) fed ad libitum a standard powdered diet (n � 5, left panel), or the same diet supplied with
5-hydroxytryptophan (5-HTP, 5.4 mg/1.0 g diet) (n � 6, right panel). Dark period started at 19:00
h and finished at 7:00 h. The light schedule of all rats was completely reversed on d 1 at 13:00 h
(light reversal) and remained reversed for the following 7 d. Diet intake was measured each day,
and the hourly values (means) calculated on d 1, 2, 3, 4, 6, and 7 are shown. Rats fed a 5-HTP-
supplied diet synchronized their dietary intake significantly earlier than the controls (controls, 6.9
� 0.6 d; 5-HTP rats, 4.5 � 1.0 d) (p < 0.05, one-way ANOVA followed by Duncan’s multiple
range test; significance is not shown in the graph).
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1999). Consequently, the mechanism of a Lys-triggered anxiolytic effect is probably
mediated via a concurrent blockage of the brain serotonin 4 receptors and stimulation of
the benzodiazepine receptors (Smriga & Torii, 2003a, 2003c; Srinongkote et al., 2003).
Yet research on the mechanism of the effects of Lys is in an early period, and the gas-
trointestinal results are especially obscure. Because secretory glycoprotein synthesis,
rather than catabolism (Van der Schoor et al., 2002), appears to be a major metabolic role
of Lys in the gut, it is possible that its antistress effects were mediated partly via an
increased rate of glycoprotein synthesis.

Any dietary amino acid supplement causes transient imbalances in other amino acids
triggered by complex metabolic and biochemical interrelationships. Although Lys has
been documented as safe and well tolerated (Flodin, 1997), it worsened stress-induced
decrease in plasma arginine (Smriga & Torii, 2003b). The effect was observable only
when stress and oral Lys were co-administered, suggesting that the principal trigger of
arginine deficiency was the high metabolic cost of stress defense.

Lys is not a direct precursor of brain neurotransmitters and does not intervene in the
metabolism of stress hormones. Therefore, the possibility of treatment-related adverse
effects is lower when compared to Trp or Tyr supplements. To the extent that it is possible
to extrapolate from animal results to humans, Lys-based antistress supplements may
offer a completely new approach to managing intestinal and other problems related to
severe mental stress.

Fig. 4. Daily dietary intakes measured in Wistar male rats (body weight, 380–450 g) fed ad libitum
a standard powdered diet (�) or the same diet supplied with Lys (3.14 mg/1.0 g diet) (�). Pairs
of rats were housed in sound-attenuated, ventilated operant boxes. Footshocks were applied ran-
domly (at least once per 2 h) to the floor of the boxes during d 1 and 2 of the experiment, and the
summarized daily intakes were measured. Footshock resulted in a significant decrease in diet
intake in both groups during the first day of stress exposure. Rats fed a Lys-supplied diet normal-
ized their dietary intake significantly more efficiently on d 2 of the footshock exposure, as well
as on the day immediately following the footshock exposure (d 3). The bars with different super-
script letters differ significantly at p < 0.05 (two-way ANOVA).
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4. GLUTAMINE AND ARGININE SUPPLEMENTS IN CATABOLIC
STRESS AND EXERCISE

Dysfunctional metabolism, a compromised immune system (Newsholme et al., 1987),
reduced plasma levels of some amino acids (Castell, 2002; Coghlin-Dickson et al., 2000;
Parry-Billings, Leighton, Dimitriadis, de Vasconcelos, & Neursholme, 1989; Roth,
Funovics, Muhlbacher, & Schemper, 1982; Yu, Ryan, & Burke, 1995), and a strong
endocrine stress response (Boelens, Nijveld, Houdijk, Meijir, & van Leeuwen, 2001)
characterize catabolic stress (i.e., accidental injury or major surgery). Both protein and
amino acid supplements have been tested in catabolic stress. Protein supplements did not
block the impact of catabolic stress, mainly because of the discrepancy between the
variation of amino acids needed for the synthesis of stress defense compounds and the
variation provided by muscle proteolysis (Obled et al., 2002). Among the free amino
acids supplements tested so far, Gln and Arg, regarded as dispensable under normal
conditions, have received the greatest attention because of the inability of mammals to
synthesize them sufficiently during periods of catabolic stress (Lacey & Wilmore, 1990;
Smriga & Torii, 2003b; Yu et al., 1995). Both amino acids are especially important for
the rapidly multiplying gut cells, as both mucosal cells and lymphoid tissue use Gln and
Arg as fuel to maintain the integrity of the intestinal flora (Brzozowski et al., 1997; Okabe
et al., 1976; Takagi & Okabe, 1967). Gln and Arg are closely related biochemically; Arg
is synthesized in mammals from Gln via pyrroline-5-carboxylate synthetase and proline
oxidase in a multistep metabolic conversion (Wu, Davis, & Flynn, 1997). Supplemental
Gln and Arg are easily absorbed (Preiser, Berre, & Van Gossum, 2001), with half of Arg
being readily converted to ornithine.

It is noteworthy that the positive effects of Gln differ, depending on the route of
administration. Although intravenous administration of Gln improves the nitrogen bal-
ance in catabolic patients without producing clear clinical benefits (Sacks, 1999), oral or
enteral Gln positively influences clinical outcomes of catabolic stress at the gut level,
while not significantly altering nitrogen balance (Reeds & Jahoor, 2001).

Because catabolic stress enhances urea production and thus increases Arg degradation
(Yu et al., 1995), and because Arg serves several important nonmetabolic functions,
including nitric oxide synthesis, Arg supplementation positively contributes to the recov-
ery from catabolic stress. Arg orally given in catabolic stress protected myocardium
(Britten, Zeiher, & Schachinger, 1999; Kronon et al., 1999; Taddei et al., 2000), sheltered
stomach mucosal cells (Brzozowski et al., 1997), prevented platelet coagulation, and
reduced potentially toxic accumulation of blood ammonia (Colombani et al., 1999).

Comparabe to direct injury, the stress of exhaustive exercise suppresses immune and
gut functions (Bassit, Sawada, Bacurau, Navarro, & Costa Rosa, 2000; Castell &
Newsholme, 1997) and decreases plasma Gln (Castell, 2000). In fact, there is high preva-
lence of incidence illness in professional endurance athletes, supposedly linked to an
exercise-triggered decrease of plasma Gln, increase in stress hormones, and impairment
of neutrophil and T-lymphocyte function. Fukatsu (1996) reported that neutrophil bac-
tericidal activity decreased after a 50-mile walking race, mainly owing to high cortisol
levels. In marathon runners, plasma levels of Gln, the branched-chain amino acids (leu-
cine, isoleucine, valine), and T lymphocytes all declined following a run. Although Gln
supplementation did not directly affect T lymphocytes, it decreased the number of
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postexercise infections (Castell & Newsholme, 1997). The precise mechanism for this
effect of Gln has not yet been established, but evidence suggests that the beneficial effects
of Gln are dependent on neutrophil function (for review, see Castell, 2002).

In conclusion, Gln and Arg have been extensively studied for their effects in injury,
postoperative recovery, and exhaustive exercise. The results of clinical studies are
encouraging, although the mode of action is questionable, as the recovery of plasma
Gln and Arg levels does not always lead to clear clinical benefits. Recent studies of the
exhaustive exercise model of physical stress also indicate the usefulness of Gln and Arg,
especially in the stress-protection of gut and immune cells. Gln and Arg supplements
mainly support the poststress recovery responses of the gut and immune system, with the
exception of the promising pre-stress Gln effects in the the immune systems of athletes.
Finally, a combination of Gln and Arg, or even a broader amino acid mixture with the Gln
precursors (BCAAs), rather than a separate treatment, may increase their efficacy (Ohtani,
Maruyama, Sugita, & Kobayashi, 2001).

5. BRANCHED-CHAIN AMINO ACID SUPPLEMENTS IN EXHAUSTIVE
EXERCISE

Exhaustive exercise increasingly oxidizes muscle BCAAs (Fitts, 1994), eventually
contributing to fatigue, which is explainable not only by peripheral (Fitts, 1994) but also
by central (brain) mechanisms. The “central fatigue” hypothesis is based on exercise-
triggered oxidation of the peripheral BCAAs and freeing of Trp from albumin (Davis et
al., 1992). These effects result in decreased BCAA:free Trp ratio in plasma during and
after exercise (Blomstrand, 2001). Because BCAAs and Trp compete at the blood–brain
barrier and the rate-limiting step in the synthesis of the brain serotonin is Trp transport
across the barrier, sustained exercise increases brain serotonin activity (Kirby, Allen, &
Lucki, 1995; Smriga, Kameishi, Tanaka, Kondoh, & Torii, 2002). Serotonin controls
arousal, sleepiness, and mood, and it is assumed that the activation of the serotonin
system in specific brain areas causes the feelings of fatigue (Newsholme, 1987). Central
fatigue is a particularly important factor in chronic fatigue syndrome and postoperative
recovery. Chronic fatigue syndrome patients reportedly cannot adjust the BCAA:Trp ratio
during or after exercise (Cleare et al., 1995). Postoperative elderly patients are characterized
by increased plasma free Trp (Yamamoto et al., 1997).

Studies have been conducted on the effects of BCAA supplements and avoidance of
calming, Trp-containing products during exercise. Supporting data showed increases in
time to fatigue induced by BCAA supplements in both humans (Castell, Yamamoto,
Phoenix, & Newsholme, 1999; Newsholme et al., 1987; Yamamoto & Newsholme,
2000) and rats (Calders, Motthys, Derave, & Pannier, 1999; Smriga, Kameishi, Tanaka,
et al., 2002). However, several studies failed to observe a significant effect (Gastman &
Lehmann, 1998; Van Hall et al., 1995). Proponents of central fatigue argue that the discrep-
ancies are caused by the differences in stressful aspects of exercise and that the ergogenic
effects of BCAAs are observable during exercise in the heat or in a competitive race,
when the mental stress component of fatigue is stronger (Blomstrand, 2001).

Time to fatigue has been used as the main measure of the effectiveness of an ergogenic
treatment. Recently our group tested the effects of BCAA in conventional laboratory rats
(Smriga, Kameishi, Tanaka, et al., 2002) using a different paradigm. We concentrated on
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the solution preference pattern (water vs BCAA solution) in exercising rats, hypothesiz-
ing that rats with free access to water and a BCAA solution would adjust fluid intake in
such a way that the BCAA solution would be preferably ingested over water during times
of increased physical activity. Indeed, BCAA solution intake (volume and timing) posi-
tively correlated with running pattern (Smriga, Kumeishi, Tanaka, et al., 2002). In addi-
tion, we evaluated serotonin release in several brain regions in exercising rats, postulating
that some of the discrepancies in the central effects of BCAAs are owing to an inability
to measure the brain serotonin release in human, and differences in recording sites in rats.
We speculated that serotonin release during exercise would be specifically increased
only in those brain areas involved in the recognition of peripheral amino acids and
emotional responses to physical stress. Rats were trained for 10 d on a specially con-
structed treadmill. Thereafter, plasma amino acids, corticosterone, and brain serotonin
were measured during a 1-h run. No effect of BCAA pretreatment on corticosterone was
found, whereas the BCAA solution increased the plasma BCAA:Trp ratio at the end of
the exercise (Smriga, Kameishi, Tanaka, et al., 2002). In control rats, lateral hypothala-
mus serotonin activity was significantly elevated at the end of the 1-h run and thereafter.
This increase was blunted in BCAA-pretreated rats, with the main effects being
observed 60–80 min after the offset of exercise. Similar but less pronounced effects
were observed in the amygdala, while other brain regions were unaffected. These results
from controlled laboratory tests indicate that BCAAs have a positive effect on physical
performance and that a part of this effect might be mediated specifically via serotonin-
dependent processes of brain areas involved in emotional reactions to exercise—the
lateral hypothalamus and the amygdala. It is, however, improbable that these specific
shifts in serotonin responses to exercise are responsible for the whole ergogenic effect of
BCAAs. Rather, the final outcome is probably created by a combination of peripheral and
central effects. In parallel, DePalo et al. (1993) reported positive effects of BCAA supple-
ments on the physical capacity of athletes, but argued that the effect was mediated predomi-
nantly via an increase in fatty acid metabolism, rather than suppression of central fatigue.

BCAA effects during exhaustive exercise and postoperative fatigue were successfully
tested in clinical trials, and the pharmacological basis of the effects is relatively estab-
lished. Because at least part of the BCAA ergogenic effect is centrally mediated, it is
likely that the effect of BCAA supplements is significantly greater during serotonin
system sensitization, for example, during exercise in stressful situations.

6. CONCLUSIONS

A high-quality protein diet together with balanced lifestyle makes the use of amino
acid supplements unnecessary. However, prolonged stress that significantly threatens the
homeostasis of the organism produces situations in which the adaptive functional use of
specific amino acids exceeds their dietary supply, resulting in a conditional deficiency.
Specific amino acids would appear to promote health, enhance poststress recovery, and
reduce the risk of stress-triggered chronic diseases.
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22 Conditioned Nutritional
Requirements of the Failing Heart

Michael J. Sole

KEY POINTS

• Disease, genetic predisposition, or certain drug therapies may alter the nutritional require-
ments (conditioned nutritional requirements) of specific organs.

• The failing myocardium exhibits deficiencies in carnitine, taurine, coenzyme Q10, and
thiamine.

• Supplementation of both animal models and humans with heart failure with these nutri-
ents restores myocardial levels and improves myocardial function and structure.

• Restoration of adequate myocyte nutrition is an important component of the therapy of
heart failure.

1. INTRODUCTION

Congestive heart failure has emerged as a major health problem during the past four
decades (Bourassa et al., 1993). In spite of our advances, the underlying heart disease is
relentlessly progressive in almost all patients who develop symptoms of overt failure, and
mortality continues to be unacceptably high—approx 40% in 5 yr (Bourassa et al., 1993).
Heart transplantation appears to be the only prospect to improve long-term survival for
many patients.

The modern pharmacological therapy of heart failure has focused on the amelioration
of fluid overload, hemodynamic abnormalities, and inappropriate neurohormonal stimu-
lation. Attention is now being turned to the evaluation and management of etiological
factors that lead to progressive, long-term myocardial damage, particularly factors that
result in myocyte loss or dysfunction (Sole, 1995). Several metabolic abnormalities are
important contributors to the pathogenesis of this deterioration. In particular, there is a
progressive accumulation of calcium in myocytes, which in turn results in increased
calcium in the mitochondria. The progressive increase in mitochondrial calcium decreases
myocyte energy production and increases oxidative stress resulting in free radical damage,
myocyte dysfunction, and death (Katz, 1989; Vogt & Kubler, 1998). In addition, these
processes may influence skeletal muscle and contribute to fatigue and disability (Clark,
Sparrow, & Coats, 1995).
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The presence of protein–energy malnutrition in congestive heart failure has been
recognized by surveys of hospitalized patients using anthropometric, biochemical, and
immunological measures of nutritional status. These surveys have indicated that 50–68%
of patients with congestive heart failure were significantly malnourished (Carr, Stevenson,
Walden, & Heber, 1989; Freeman & Roubenoff, 1994). Cardiac failure results in a cascade
of metabolic effects such as tissue hypoxia, hypermetabolism, weakness, dyspnea, and
hypomotility of the gastrointestinal tract, all leading to poor nutrient intake. Anorexia and
early satiety have been reported in congestive heart failure patients and may be aggra-
vated by unpalatable dietary restrictions or a variety of cardiac drugs. These factors may
lead to compromised food and nutrient intake and subsequently contribute to the poor
nutritional status of these patients. In addition, patients with heart failure have been
shown to have increased resting metabolic rates, possibly owing to the increased work
of breathing or elevated sympathetic nervous system outflow (Anker et al., 1997). There
appears to be a significant correlation between the loss of lean body mass in heart failure
patients and increases in circulating catabolic neuroendocrine factors and cytokines; the
neuroendocrine anabolic response reported in these patients is inadequate (Anker et al., 1997).

Simple protein–calorie feeding does not resolve the issue. For example, a randomized
controlled trial with a protein supplement of 30 g and a daily energy supplement of 750
kcal did not show clinical benefit in either heart or skeletal muscle in spite of a marked
positive energy balance (Broqvist et al., 1994). There is increasing evidence that patients
with cardiac failure are deficient in specific micronutrients important in the effective
metabolism of protein–energy foods, maintenance of intracellular calcium homeostasis,
and control of oxidative stress rather than merely protein–calorie malnutrition (Sole &
Jeejeebhoy, 2002; Witte, Clark, & Cleland, 2001). Indeed, the failing myocardium may
exhibit specific nutritional requirements long before they become clinically evident (Sole
& Jeejeebhoy, 2002). This chapter is not meant to comprehensively review all of the
micronutrients one may consider in heart failure, but rather discusses some nutritional
principles important in the pathogenesis of myocardial disease and specific nutrients
particularly relevant to the treatment of heart failure.

2. CONDITIONED NUTRITIONAL REQUIREMENTS AND THE NEED
FOR SUPPLEMENTS

The need for increased folic acid and iron in pregnancy or calcium and vitamin D
supplements in aging are well recognized. Less well understood is the concept that the
advent of disease, genetic predisposition, or certain drug therapies may significantly alter
the recommended daily intake for specific nutrients published by government agencies
and established in healthy people (Zeisel, 2000). The nutritional demands of a given
physiological state or pathological process such as myocardial failure may result in
“conditioned nutrient requirements or deficiencies” for the affected organ—in this case
the myocardium and perhaps skeletal muscle (Sole & Jeejeebhoy, 2002). The need for a
given nutrient may not be readily detected, as its level in the blood may not reflect a
deficiency or increased requirements in the diseased organ. Even normal levels may be
insufficient to maintain full functional status in the face of pathological metabolic
demands.
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The use of a supplement for a given disorder, such as heart failure, can be justified
through decision analysis:

1. Are there data supporting an important role for the nutrient in cellular or organ function?
2. Is the level of the nutrient reduced in tissues (organ) affected by the disorder?
3. Are there data suggesting impairment of biological pathways that require the nutrient?
4. Is there evidence that tissue levels respond to the intake of the nutrient?
5. Is there evidence for biological benefit from restoration of normal nutrient levels?
6. Can simple dietary modification achieve the nutrient intake required to restore tissue

levels, or is a supplement needed?

3. MAINTAINING MYOCARDIAL ENERGETICS

Myocardial energy production from nutrients requires the assistance of a number of
cofactors. Reduction in the level of these, namely, carnitine (critical for the transport of
long-chain fatty acid substrate and maintenance of adequate glucose oxidation), coen-
zyme Q10 (a key transducer for mitochondrial oxidative phosphorylation and an impor-
tant endogenous antioxidant), creatine (important as a storage reservoir and shuttle of
high-energy phosphate) and thiamine (important for carbohydrate metabolism), has been
described in heart failure.

3.1. L-Carnitine
L-Carnitine, an amino acid derivative (3-hydroxy-4-N-trimethylaminobutyric acid), is

essential for the transport of long-chain fatty acids from the cytoplasm into the sites of
β-oxidation within the mitochondrial matrix (Arsenian, 1997). In addition to promoting
the entry of fat into the mitochondria, carnitine binds acyl groups and releases free
coenzyme A (CoA). This benefits the myocyte by removing toxic short-chain acyl groups
to form acylcarnitines, which can freely diffuse out of the cell and be eliminated through
the urine. Furthermore, the reduced acetyl CoA:CoA ratio promotes the activation of
pyruvate dehydrogenase and hence glucose oxidation; this in turn improves the coupling
between glycolysis and glucose oxidation, reducing the lactate and H+ burden on the cells
(Arsenian, 1997; Schonekess, Allard, & Lopaschuk, 1995).

Body stores of L-carnitine are supplied both by diet and via endogenous biosynthesis
from trimethyllysine. The concentration of carnitine in normal adult cardiac and skeletal
muscle is approx 8–15 nmol/mg noncollagen protein; plasma levels are approx 35–50
µmol/L. Thus, plasma levels are not a good measure of tissue concentrations. A 20–50:1
intracellular:extracellular carnitine gradient is maintained by a sodium-dependent plasma
membrane transport system.

Carnitine deficiency occurs in several genetically determined metabolic abnormali-
ties, where it is associated with the development of cardiomyopathy and skeletal muscle
dysfunction (Engel, 1986). L-Carnitine administration to these patients ameliorates the
cardiac and skeletal muscle dysfunction.

Evaluation of carnitine metabolism in several cardiac pathologies has led to the real-
ization that carnitine deficiency may also be acquired and organ selective. Failing myo-
cardium generally exhibits a marked depletion (up to 50%) of both free and total carnitine
(Arsenian, 1997; Pepine, 1991).
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The administration of L-carnitine (3–5 g in divided doses) or one of its analogs (e.g.,
proprionyl-carnitine) has been reported to result in significant hemodynamic improve-
ment and an overall benefit in the functional capacity of animals and patients with myocar-
dial dysfunction (Arsenian, 1997; Pepine 1991). A recent multicenter, placebo-controlled,
double-blind, randomized clinical trial showed a significant beneficial effect, including a
reduction in adverse cardiac remodeling, when L-carnitine was taken for 6 mo following
myocardial infarction (Illiceto et al., 1995).

3.2. Ubiquinone or Coenzyme Q10

Coenzyme Q10 or ubiquinone (2,3-dimethoxy-5-methyl-6-decaprenyl benzo-
quinone), sited within the inner mitochondrial membrane, is a vital rate-limiting carrier
for the flow of electrons through complexes I, II, and III of the mitochondrial respiratory
chain (Littaru, 1995). It is associated with the membranes of other intracellular organelles
as a major endogenous lipophilic antioxidant (Villalba et al., 1995) and is an important
component of circulating low-density lipoprotein (LDL) particles, protecting LDL from
oxidation (Littaru, 1995).

Ubiquinone is actively biosynthesized with the cells. The quinone ring is synthesized
from the amino acid tyrosine, and the polyisoprenoid side chain is formed through the
acetyl CoA–mevalonate pathway (Littaru, 1995). The latter pathway is under the control
of the enzyme hydroxymethylglutaryl coenzyme A (HMG-CoA) reductase, which is also
used for cholesterol synthesis. Inhibition of this pathway using HMG-CoA reductase
inhibitors—drugs that decrease plasma cholesterol—also results in a parallel decrease in
plasma ubiquinone and may also reduce tissue ubiquinone levels (Folkers et al., 1990).
The significance of this in heart disease is unknown.

Ubiquinone is widespread throughout all food groups, and thus body stores may also
be partially supplied by diet. The concentration of ubiquinone in normal cardiac muscle
is approximately 0.4–0.5 µg/mg dry weight, slightly less in skeletal muscle, and 0.6–1.3
µg/mL in plasma. Oral absorption is slow, and there is a large hepatic first-pass effect,
so that only 2–5% of an oral dose is taken up by the myocardium.

The failing heart exhibits both impaired energy production and increased oxidative
stress, suggesting a particular dependence on ubiquinone. However, the role of ubiquinone
in cardiac disease is unclear. Reductions of myocardial ubiquinone of up to 50% are well
documented in heart failure in both animal models and humans (Folkers, Vadhanavikit,
& Mortensen, 1985; Jeejeebhoy et al., 2002). The relevance of this degree of reduction
to myocyte membrane structure and function through impairment of mitochondrial oxi-
dation or increased oxidative stress is uncertain.

Oral ubiquinone therapy has been shown to beneficially affect the course of heart
disease in a wide variety of animal paradigms (Guarnieri et al., 1987; Momomura,
Serizawa, Ohtani, Izuka, & Sugimoto, 1991). The results of trials in patients with heart
failure are mixed, but these studies were small or had methodological problems or uti-
lized doses of ubiquinone of 100 mg/d or less (Hofman-Bang, Rehnqvist, Swedberg,
Wiklund, & Astrom, 1995; Langsjoen, Vadhanavikit, & Folkers, 1985; Soja &
Mortenson, 1997). It has been suggested that at least 150–200 mg/d of a highly
bioavailable formulation are required.

22_Sole_341_352_F 6/22/05, 11:45 AM344



Chapter 22 / Nutrition and the Failing Heart 345

3.3. Creatine
Creatine phosphate (PCr) is the primary high-energy phosphate reservoir of the heart

and skeletal muscle and a critical carrier of high-energy phosphate from the mitochondria
to sites of utilization in the cytoplasm. High-energy phosphate is transferred from PCr to
adenosine diphosphate (ADP) to form adenosine triphosphate (ATP) through catalysis
by creatine kinase:

PCr + ADP + H+ ↔ ATP + Cr

Muscle creatine stores are maintained through myocardial uptake of creatine
biosynthesized from the endogenous precursors arginine, glycine, and methionine in the
liver, pancreas, and kidneys and through the ingestion of meat and fish (Wyss & Walliman,
1994). The concentration of total creatine in normal adult human myocardium or skeletal
muscle is approx 140 µmol/g protein (Nascimben et al., 1996).

Experimental creatine depletion in animals results in structural, metabolic and func-
tional abnormalities in muscle (Wyss & Walliman, 1994). Myocardial creatine content
is reduced up to 50% with the expected concomitant reduction in creatine phosphate in
a wide variety of animal paradigms and humans with heart failure (Nasciben et al., 1996;
Neubauer, et al., 1997). The myocardial PCr:ATP ratio has been reported to be a better
predictor of patient mortality in dilated cardiomyopathy than left ventricular ejection
fraction or the patient’s functional class (Neubauer et al., 1997).

The role of creatine supplementation may not be observed in cardiac muscle under
normal levels of performance, because creatine has only been shown to improve short-
term intense exercise in skeletal muscle, where it reduces lactate accumulation. The
administration of a creatine supplement (5 g four times daily) for 10 d to nine patients with
heart failure did not increase cardiac ejection fraction but did increase skeletal muscle
creatine phosphate and muscle strength and endurance relative to placebo-treated control
patients (Gordon, Hultman, & Kaijser, 1995)

3.4. Thiamine
Thiamine is a water-soluble vitamin that functions as a coenzyme in metabolic path-

ways related to carbohydrate energy metabolism. It is stored in very small quantities
(approx 30 mg) with any daily excess excreted. Thus, thiamine requirements must be met
daily; patients with poor intakes may be at increased risk for deficiency during acute
illness. Necropsy studies indicate that thiamine deficiency is underdiagnosed in life
(Harper, Giles, & Finlay-Jones, 1986). The classical deficiency signs of beriberi are often
absent, or they are not recognized.

Patients with heart failure may be at risk for thiamine deficiency as a result of poor
dietary intake as well as increased thiamine requirements owing to alterations in meta-
bolic rate. Thiamine intake in patients with heart disease has been reported in only one
study using a semi-quantitative food frequency questionnaire focusing on foods high in
thiamine (Brady, Rock, & Horneffer, 1995). Nutrient analysis indicated a low overall
intake of thiamine of 0.966 mg/d, with 33% of patients not meeting the Recommended
Dietary Allowance (RDA) of 0.8 mg/d for thiamine.

It is reported that the use of diuretics causes increased urinary losses of thiamine
(Seligmann et al., 1991). Studies in patients with heart failure report the incidence of
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thiamine deficiency to be between 13 and 91%, depending on the population studied
(Pfitzenmeyer, Guilland, d’Athis, Petit-Marnier, & Gaudet, 1994; Seligmann et al., 1991).
We examined thiamine status (erythrocyte thiamine pyrophosphate concentrations) in
100 hospitalized heart failure patients and 50 age- and sex-matched controls. The preva-
lence of thiamine deficiency was 33% in patients with heart failure compared to 12% in
controls. There was no association between thiamine deficiency and age, gender, hospi-
talization, diabetes, left ventricular dysfunction, or urine volume; preadmission spirono-
lactone use exhibited a weak correlation (Douglas et al., 2003).

Thiamine supplementation was reported to be of benefit in patients with heart failure
in a randomized double-blind trial of 30 patients with heart failure and on long-term
furosemide (Shimon et al., 1995). No other trial addressing the possible benefits of
thiamine in patients suffering from congestive heart failure could be found.

4. REGULATING INTRACELLULAR CALCIUM

The failing myocardium exhibits an increase in calcium content and impaired move-
ment of intracellular calcium. Impaired uptake of calcium adversely affects diastolic
relaxation, whereas the kinetics of transsarcolemmal calcium flux and calcium release by
the sarcoplasmic reticulum is a principal determinant of systolic function. Chronic intra-
cellular calcium overload ultimately leads to cell death.

Taurine (2-aminoethanesulfonic acid) is a unique amino acid that lacks a carboxyl
group and as such it does not enter into protein synthesis. It is an important amino acid
for the modulation of cellular calcium levels, exhibiting a remarkable biphasic action by
increasing or decreasing calcium levels appropriate to the maintenance of intracellular
calcium homeostasis by affecting several myocardial membrane systems particularly
calcium channels and ion exchangers in the sarcoplasmic reticulum and sarcolemma
(Azuma, Sawamura, & Awata, 1992). Taurine is also an antioxidant, reacting with a
variety of potentially toxic intracellular aldehydes including acetaldehyde and
malonyldialdehyde (Ogasawara, Nakamura, Koyama, Nemoto, & Yoshida, 1994). Tau-
rine comprises approx 60% of the free amino acid pool of the cardiomyocytes of small
animals and 25–30% in humans (Huxtable, Chubb, & Azari, 1980).

Taurine is not an essential amino acid in mature, healthy humans, because it can be
synthesized in the liver and pancreas from cysteine or methionine, but most taurine in
humans is obtained directly through dietary sources. Biosynthetic capacity is almost
absent in the human fetus and newborn but progressively increases until adulthood
(Sturman, 1993). Active taurine transport into cells is regulated by the activation of two
calcium sensitive enzymes: protein kinase C, which inhibits the transporter, and
calmodulin, which stimulates transport (Ganapathy & Leibach, 1994). This reciprocal
regulation of intracellular taurine levels by these two enzymes is consistent with a physi-
ological role for taurine in the maintenance of intracellular calcium homeostasis.

Cats have very little taurine biosynthetic capacity and may exhibit a taurine-deficient
cardiomyopathy (Pion, Kittleson, Rogers, & Morris, 1987). In humans, cardiac taurine
concentrations are altered in heart disease (Azuma et al., 1992; Huxtable et al., 1980). In
myocardial ischemia, concentrations are reduced, whereas in nonischemic forms of heart
failure, levels may be normal but inadequate relative to the intracellular calcium bur-
den. Cytokine activity, particularly that of tumor necrosis factor (TNF)-α and
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interleukin (IL)-6 is increased in heart failure. The infusion of TNF-α into experimental
animals has been shown to reduce the transsulfuration of dietary methionine to cysteine
and in consequence decrease the levels of taurine and glutathione unless the animals are
supplemented with cysteine (Grimble et al., 1992). These findings suggest that the in-
creased cytokine activity in heart failure may increase the need for cysteine and taurine.

Taurine depletion has been shown to render the heart more susceptible to doxorubicin
toxicity or to ischemic damage (Schaffer, Allo, Harada, & Mozaffari, 1987). Prolonged
depletion of the myocardium has also been shown to decrease contractile force through
reduction of myofibrils (Lake, 1994). This finding is of interest because increased cal-
cium levels in the myocyte can activate calcium-dependent proteinases, which in turn
may breakdown myofibrils. In animal models, orally administered taurine has been
shown to significantly reduce myocardial damage induced by the calcium paradox, doxo-
rubicin, isoproterenol, or in hamster cardiomyopathy (Azari, Brumbaugh, Barbeau, &
Huxtable, 1980; Azuma et al., 1992). It also has been reported to increase the survival of
rabbits with aortic regurgitation (Takihara, Azuma, & Awata, 1986). We reported a
remarkable beneficial cardiac protective effect of taurine in a murine model of iron
overload cardiomyopathy (Oudit et al., 2004). Studies of taurine administration in
humans with congestive heart failure have been very limited and uncontrolled. However,
taurine given in an oral dose of 1 g three times daily, has been reported to be extremely well
tolerated and to improve both hemodynamic state and functional capacity. Toxicity has
not been noted with large doses in either animal or human studies (Azuma et al., 1992).

5. REDUCING OXIDATIVE STRESS

Cells are constantly subjected to interplay between free radical injury and protective
mechanisms to prevent or minimize free radical injury. Oxidative stress has been defined
as a disturbance in the equilibrium between pro- and antioxidative systems. A number of
different challenges in heart failure increase oxidative stress, resulting in damage to
membranes, proteins, and DNA in the myocardium.

Oxidative stress may be an important contributor to the deterioration of the hypertro-
phied or failing myocardium. This finding is not surprising because a number of factors
associated with heart failure, such as activation of the sympathetic and the renin–angio-
tensin system, microvascular reperfusion injury, cytokine stimulation, activated inflam-
matory cells, and mitochondrial DNA mutations (particularly related to respiratory
complex I), are known stimuli for free radical production and oxidative stress (Ball &
Sole, 1998). Coenzyme Q10 and taurine, discussed above, are both important endog-
enous antioxidants.

Oxidative stress or peroxidative damage has been demonstrated in the hearts of dogs
and rats with heart failure owing to pressure or volume overload or following myocardial
infarction (Ball & Sole, 1998; Singh, Dhalla, & Singal, 1995). We have observed decreases
in the levels of glutathione peroxidase and α-tocopherol and a concomitant increase in
protein oxidation in the myocardium of cardiomyopathic hamsters during the late stages
of cardiomyopathy (Li, Sole, Mickle, Schimmer, & Goldstein, 1997); an elevation of
myocardial free radicals and lipid peroxides has also been demonstrated in this model. The
administration of vitamin E appears to completely normalize these findings (Li et al., 1997).
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We have demonstrated a significant increase in the plasma lipid peroxide and
malonyldialdehyde levels, markers of oxidative stress, in patients suffering from conges-
tive heart failure (Geranmaygan et al., 1998). The increase in oxidative stress was
related to the clinical severity of heart failure, with the highest levels of lipid
peroxidation and malonyldialdehydes being observed in class 3 and 4 patients. These
observations and similar data from other laboratories (Diaz-Velez, Garcia-Castineiras,
Mendoza-Ramos, & Hernandez-Lopez, 1996) suggest that antioxidant supplements may
be important additions to the therapy of heart failure. However, we have completed a
double-blind randomized, placebo-controlled study of 50 patients with class II–IV heart
failure (Keith et al., 2001). Vitamin E (1000 IU) or placebo was taken for 3 mo. There
was a twofold increase in plasma vitamin E in the active group, but plasma catechola-
mines, atrial ratriuretic peptide, TNF-α, and malonyldialdehyde were not affected. These
negative findings mirror the disappointing results seen in numerous studies of antioxi-
dants, such as vitamins E and C, for the prevention of atherosclerotic vascular disease and
the endpoints of heart attack and stroke.

6. NUTRITIONAL SUPPLEMENTATION

In each of the deficiencies discussed here, restoration of a single nutrient by dietary
supplementation of affected animals or humans suffering from myocardial failure has
yielded mixed results. Replacement of one nutritional constituent in the traditional phar-
macological paradigm is unlikely to correct the cascade of interconnected abnormalities
found in the failing myocardium. Furthermore, the need for a given nutrient may not be
readily apparent, as tissue levels differ significantly from those in the blood.

Therefore, we randomized a placebo diet against one including a supplement contain-
ing taurine, coenzyme Q10, carnitine, thiamine, creatine, vitamin E, vitamin C, and
selenium to cardiomyopathic Syrian hamsters during the late stages of their disease
(Keith et al., 2001). We observed a depletion of myocardial vitamin E, creatine, carnitine,
taurine, and coenzyme Q10 in the diseased animals. Supplementation for 3 mo markedly
improved myocyte sarcomeric ultrastructure, developed pressure, +dp/dt, -dp/dt, mea-
sured in a Langendorff apparatus. A supplement containing these nutrients was given for
30 d in a double-blind, randomized, placebo-controlled trial to 41 patients with ischemic
cardiomyopathy awaiting bypass surgery (Jeejeebhoy et al., 2002). Myocardial biopsies
taken from patients on the placebo exhibited significant reductions in carnitine, coen-
zyme Q10, and taurine. Supplemented patients exhibited restored myocardial levels of
taurine, coenzyme Q10, and carnitine and a significant decrease in left ventricular end
diastolic volume.

7. NUTRITIONAL SUPPLEMENTATION AS A NEW THERAPEUTIC
STRATEGY FOR HEART FAILURE

The recommended daily intake of vitamins and related micronutrients established by
federal nutrition authorities in Canada, the United States, and western Europe are often
relied upon by healthcare professionals to determine the nutritional requirements of their
patients. However, these recommendations are commonly determined through the analy-
sis of deficiency data from otherwise healthy humans and animals. We believe that these
data cannot be relied upon for determining the nutritional requirements of patients suf-
fering from cardiac or other diseases.
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Investigators, with an interest in nutritional deficiencies, have used single specific
nutrients to treat heart failure and other diseases. This is the traditional pharmacological
paradigm—one molecule for a specific function or receptor. However, the replacement
of only one nutritional constituent would not correct the cascade of interconnected
abnormalities, such as we have described for the failing myocardium.

Finally, it should be noted that the population of myocytes within the failing heart is
heterogeneous with respect to composition and structure. The failing heart deteriorates
over a span of several years; thus, only a small minority of cells at any given time can be
irreversibly injured; that is, the vast majority of myocytes in the failing heart must be
capable of recovery under the appropriate conditions. The contemporary treatment of heart
failure has focused on normalizing myocyte environment through correcting hemody-
namic and neurohormonal stressors. We contend that addressing cellular nutritional needs,
i.e., conditioned nutritional requirements, is also important and worthy of intensive study.

8. CONCLUSIONS

The failing myocardium exhibits conditioned nutritional requirements, resulting in
significant nutritional deficiencies even with normal dietary intake. These deficiencies
impair myocardial protein synthesis, energy metabolism, and calcium balance and increase
oxidative stress. It is probable that skeletal muscle nutrition in heart failure is similarly
impaired. Nutritional deficiency appears to be an integral contributor to myocyte dys-
function and loss and possibly the fatigue and exercise intolerance seen in heart failure.
Thus, restoring adequate myocyte nutrition would seem to be essential to any therapeutic
strategy designed to benefit patients suffering from this disease. Both basic and clinical
research in this area is sorely needed.
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23 Polyunsaturated Fatty Acids
and Neuro-Inflammation

Sophie Layé and Robert Dantzer

KEY POINTS

• Pro-inflammatory cytokines are expressed in the brain during peripheral inflammatory
events and the aging process by microglial cells

• The functional consequences of brain cytokine action (neuro-inflammation) are alter-
ations in cognition, affect, and behavior or neurotoxicity. Therefore, pro-inflammatory
cytokines play a key role in depression and neurodegenerative diseases linked to aging.

• Prostaglandins mediate the actions of pro-inflammatory cytokines in the brain as well as
pro-inflammatory cytokine production.

• Polyunsaturated fatty acids from the diet regulate both prostaglandin and pro-inflammatory
cytokine production in the immune system. n-3 fatty acids are highly anti-inflammatory,
while n-6 fatty acids are precursors of prostaglandins.

• Inappropriate amounts of dietary n-6 and n-3 fatty acids could lead to neuro-inflamma-
tion because of their abundance in the brain. Depending on which polyunsaturated fatty
acids are present in the diet, neuro-inflammation will be kept at a minimum or exacer-
bated. This could explain the protective role of n-3 fatty acids in neurodegenerative
diseases linked to aging.

1. INTRODUCTION

Inflammation is an active defense reaction against diverse insults that aims at neutral-
izing noxious agents. Although inflammation serves a protective function in controlling
infection and promoting tissue repair, it can also cause tissue damage. Inflammatory
mediators include complement, adhesion molecules, products of cyclooxygenase (COX)
enzymes, eicosanoids, and cytokines. Cytokines are polypeptides that are generally as-
sociated with inflammation, immune activation, and cell differentiation or death. They
include interleukins (ILs), interferons (IFNs), tumor necrosis factors (TNFs), chemokines,
and growth factors. Although most have little or no function in healthy tissues, they are
rapidly induced locally in response to tissue injury, infection, or inflammation.

Inflammatory mediators including cytokines are expressed not only at the site of injury
but also in distant organs, including the brain, where they coordinate the central compo-
nent of the acute-phase reaction. This brain-mediated response involves profound meta-
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bolic alterations in the form of an increased setpoint for thermoregulation resulting in
fever and drastic behavioral changes commonly labeled as sickness behavior (anorexia,
decreased locomotor activity, withdrawal from social contacts, etc.). Brain expression of
cytokines also plays a key role in the pathophysiology of immune (e.g., multiple sclero-
sis) and nonimmune (e.g., brain injury, stroke, Alzheimer’s disease) neurological disor-
ders. The expression and action of pro-inflammatory cytokines in the brain is a rapidly
growing area of experimental and clinical research. Because of the number of cytokines
and the diversity of their actions, this chapter will focus primarily on the cytokine that has
been studied most extensively in the brain—IL-1.

In the brain, inflammatory mediators are mainly produced by endothelial cells and
glial cells, including astrocytes and microglia. The expression of pro-inflammatory cyto-
kines in the brain is increased in response to various conditions, such as infection, lesions,
trauma, and oxidative stress. Neuro-inflammation, the inflammatory response in the
brain, has many cellular and biochemical features that make it different from the periph-
eral inflammatory response (Combrinck, Perry, & Cunningham, 2002; Neuhaus,
Archelos, & Hartung, 2003; Perry, Bell, Brown, & Matyszak, 1995; Rothwell & Luheshi,
2000).

Functional consequences of neuro-inflammation include alterations in cognition, af-
fect, and behavior, and they usually take place in the absence of neurotoxicity (Dantzer,
2001; Konsman, Parnet, & Dantzer, 2002). The behavioral repertoire of humans and
animals is well known to change dramatically during the course of an infection. Ill
individuals have little motivation to eat, are listless, complain of fatigue and malaise, lose
interest in social activities, and have significant changes in sleep patterns (Dantzer, 2001;
Kent, Bluthe, Kelley, & Dantzer, 1992). They feel sick and in pain, display an inability
to experience pleasure, and experience difficulties in attention, concentration, and
memory (Reichenberg et al., 2001). These functional alterations can be reproduced in
naïve individuals by peripheral or central injection of pro-inflammatory cytokines (Kent,
Bluthe, & Dantzer, 1992). When neuro-inflammation is exacerbated or prolonged, it can
lead to neuronal cell death and neurodegeneration as a consequence of the deprivation of
neurons from their growth factors (Rothwell & Luheshi, 2000; Venters, Dantzer, &
Kelley, 2000) or the overproduction of reactive oxygen species (Mattson, 1994). As far
as neurodegeneration is concerned, it is unclear if this condition is propagated through
inflammation or whether, in contrast, the inflammatory response reflects an attempt to
protect against further cellular injury.

There are multiple aspects of neuro-inflammation, all occurring simultaneously. Fol-
lowing exposure to noxious stimuli, components of neuro-inflammation include activa-
tion of microglia release of cytokines and induction of tissue repair enzymes, all of which
limit cellular damage and promote repair. At the behavioral level, cytokine-induced
sickness behavior is nothing more than the outward manifestation of a central motiva-
tional state that helps the body to fight infection and promote recovery (Dantzer, 2001).
The extent of neuro-inflammation is normally regulated by a variety of opposing pro-
cesses involving anti-inflammatory cytokines such as IL-10, growth factors such as
insulin-like growth factor (IGF)-1, hormones such as glucocorticoids, and neuropeptides
such as vasopressin and α-melanotropin (Allan, 2000; Lipton, Zhao, Ichiyama, Barsh, &
Catania, 1999; Strle et al., 2001).

Micronutriments in the diet in the form of antioxidants and polyunsaturated fatty acids
(PUFAs) are also able to regulate neuro-inflammation. PUFAs are incorporated into cell
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membranes. The composition of cell membranes determines the type of inflammatory
mediators that will be produced during the inflammatory response. It is generally admit-
ted that humans evolved on a diet with a n-6:n-3 PUFA ratio of approx 1, whereas today
this ratio is closer to 10–20, indicating that Western diets are usually deficient in n-3 fatty
acids (Raper, Cronin, & Exler, 1992; Simopoulos, 2001, 2003). The relative excess of n-
6 fatty acids stimulates the formation of arachidonic acid (ARA), the fatty acid precursor
of prostaglandins (PGs) and other eicosanoids involved in inflammation, which accounts
for their importance in chronic inflammatory disease (Okuyama, Kobayashi, & Watanabe,
1996). Eicosanoids derived from eicosapentaenoic acid (EPA) are less physiologically
potent than mediators synthesized from ARA (Calder, 2003). Moreover, n-3 fatty acids
such as docosahexaenoic acid (DHA) display anti-inflammatory effects and inhibit the
production of pro-inflammatory cytokines independent of the production of eicosanoids
(Calder & Grimble, 2002). Since feeding animals or human subjects with regimens
enriched with DHA and EPA results in a decrease in ARA in glial cell membranes, less
substrate will be available for the synthesis of eicosanoids from ARA (Anderson &
Connor, 1994; Champeil-Potokar et al., 2004; Rosenberger et al., 2004). Because n-3
fatty acids are highly anti-inflammatory and are preferentially incorporated in the brain,
inappropriate amounts of dietary n-6 and n-3 fatty acids could lead to neuro-inflamma-
tion. Depending on which PUFAs are present in the diet, neuro-inflammation will there-
fore be kept at a minimum or exacerbated. This chapter will review the mechanisms of
neuro-inflammation, its functional consequences, and its modulation by PUFAs.

2. NEURO-INFLAMMATION

For a long time the brain was considered to be a privileged organ from an immunologi-
cal point of view because of its inability to mount an immune response and process
antigens (Rivest, 2001). Although this is partly true, the central nervous system (CNS)
shows a well-organized innate immune reaction in response to systemic bacterial infec-
tion and cerebral injury. The hallmark of brain inflammation is the activation of glia,
particularly microglia (Nguyen, 2002). Microglial cells are sensor cells in the CNS that
respond to injury and brain disease (Guillemin & Brew, 2004; Kreutzberg, 1996). These
cells are able to scavenge invading microorganisms and dead cells and to act as immune
or immunoeffector cells (Kloss, Bohatschek, Kreutzberg, & Raivich, 2001). In physi-
ological conditions, the brain contains resting microglia, perivascular macrophages, and
pericytes, as well as a few patrolling lymphocytes. The origin of pericytes, perivascular
macrophages, and microglia found in the adult brain is probably systemic monocytes that
infiltrate the CNS during embryogenesis (Guillemin & Brew, 2004; Theele & Streit,
1993). In pathological conditions, all these cells become activated and are strongly
involved in the local inflammatory response. In particular, resting microglia become
activated and change phenotype to amoeboid microglia capable of phagocytosis. This is
accompanied by the production of pro-inflammatory cytokines, in particular IL-1, nitric
oxide, superoxide anions, and eicosanoids (Kloss et al., 2001; Nakamura, 2002; Streit,
Walter, & Pennell, 1999).

Cell wall components of Gram-negative or Gram-positive bacteria (lipopolysaccha-
ride [LPS] and peptidoglycan, respectively) function as pathogen-associated molecular
patterns (PAMPs) that are recognized by specific membrane receptors on innate immune
cells (Akira, Takeda, & Kaisho, 2001). LPS and peptidoglycan bind to Toll-like receptors
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(TLRs) (Akira et al., 2001; O’Neill, Fitzgerald, & Bowie, 2003). Although TLR2 recog-
nizes PAMPs produced by Gram-positive bacterial cell wall components, TLR4 is criti-
cal for the recognition of LPS (Muzio & Mantovani, 2000; Poltorak et al., 1998;
Schwandner, Dziarski, Wesche, Rothe, & Kirschning, 1999). Flagellin, the principal
element of bacterial flagella, is recognized by TLR5, and TLR9 is required for the inflam-
matory response triggered by bacterial DNA (Hayashi et al., 2001; Hemmi et al., 2000).
TLR3 induces an innate immune response to double-stranded RNA (dsRNA) viruses
(Alexopoulou, Holt, Medzhitov, & Flavell, 2001). Microglia are the main cellular com-
ponent of the innate immune system in the brain (Akira et al., 2001; Nguyen et al., 2002).
The peripheral administration of LPS activates systemic innate immune cells, which
results in the production and extracellular release of pro-inflammatory cytokines
(Konsman, Kelley, & Dantzer, 1999; Laflamme & Rivest, 2001; Quan, Zhang, Emery,
Bonsall, & Weiss, 1994). Once present in the bloodstream, these cytokines are believed
to mediate most of the effects of systemically injected LPS, although circulating levels
of cytokines are not necessarily detectable prior to the occurrence of the early physiologi-
cal responses induced by the endotoxin (Kluger, 1991). The best example is fever that
takes place within minutes in response to a systemic injection of LPS, even though
cytokines are not yet detectable in the bloodstream (Kluger, 1991). Because of this
temporal constraint, LPS has been proposed to be a direct ligand in the brain (Laflamme
and Rivest, 2001). In accordance with this hypothesis, cytokine gene expression in response
to a peripheral LPS challenge is first detected in the circumventricular organs (CVOs) that
are devoid of a blood–brain barrier (BBB), leptomeninges, and choroid plexus (ChP)
(Konsman et al., 1999; Laflamme & Rivest, 2001; Quan et al., 1994). The demonstration
that CD14 and TLR4 receptors are constitutively expressed in the CVOs reinforces this
idea (Laflamme & Rivest, 1999, 2001; Nguyen et al., 2002). Circulating LPS also
causes a rapid increase in CD14 in these brain regions, and a delayed response takes place
in cells located at the boundaries of the CVOs and in microglia across the brain paren-
chyma (Laflamme, Echchannaoui, Landmann, & Rivest, 2003). A similar expression
pattern was recently found for the gene that encodes TLR2 in the brains of mice after a
single systemic injection of LPS (Laflamme, Soucy, & Rivest, 2001). The signal was first
detected in regions devoid of BBB, and a second wave was detected in parenchymal
microglial cells (Laflamme et al., 2003).

Interestingly, TLRs and IL-1 receptors share a cytoplasmic motif, the Toll/IL-1 recep-
tor (TIR) domain, which is required for initiating intracellular signaling (O’Neill, 2002).
The TIR family of receptors uses very similar signaling mechanisms to activate down-
stream effector mechanisms (Fig. 1). Although some components of the downstream
signaling machinery such as the adapter TNF-receptor-associated factor 6 (TRAF6) are
shared by other receptors of pro-inflammatory cytokines, one signaling module is exclu-
sively employed by the TIR family. This consists of MyD88, IL-1 receptor (IL-1R)
associated kinase (IRAK) family members, and Tollip (Wesche, Henzel, Shillinglaw, Li,
& Cao, 1997; Xu et al., 2000). TRAF6 directly facilitates full activation of the nuclear
factor-κB (NF-κB) pathway and the mitogen-activated protein kinase (MAPK) signaling
cascades (Chang & Karin, 2001; Wang et al., 2001). In unstimulated cells, NF-κB family
proteins exist as heterodimers or homodimers that are sequestered in the cytoplasm by
virtue of their association with a member of the inhibitor-κB (I-κB) family of inhibitory
proteins (Karin & Ben-Neriah, 2000) (Fig. 1). These interactions mask the nuclear local-
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ization sequence of NF-κB and interfere with sequences important for DNA binding
(Huang, Huxford, Chen, & Ghosh, 1997). The destruction of I-κB unmasks the nuclear
localization signal of NF-κB, leading to its nuclear translocation and binding to the
promoters of target genes (Karin & Ben-Neriah, 2000). The detection of I-κB induction
reveals the extent and cellular location of brain-derived immune molecules in response
to peripheral immune challenges. I-κBα mRNA is induced in brain after peripheral LPS
injection, beginning in cells lining the blood side of the BBB and progressing to cells

Fig. 1. Signaling pathways activated by the IL-1 family and receptor complex. The IL-1 family is
composed of two agonists, IL-1α and IL-1β, and a natural antagonist, IL-1ra. IL-1 agonists bind
to the type 1 IL-1 receptor (IL-1R1) and then interact with IL-1 receptor accessory protein (IL-
1RAcP). They form a functional heterodimeric complex that activates dowstream signaling path-
ways involving NF-κB and the MAPK family. This activation requires the formation of a complex
between IRAK (IL-1-receptor associated kinase), MyD88, and Tollip. This complex activates
TNF-receptor-associated factor 6 (TRAF6), leading to the phosphorylation and degradation of the
NF-kB inhibitor, I-κB, and the activation of the MAPK family.
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inside the brain parenchyma (Laflamme & Rivest, 1999; Quan, Whiteside, Kim, &
Herkenham, 1997). The same results were obtained after a peripheral injection of IL-1
and TNF-α, but not IL-6 (Laflamme & Rivest, 1999). This spatiotemporal pattern indi-
cates that under the effect of LPS, cells of the BBB synthesize immune signal molecules
to activate cells inside the CNS. The cerebrospinal fluid appears to be a conduit for these
signal molecules. Because LPS induces the expression of bioactive IL-1 in microglial
cells, it is not clear whether the induction of I-κB expression in the brain is due to a direct
LPS effect on brain cells or to LPS-induced IL-1 produced in the brain (Eriksson, Nobel,
Winblad, & Schultzberg, 2000; Quan, Zhang, Emery, Bonsall, & Weiss, 1996). A recent
study analyzed NF-κB translocation and I-κB expression in the brain of rats treated with
IL-1 (Nadjar et al., 2003). In this study the expression of I-κB mRNA did not strictly
parallel NF-κB nuclear translocation. This important finding indicates that peripheral IL-
1 can reach the brain across the CVOs that lack a BBB and endothelial cells all over the
brain and interact with its receptors to induce NF-κB translocation (Nadjar et al., 2003).

IL-1 is bioactive in the brain because there are IL-1Rs in the brain. Ligands of the IL-
1Rs (two agonists, IL-1α and IL-1β, and the natural antagonist, IL-1ra) bind to a trans-
membrane receptor and to soluble forms of the receptor, which are characterized by
extracellular immunoglobulin (Ig)-like domains. The prototypes of this family are the IL-
1R type 1 (IL-1R1) (Sims et al., 1988) and an accessory protein that functions as a
coreceptor molecule, the IL-1RAcP (Greenfeder et al., 1995). The receptor chains con-
tain the ligand-binding site, whereas the coreceptor IL-1RAcP is unable to bind the
cytokine alone (Greenfeder et al., 1995). Indeed, deletion of IL-1R1 or IL-1RAcP, ad-
ministration of antibodies to IL-1R1 or inhibition of specific MAPKs or NF-κB abolishes
most actions of IL-1 in vivo and in vitro (O’Neill, 2002). The type 2 IL-1R (IL-1R2) is
a negative regulator of the IL-1 system and functions as a decoy receptor (Colotta, Dower,
Sims, & Mantovani, 1994; McMahan et al., 1991). In the brain, IL-1R1 mRNA is dif-
fusely spread across the rodent brain, with the highest level of binding in the granular
layer of the dentate gyrus, the granule cell layer of the cerebellum, the hypothalamus, and
the pyramidal cell layer of the hippocampus (Cunningham et al., 1991; Ericsson, Liu,
Hart, & Sawchenko, 1995; Wong & Licinio, 1994). IL-1R1 is expressed in cells of the
choroid plexus and endothelial cells of brain capillaries (Konsman, Vigues, Mackerlova,
Bristow, & Blomqvist, 2004; Nadjar et al., 2003). Neuronal expression appears mostly
in the hippocampus (French et al., 1999). IL-1RacP mRNA is highly expressed through-
out the rat brain (Ilyin, Gayle, Flynn, & Plata-Salaman, 1998; Liu, Chalmers, Maki, & De
Souza, 1996). However, the presence of IL-1RAcP in brain areas that lack type 1 IL-1
receptors indicates additional functions for this protein that are still obscure. Interest-
ingly, no NF-κB activation is observed in the brain of IL-1R1 and IL-1RAcP knockout
(KO) mice treated with IL-1 (Nadjar et al., 2003). The same effect is observed in mixed
glial cells in vitro, indicating that IL-1R1 is essential for IL-1β signaling in the brain
(Pinteaux, 2002). The MAPK p38, c-Jun N-terminal kinase (JNK), and the extracellular
signal-regulated protein kinase (ERK1/2) are also activated in glial cells from wild-type
mice but not from IL-1R1 KO mice (Pinteaux et al., 2002). Selective inhibition of p38
or ERK1/2 MAPKs significantly reduced IL-1β-induced IL-6 release. Whether this path-
way is involved in IL-1 signaling in the brain is still unknown. This is very important since
brain-produced IL-1 is a key regulator of the synthesis of other pro-inflammatory cyto-
kines such as IL-6 and TNF-α (Laye et al., 2000; Luheshi et al., 1996).
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Prostanoids represent another key component of neuro-inflammation. Particularly,
PG E2 (PGE2) is highly synthesized in the brain during inflammation (Konsman et al.,
2004; Quan, Whiteside, Herkenham, Bakhle, & Botting, 1998; Vane, 1998). COX is
involved in the first two steps of the synthesis of PGE2 from its substrate ARA, an n-6
PUFA. There are two known COX isoenzymes (Vane et al., 1998): COX-1 is expressed
constitutively in various tissues, whereas COX-2 has a low expression level in human
tissues under normal conditions but can be induced by cytokines at sites of inflammation
(Vane et al., 1998). Under peripheral treatment by LPS or IL-1, COX-2 expression is
induced in endothelial cells of the brain vasculature and perivascular microglial cells
(Cao, Matsumura, Yamagata, & Watanabe, 1996; Ericsson, Arias, & Sawchenko, 1997;
Konsman et al., 2004; Lacroix & Rivest, 1998; Schiltz & Sawchenko, 2002). PGE2
mediates many central actions of IL-1, including fever. However, PGE2 can also act as
an inhibitor of IL-1 and TNF-α production (Caggiano & Kraig, 1999; Petrova, Akama,
& Van Eldik, 1999; Zhang & Rivest, 2001).

3. CONSEQUENCES OF NEURO-INFLAMMATION: FROM “SICKNESS
BEHAVIOR” TO DEPRESSION

Pro-inflammatory cytokines act in the brain to induce nonspecific symptoms of infec-
tion, including fever and profound psychological and behavioral changes, termed “sick-
ness behavior” (Kent, Bluthe, Kelley, et al., 1992). Sick individuals experience weakness,
malaise, cognitive alterations and listlessness, hypersomnia, depressed activity, and loss
of interest in social activities (Dantzer, 2001; Hart, 1988). Although these symptoms are
usually regarded as the result of the debilitation process that occurs during infection, they
are actually part of a natural homeostatic reaction that the body uses to fight infection
(Hart, 1988). These changes in behavior have been shown to be the expression of a
motivational state that resets the organism’s priorities to promote resistance to pathogens
and recovery from infection. By preventing the occurrence of activities that are metaboli-
cally expensive (e.g., foraging) and favoring expression of those that decrease heat loss
(e.g., rest) and increase heat production (e.g., shivering), sickness behavior positively
contributes to recovery following infection (Dantzer, 2001; Konsman et al., 2002). Sick-
ness behavior is initiated by cytokines that are induced by infectious agents in the periph-
ery and relayed by centrally produced cytokines (Laye et al., 2000). This role of centrally
produced cytokines in sickness behavior was first discovered by comparison of dose-
response curves in vivo. In general, centrally injected cytokines induce dramatic behav-
ioral effects at doses that are 100–1000 times less than those needed when they are
injected peripherally (Kent, Bluthe, Dantzer, et al., 1992). Moreover, the behavioral
effects of peripherally injected IL-1 were strongly attenuated by central administration
of the specific antagonist of IL-1Rs, IL-1ra, at a dose that was able to inhibit the effects
of centrally injected IL-1 (Kent, Bluthe, Dantzer, et al., 1992). The use of neutralizing
antibodies directed against specific IL-1R subtypes strengthen these data. A monoclonal
neutralizing antibody specific to IL-1R1 injected into the lateral ventricle of the brain
fully abrogated the behavioral effects of centrally and peripherally injected IL-1
(Cremona, Goujon, Kelley, Dantzer, & Parnet, 1998). The blockade of brain IL-1R1
using antisense strategies was found to abrogate the anorexic, but not the adipsic effects
of centrally injected IL-1 (Sonti, Flynn, Plata-Salaman, 1997). In contrast, the blockade
of brain IL-1R2 potentiated IL-1 effects on food intake but not on body temperature,
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indicating that some IL-1 actions in the brain are specifically regulated by this receptor
(Cremona, Laye, Dantzer, & Parnet, 1998). The use of KO mice for IL-1R1 and IL-
1RAcP reinforces the idea of a specific role for these receptors in mediating IL-1 effects
on sickness behavior (Bluthe et al., 2000; Laye, Liege, Li, Moze, & Neveu, 2001; Liege,
Laye, Li, Moze, & Neveu, 2000). However, while the cytototoxic effect of IL-1 in
traumatic brain injury was blocked by centrally injected IL-1ra, no blockade was observed
in IL-1R1 KO mice (Touzani et al., 2002). Furthermore, central injection of IL-1 exacer-
bated ischemic brain damage but had no effect on food intake in IL-1R1 KO mice (Touzani
et al., 2002). These intriguing data indicate that IL-1 effects in the ischemic brain are
independent of IL-1R1. In other words, IL-1R1 mediates the behavioral but not the
cytotoxic effects of IL-1.

LPS-induced sickness behavior has been assessed in a strain of mice (C3H/HeJ) that
is hyporesponsive to LPS. These mice have a mutation in TLR4, and it is this deficiency
that leads to endotoxin hyporesponsiveness (Poltorak et al., 1998). The hyporesponsive
C3H/HeJ mice are completely resistant to the sickness-inducing effects of LPS when
injected intracerebroventricularly, but they remain fully responsive to central injections
of IL-1 (Johnson, Gheusi, Segreti, Dantzer, & Kelley, 1997; Segreti, Gheusi, Dantzer,
Kelley, & Johnson, 1997). These experiments show that CNS cells derived from C3H/
HeJ endotoxin hyporesponders, such as microglia, share with peripheral macrophages
the inability to respond to LPS and to synthesize pro-inflammatory cytokines, therefore
impeding development of sickness behavior. From a practical perspective, these data
show that the C3H/HeJ mouse strain is an excellent model that can be used to avoid any
potential confounding effects of endotoxin contamination in preparations of recombinant
cytokines injected in the CNS.

Like at the periphery, the lack of a cytokine in the brain cytokine network can result
in compensation by other cytokines that are still present in the network. For instance,
peripheral or central administration of LPS still induced sickness behavior in IL-1R1 KO
and IL-1RacP KO mice (Bluthe et al., 2000; Laye et al., 2000, 2001; Liege et al., 2000)
that did not respond any longer to IL-1. The sensitivity of IL-1R1 KO mice to LPS was
a result of TNF-α replacing IL-1 since central administration of an antagonist of TNF-α
blocked LPS action in IL-1R1 KO mice but not in wild-type mice (Bluthe et al., 2000).

The pyrogenic actions of LPS and pro-inflammatory cytokines are mediated by PGE2.
PGE2 released in the preoptic area acts on preoptic neurons bearing E prostanoid (EP)
receptors, alter their intrinsic firing rate, and evoke an elevation in the thermoregulatory
setpoint (Kluger, Kozak, Leon, Soszynski, & Conn, 1995). There are four known cellular
receptors for PGE2: EP1 through EP4 (Ushikubi et al., 1998). The particular receptor
subtype involved in the induction of fever is unknown. Although mice lacking neuronal
EP3 demonstrate an impaired febrile response to both exogenous (endotoxin) and endog-
enous pyrogens, studies in rats appear to implicate the EP4 receptor (Oka et al., 2000;
Ushikubi et al., 1998). PGs are also involved in inflammation-induced anorexia. COX-2
inhibition during LPS-induced inflammation resulted in preserved food intake and main-
tenance of body weight, whereas COX-1 inhibition resulted in augmented and prolonged
weight loss (Johnson, Vogt, Burney, & Muglia, 2002; Lugarini, Hrupka, Schwartz, Plata-
Salaman, & Langhans, 2002). This effect could be mediated by PGE2 (Lugarini et al., 2002).

Evidence in favour of a role of cytokines in mediating mood disorders and cognitive
disturbances that develop in patients receiving cytokine immunotherapy is growing fast
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(Capuron and Dantzer, 2003). The same mechanisms appear to be at work for the wide
variety of nonspecific sickness symptoms that develop in patients suffering from somatic
diseases with an inflammatory component, inluding coronary heart disease, rheumatoid
arthritis, asthma, cancer, stroke, and various neuropathologies (Cleeland et al., 2003;
Eikelenboom et al., 2002; Gidron, Gilutz, Berger, & Huleihel, 2002; Kiecolt-Glaser &
Glaser, 2002). Many patients complain of pain, fatigue, anorexia, sleep disturbances, and
cognitive and mood disorders. These nonspecific neurovegetative and psychiatric symp-
toms are not necessarily the result of a chain of events linked to each other with a more
or less direct cause (e.g., pain induces sleep disorders that impact on cognition and induce
fatigue and lassitude, culminating in anorexia) (Cleeland et al., 2003). They could actu-
ally just represent another facet of the inflammatory process. These nonspecific symp-
toms are a major source of suffering for the patient, often more so than the diseased organ
itself. Physicians, whatever their skills, are not always well equipped to deal with these
important nonspecific symptoms that drastically affect the quality of life of sick patients.
The challenge is not only to bring these symptoms to the forefront of the clinician’s
attention, but also to be able to treat them adequately (e.g., by molecules that target
cytokine production and action in the CNS).

4. NEURO-INFLAMMATION IN THE AGING BRAIN

Microglial cell activation contributes to the onset and exacerbation of inflammation
and neuronal degeneration in many brain diseases (Liu & Hong, 2003; Merrill &
Benveniste, 1996). Nonetheless, microglial cells also act in a neuroprotective manner by
eliminating excess excitotoxins in the extracellular space (Liu & Hong, 2003; Merrill &
Benveniste, 1996). Moreover, there is accumulating evidence that microglia produce
neurotrophic and/or neuroprotective molecules; in particular, it has been proposed that
they promote neuronal survival in cases of brain injury. CNS inflammation occurs in
myelin degenerative disorders such as multiple sclerosis (MS) (Martino et al., 2002) and
in neurodegenerative disorders such as Alzheimer’s disease (McGeer & Rogers, 1992),
human immunodeficiency virus (HIV) encephalopathy (Gendelman et al., 1998), ischemia
(Chopp et al., 1994), and traumatic brain injury (Dusart & Schwab, 1994). A general
consequence of brain inflammation is reactive gliosis, typified by astrocyte hypertrophy
and proliferation of astrocytes and microglia (Aschner, 1998; Kreutzberg, 1996). Changes
in gap junction intercellular communication as reflected by alterations in dye coupling
and connexin expression have been associated with numerous CNS inflammatory dis-
eases, which may have dramatic implications in the survival of neuronal and glial popu-
lations in the context of neuro-inflammation (Kielian & Esen, 2004; Nakase et al., 2003).

IL-1 exerts a number of diverse actions in the brain, and it is currently well accepted
that it contributes to experimentally induced neurodegeneration. In response to local
brain injury or insult, like acute head trauma, IL-1 is overexpressed by microglia (Allan
& Rothwell, 2001; Griffin et al., 1994; Hetier et al., 1988). Such acute overexpression of
IL-1 has been implicated in the pathogenesis of some forms of acute brain injury (Allan
and Rothwell, 2001). Moreover, patients with MS have elevated levels of IL-1 in the
cerebrospinal fluid when their disease is active (Hauser, Doolittle, Lincoln, Brown, &
Dinarello, 1990). Brain microglia may chronically overexpress IL-1 under repeated or
persistent injurious stimuli or chronic neurological conditions (Down syndrome, HIV,
epilepsy). Chronic overexpression of IL-1 is also observed in normal aging brain and in
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Alzheimer’s disease (Griffin et al., 1985; Katafuchi, Takaki, Take, Kondo, & Yoshimura,
2003). Recent microarray studies assessing gene expression of Alzheimer-related cyto-
kines show selective overexpression of IL-1 in Alzheimer’s disease (Loring, Wen, Lee,
Seilhamer, & Somogyi, 2001). This increase is coupled with an increase in the expression
of IL-1R1 and increased activity of IL-1R-associated MAPK (Hacham, Argov, White,
Segal, & Apte, 2002; Lynch, 1998). There are genetic associations between IL-1 gene
polymorphisms and Alzheimer’s disease, chronic epilepsy, and Parkinson’s disease
(Kanemoto, Kawasaki, Miyamoto, Obayashi, & Nishimura, 2000; Mrak and Griffin,
2000; Nishimura et al., 2000).

IL-1 overexpression has been implicated in both the initiation and progression of
neuropathological changes (Griffin et al., 1985). Brain from Tg2576 mice (a model for
Alzheimer’s disease) showed significant increases in IL-1 expression compared to con-
trols. Moreover, aged Tg2576 mounted an exacerbated cytokine response to LPS that
could have amplified the degenerative processes (Sly et al., 2001). IL-1 administration
depressed food intake more in aged mice than in adults (Nelson, Marks, Heyen, &
Johnsone, 1999). Attenuation of the fever response in old age could be owing to the lack
of entry of peripheral IL-1 into the brain and not to a lack of brain IL-1R functionality
(McLay, Kastin, & Zadina, 2000; Plata-Salaman et al., 1998). Age-induced IL-1 over-
production in the brain, and more particularly in the hippocampus, is associated with a
decrease in synaptic plasticity, measured by long-term potentiation (LTP) in the dentate
gyrus, which could explain cognitive impairment observed in the elderly (Lynch, 1998;
Murray and Lynch, 1998). Receptors for IL-1 are distributed with a high density in the
hippocampus, where IL-1 exerts inhibitory effects on release of calcium (Campbell,
Segurado, & Lynch, 1998). There is also evidence for a role of endogenous brain IL-1 in
the normal physiological regulation of hippocampal plasticity and learning processes
(Coogan, O’Neill, & O’Connor, 1999; Schneider et al., 1998; Wolf et al., 2003; Yirmiya,
Winocur, & Goshen, 2002). Low levels of IL-1 are essential for memory and plasticity,
whereas higher levels of IL-1, such as those achieved during aging and neurodegeneration,
can be detrimental.

Overexpression of IL-1 in Alzheimer brains is linked to an increase in microglia
activity frequently associated with amyloid plaques (Griffin et al., 1989; Sheng, Griffin,
Royston, & Mrak, 1998). This specific distribution suggests a role for IL-1 in the initia-
tion and progression of neuritic and neuronal injury in Alzheimer’s disease because of its
appearance in early plaque formation and its absence in plaques that are devoid of injured
neuritic elements (Griffin, Sheng, Roberts, & Mrak, 1995). No microglia have been
observed in amyloid deposits in nondemented elderly (Griffin et al., 1998; Sheng, Mrak,
& Griffin, 1998). IL-1 overexpression can also result in cholinergic neurotransmission
impairment (Rada et al., 1991). The soluble form of amyloid protein (sAPP) released
from neurons activates microglia and induces excessive microglial expression of IL-1
(Barger and Harmon, 1997). IL-1 increases the production and activity of the acetylcho-
line-degrading enzyme acetylcholinesterase, which results in a decrease in brain acetyl-
choline levels (Li et al., 2000). The increased levels of IL-1 in Alzheimer’s disease could
be due to increased production and activity of the IL-1β-converting enzyme (ICE), which
converts pro-IL-1β to mature IL-1β and is specifically produced by microglia (Chauvet
et al., 2001). ICE activity and expression are increased in Alzheimer’s disease, and this
increase is related to neuronal DNA damage as well as to compromised neuronal function
(Zhu et al., 1999).
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All these data point to a pathophysiolgical role of IL-1 overexpression in the aging
brain. Epidemiological studies show that subjects who take anti-inflammatory agents or
suffer from arthritis in general or rheumatoid arthritis in particular have a lower risk of
developing Alzheimer’s disease (Broe et al., 2000; McGeer and Rogers, 1992; Stewart,
Kawas, Corrada, & Metter, 1997; Zandi et al., 2002). A role for neuro-inflammation in
Alzheimer pathogenesis has received further support from epidemiological studies show-
ing a protective effect of anti-inflammatory medications on the occurrence of Alzheimer’s
disease (Andersen et al., 1995; Breitner et al., 1994, 1995) and from the recent finding
that oral administration of ibuprofen suppresses plaque pathology and IL-1 expression
in a transgenic mouse model of Alzheimer’s disease (Lim et al., 2000). However, anti-
inflammatory agents are effective if used at an early stage of the disease (Van Gool,
Aisen, & Eikelenboom, 2003). In addition, in order to make anti-inflammatory drugs
effective, it is very important that they act on the right molecular targets. This is very well
illustrated by the failures in clinical trials of prednisone, the COX-2 inhibitors celecoxib
and nimesulide, and hydroxychloroquine (Aisen, 2000; Aisen, Schmeider, & Pasinetti,
2002). The fact that COX-2 inhibitors, known to be effective in treating arthritis, are
poorly useful in neuro-inflammation linked to Alzheimer’s disease could be owing to the
overproduction of pro-inflammatory cytokines by activated microglia. Although PGE2
has frequently been considered as a possible inducer of brain damage and degeneration,
it may exert beneficial effects in the CNS (Candelario-Jalil et al., 2003; Sasaki et al.,
2004). Indeed, in spite of its classic role as a pro-inflammatory molecule, recent in vitro
and in vivo observations indicate that PGE2 can inhibit microglial activation and release
of pro-inflammatory cytokines (Caggiano and Kraig, 1999; Petrova et al., 1999; Zhang
and Rivest, 2001). It has been shown that exogenous PGE2, through the activation of EP2
receptor, protects the brain against excitotoxic and anoxic injury (McCullough et al.,
2004). Therefore, the exact role of PGE2 in brain damage needs to be clarified.

5. PUFAS AND NEURO-INFLAMMATION

The PUFA linoleic acid and its n-6 derivative ARA, and α-linolenic acid and its n-3
derivatives, EPA and DHA, play a key role in both energy production and cell structure
and are indispensable for brain development (Neuringer, Anderson, & Connor, 1988).
ARA and DHA are found in large concentrations in brain lipids. Nearly 6% of the dry
weight of brain consists of n-3 PUFAs (Bourre et al., 1991). They are incorporated as
phospholipids and are key components of brain cell membranes. They provide fluidity
and the proper environment for active integral protein functions (Bourre et al., 1992;
Spector, 1999; Yehuda, Rabinovitz, Carasso, & Mostofsky, 2002; Zerouga, Jenski, &
Stillwell, 1995). Moreover, phospholipids have a role in cellular function because they
are a reservoir of signaling messengers for neurotransmitters or growth factors. There are
some data on PUFA contents of neurons and astrocytes, but nothing is known concerning
microglial cells (Bourre et al., 1992; Champeil-Potokar et al., 2004). In culture, astrocytes
elongate and desaturate precursors of the long-chain PUFAs, whereas neurons are unable
to do so (Moore, 2001; Moore, Yoder, Murphy, Dutton, & Spector, 1991). Indeed, neurons
cocultured with astrocytes accumulate DHA synthesized by glial cells in their membrane.

DHA and ARA have beneficial effects when available in moderation. As already
mentioned, human beings originally consumed a diet rich in n-3 PUFAs and low in
saturated fatty acids because wild and free-range food animals have much higher n-3 fatty
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acid levels than do present-day commercial livestock. An excess of n-6 precursors stimu-
lates the formation of ARA. Although some ARA is essential, the current high ratio of
n-6 to n-3 fatty acids may be responsible for the increase in chronic inflammatory diseases
(Horrocks and Yeo, 1999a, 1999b). A high intake of n-3 PUFAs such as DHA or EPA
may have anti-inflammatory effects in patients with neuro-inflammation. Conversely,
high dietary intake of n-6 PUFAs, which lowers intake of n-3 PUFAs, may contribute to
the development of neuro-inflammation. For example, ARA is the principal substrate for
COX (O’Banion, 1999). Additional substrates include cannabinoids and lipoamino
acids, which can also be oxidized to produce PG precursors, the pathophysiological of
which role is not known (Chang, Lee, & Lin, 2001; Kozak, Prusakiewicz, Rowlinson,
Schneider, & Marnett, 2001). PGs have the ability to play either a protective or an
injurious role, depending on the context and quantity produced. Therefore, the membrane
levels of their precursor, ARA, are important. Moreover, EPA contained in membrane
phospholipids competes with ARA as a substrate for COX and lipooxygenase (LOX)
(Calder, 2003). The consequences of such a competition are a decrease in the production
of inflammatory metabolites such as PGE2, leukotriene A4 (LTA4), and thromboxane
A2 (TXA2) and an increase in the synthesis of less inflammatory eicosanoids or even
anti-inflammatory ones (Calder & Grimble, 2002; Zaloga and Marik, 2001). This has
been demonstrated in many cells throughout the body, including glial cells (Petroni,
Salami, Blasevich, Papini, & Galli, 1994). A 6-d LPS infusion in the brain increased
phospholipase A2 activities and brain concentrations of linoleic acid and ARA and of
PGE2 and PGD2 (Rosenberger et al., 2004). Alteration in n-6 metabolism in the brain in
response to LPS emphasizes again the link between n-3/n-6 brain composition and neuro-
inflammation.

Numerous studies have revealed that n-3 PUFAs inhibit the in vitro production of pro-
inflammatory cytokines by macrophages and their in vivo synthesis in healthy adults and
those with autoimmune diseases (Calder, 1997, 2001; Meydani et al., 1991). However,
little is known concerning microglial cell that produce pro-inflammatory cytokines in the
brain. It has been shown that in the brain and in microglia, DHA is converted to potent
anti-inflammatory products called 17-resolvins by aspirin-induced acetylated COX-2
(Serhan et al., 2000). Resolvins block production of cytokines by microglial cells (Serhan
et al., 2000). Moreover, they protect from ischemia by blocking NF-κB activation and
pro-inflammatory cytokine production (Marcheselli et al., 2003).

A short time n-3 supplemention attenuated the fever responses induced in rats by both
ip and icv IL-1 without altering the thermogenic capacity of the organism (Cooper and
Rothwell, 1993; Pomposelli, Mascioli, Bistrian, Lopes, & Blackburn, 1989). However,
the group of Kluger reported that fever, lethargy, and anorexia were differentially regu-
lated by a fish oil diet depending on the inflammatory stimulus used (Kozak, 1997).
Turpentine is a model of local inflammation that induces a robust acute-phase response
consisting of fever, anorexia, cachexia, and acute-phase protein production. Fish oil diet
exacerbated LPS-induced lethargia and decreased temperature, whereas it blocked tur-
pentine-induced fever, lethargia, and anorexia (Kozak et al., 1997). These changes were
associated with a decrease in circulating LPS-induced PGE2 and an increase in LPS-
induced TNF-α. Because TNF-α production is partially regulated by PGE2, fish oil could
upregulate TNF-α production by decreasing PGE2 production (Kunkel et al., 1988). In
mice, the early hypothermic phase of fever to a high dose of LPS was exacerbated by
TNF-α treatment, whereas administration of the soluble TNF receptor, a blocker of TNF-
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α activity, attenuated hypothermia (Klir et al., 1995; Kozak, Conn, Klir, Wong, & Kluger,
1995). It is questionable, therefore, whether ingesting high amounts of n-3 PUFA during
inflammatory events is beneficial. Further studies on the role of PUFA in neuro-inflamma-
tion are clearly needed.

Elderly people who eat fish or seafood rich in n-3 PUFAs at least once a week are at
lower risk of developing dementia, including Alzheimer’s disease (Barberger-Gateau et
al., 2002; Kalmijn et al., 1997, 2004). Because aging is associated with a decrease in
membrane PUFAs, including ARA, and an increase in brain IL-1 production, Lynch
proposed that the increase in IL-1 seen in aging is linked to aging decreased membrane
ARA (Lynch, 1998; Murray & Lynch, 1998). Therefore IL-1, by affecting membrane
composition, would contribute to age-related impairments in neuronal function (Lynch,
1998; Murray, Clements, & Lynch, 1999; Murray & Lynch, 1998). IL-1 increased lipid
peroxidation in hippocampal tissue from young but not old rats, and this effect was
associated with decreased long-term potentiation (LTP) (Lynch, 1998; Murray et al.,
1999; Murray and Lynch, 1998). A short-time supplementation of ARA in combination
with another long-chain n-6 PUFA, γ-linolenic acid (GLA), reversed the age-related
impairment in LTP (McGahon, Murray, Clements, & Lynch, 1998). EPA had a similar
effect, and in this last case there was evidence that this effect was a consequence of its
ability to block the effects of IL-1 (Martin et al., 2002), providing support for the hypoth-
esis that EPA acts as an anti-inflammatory agent (Babcock, Helton, & Espat, 2000;
Babcock, Helton, Hong, & Espat, 2002; McCarthy & Kenny, 1992). The anti-inflamma-
tory effect of EPA could be owing to the blockade by EPA of the IL-1 signaling pathway
MAPK, and more particularly p38, in the brain (Martin et al., 2002). The blockade of p38
activation by EPA or DHA has been reported in other cell types (Denys, Hichami, &
Khan, 2001). Interestingly, LPS-induced p38 activation in the hippocampus is accompa-
nied by an increased activation of NF-κB (Kelly et al., 2003), the pharmacological
inhibition of which partially suppresses the inhibitory effects of LPS and IL-1 on LTP
(Kelly et al., 2003; Nadjar et al., 2003). It has been reported in a human monocytic cell
line that TNF-α expression was reduced by EPA through its inhibitory effect on NF-κB
activation by preventing the phosphorylation of I-κBα (Zhao, Joshi-Barve, Barve, &
Chen, 2004). In addition, n-3 PUFAs might protect the brain from the deleterious effects
of IL-1. Irradiation induced increases in IL-1, IL-1R1, and IL-1RAcP concentrations in
the hippocampus (Lynch et al., 2003). These changes were coupled with an increased
activation of JNK and apoptotic cell death. Rats that had been fed a diet rich in EPA did
not display any of these events (Lynch et al., 2003). The anti-inflammatory cytokine IL-
10 could explain EPA anti-inflammatory and neuroprotective effects in the brain, because
EPA increased IL-10 levels and IL-10 blocked the IL-1 effect (Bluthe et al., 1999; Lynch
et al., 2003; Pousset, Cremona, Dantzer, Kelley, & Parnet, 1999). EPA-supplemented
diet, but not ARA, significantly attenuated centrally injected IL-1-induced anxiety
behavior (Song & Horrobin, 2004; Song, Li, Leonard, & Horrobin, 2003). This was
accompanied by a decrease in IL-1-induced PGE2 and an increase in IL-10 (Song &
Horrobin, 2004; Song et al., 2003).

6. CONCLUSION

There is growing evidence that the expression and action of pro-inflammatory cyto-
kines in the brain are responsible not only for the development and maintenance of
sickness behavior during the host response to infection, but also for the occurrence of
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nonspecific symptoms of sickness during chronic inflammatory disorders. In addition, neuro-
inflammation can have detrimental consequences on neuronal viability, especially when
maintained over long periods of time and transiently amplified by peripheral infectious
episodes (Holmes et al., 2003; Perry, Cunningham, & Boche, 2002; Perry, Newman, &
Cunningham, 2003). All of this points to the interest in finding new ways of controlling
inflammation in the brain. Because of their abundance in the brain and their modulatory
role in inflammation and cell functions, PUFAs certainly have a role to play. However,
this role needs to be better characterized by way of multidisciplinary studies aimed at
assessing the effects of these molecules at different levels of functioning, from the mo-
lecular to the organism level.
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of Inflammatory Mediators and Stress
on Distinct Memory Systems
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KEY POINTS

• Memory is processed in multiple brain systems, including the hippocampal- and the
dorsal striatal-based systems.

• Consolidation processes in the hippocampus and in the dorsal striatal memory systems
share several common neurochemical mediators, such as glutamate and extracellular
platelet-activating factor.

• Hippocampal, but not dorsal striatal, consolidation requires inflammatory mediators
such as intracellular platelet-activating factor and prostaglandins derived from
cyclooxygenase-2 activity.

• Dependency on inflammatory signals in physiological memory processing may predis-
pose the hippocampus to age-related neuropathology and cognitive deficits.

• Stress may contribute to age-related neurodegeneration of the hippocampal system by
interactions with central inflammatory mediators.

1. THE EXISTENCE OF MULTIPLE MEMORY SYSTEMS

Findings of studies examining the organization of memory provide compelling evi-
dence that memory is processed in multiple brain systems that differ in terms of the type
of memory they mediate (Packard & Teather, 1997a). Dissociations between the roles of
the hippocampal system (e.g., Cohen & Squire, 1980; Hirsh, 1974; Packard & Teather,
1998) and the dorsal striatum (i.e., caudate nucleus) (e.g., Packard, Hirsh & White, 1989;
Packard & Teather, 1998; Packard & White, 1990) in the acquisition of various learning
tasks have been observed following damage to these structures. These and other results
suggest that the hippocampus and dorsal striatum may be part of distinct memory sys-
tems. For example, lesions of the hippocampal system selectively impair acquisition of
tasks that require “cognitive” or “reference” forms of memory (McDonald & White,
1993; Packard et al., 1989; Packard & Teather, 1998). In contrast, lesions of the dorsal
striatum selectively impair acquisition of tasks requiring “stimulus-response” (S-R) or
“habit” forms of memory (McDonald & White, 1993; Packard et al., 1989; Packard &
Teather, 1998).
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Although lesion studies have provided evidence for differential roles of the hippocam-
pus and dorsal striatum in memory, recent evidence is also mounting in regard to the
nature of the neurochemical bases of memory storage in these systems. Although
glutamate (Packard & Teather, 1999), NMDA receptor activation (Packard & Teather,
1997a, 1997b), dopamine (Packard & White, 1991), and acetylcholine (Power,
Vazdarjanova, & McGaugh, 2003) are required for both hippocampal and dorsal striatal
memory processing, how these neural systems differ in their actions to consolidate
memory with respect to other neurochemical signals are now becoming clear. In particu-
lar, mediators previously shown to be involved in immune/inflammatory events appear
to be critical for hippocampal-dependent, but not for dorsal striatal-dependent, memory
processing. Furthermore, stress can have opposing effects on hippocampal and dorsal
striatal memory; the distinct effects of stress may be related to the use of inflammatory
mediators by the hippocampus in physiological memory processing. As various
neurodegenerative brain disorders can selectively affect the striatum and hippocampus,
such neurochemical dissociations may impact our understanding of the basic principles
of the molecular events underlying learning and memory, as well as our understanding
of the neurobiology of various neurodegenerative disorders.

2. THE HIPPOCAMPUS AND DORSAL STRIATUM SHARE SEVERAL
NEUROBIOLOGICAL MECHANISMS DURING EARLY MEMORY
CONSOLIDATION

The dorsal striatum receives dense glutamatergic projections from the cortex via the
corticostriatal pathway and contains a moderate density of NMDA receptors (Ottersen,
Hjelle, Osen, & Laake, 1995). It has been hypothesized that corticostriatal glutamatergic
input provides the dorsal striatum with sensory information critical for the participation
of this structure in S-R memory (White, 1989). In support of this hypothesis, administra-
tion of glutamate directly into the dorsal striatum of rats was found to enhance consoli-
dation of S-R memory (Packard & Teather, 1999). Moreover, intrastriatal administration
of a selective NMDA receptor antagonist (i.e., 2-amino-5-phosphopentaenoic acid [AP-
5]) impairs S-R memory in rats (Packard & Teather, 1997a), suggesting that glutamate
is required, at least in part, to activate NMDA receptors in the striatum during early S-R
memory consolidation.

The hippocampus receives glutamatergic innervation from the entorhinal cortex via
the perforant pathway and contains a high density of NMDA receptors (Otterson &
Storm-Mathisen, 1989). Glutamate is also the principal neurotransmitter in the trisynaptic
pathways through the hippocampal formation (for review, see Otterson & Storm-
Mathisen, 1989). Glutamate administration directly into the hippocampus of rats en-
hances consolidation of cognitive forms of memory (Packard & Teather, 1999).
Intrahippocampal administration of various NMDA receptor antagonists impairs con-
solidation of cognitive memory (Izquierdo et al., 1992; Packard & Teather, 1997a),
suggesting that glutamate is required, at least in part, to activate NMDA receptors in the
hippocampus during early cognitive memory consolidation. These findings not only
demonstrate a double dissociation of the mnemonic functions of the hippocampus and
dorsal striatum, but also suggest glutamate and NMDA receptor function to be integral
during early consolidation mechanisms in both structures.
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Platelet-activating factor (PAF) (1-O-alkyl-2-acetyl-sn-glycero-3-phosphocholine) is
a potent phospholipid mediator that participates in normal cell function as well as in
pathological conditions (Bazan, 1995). Interaction of PAF with plasma membrane (i.e.,
cell surface) PAF receptors activates heterotrimeric GTP-binding proteins, which trig-
gers the activation of various protein kinases, including protein kinase C (PKC), protein
kinase A (PKA), and mitogen-activated protein kinase (MAPK). Activation of these
protein kinases occurs in various forms of synaptic plasticity. Thus, it is not surprising
that PAF modulates synaptic plasticity. For instance, PAF applied to CA1 neurons of the
hippocampus elicits glutamate release from presynaptic collateral terminals, suggesting
that PAF is a retrograde messenger in long-term potentiation (LTP) (Kato, Clark, Bazan,
& Zorumski, 1994), a putative cellular model of memory formation (Bliss & Collingridge,
1993). PAF-induced glutamate release is attenuated by preadministration of a selective
cell surface PAF receptor antagonist (i.e., BN 52021) (Kato et al., 1994). These results
suggest that postsynaptically synthesized PAF enhances glutamate release by diffusing
across the synaptic cleft, where it activates presynaptic PAF receptors. Postsynaptic PAF
may be generated via activation of cytosolic phospholipase A2 (cPLA2), following NMDA
receptor-activation-induced enhancement of intracellular calcium levels, suggesting the
potential for a positive-feedback loop.

A similar mechanism of PAF action (i.e., at the cell surface) may occur in both hip-
pocampal- and dorsal-striatal-dependent memory processing. Posttraining administra-
tion of the nonhydrolyzable analog of PAF, methylcarbamyl-PAF (mc-PAF), into the
hippocampus (Izquierdo et al., 1995; Teather, Packard, & Bazan, 1998) or dorsal striatum
(Teather at al., 1998) enhances the consolidation of cognitive and S-R forms of memory,
respectively. Moreover, posttraining administration of BN 52021 into the dorsal striatum
(Teather et al., 1998) or hippocampus (Teather et al., 1998) impairs consolidation of S-R
and cognitive forms of memory, respectively. These findings suggest that PAF, acting at
cell surface PAF receptors, is an endogenous mediator in early dorsal-striatal-dependent
and hippocampal-dependent memory processing.

It is feasible that PAF enhances cognitive and S-R forms of memory by increasing the
release of glutamate, which ultimately increases activation of NMDA receptors within
the dorsal striatum and hippocampus. In a study designed to assess this possibility, the
first evidence of a dissociation of the neurochemical bases of hippocampal and dorsal
striatal memory consolidation was demonstrated (Teather, Packard, & Bazan, 2001).
Specifically, the S-R memory-enhancing effect of intrastriatal injections of mc-PAF was
completely attenuated by prior systemic administration of the NMDA receptor antago-
nist MK-801. In contrast, peripheral administration of MK-801, which impairs cognitive
memory when administered alone, did not prevent the cognitive memory-enhancing
effect of intrahippocampal mc-PAF. Thus, it appears that PAF may be acting in a distinct
fashion in the mechanisms underlying hippocampal and dorsal striatal memory con-
solidation. In both structures PAF can influence memory storage by eliciting glutamate
release, thereby increasing NMDA receptor activation. However, in the hippocampus,
part of the memory-enhancing effect of PAF appears to be downstream of NMDA
receptor activation, possibly at intracellular binding sites within the hippocampus
(Teather et al., 2001).
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3. CONSOLIDATION OF HIPPOCAMPAL-DEPENDENT MEMORY
REQUIRES INFLAMMATION/IMMUNE SIGNALS

Many biological responses induced by PAF result from its interaction with cell-sur-
face PAF receptors; other effects of PAF have been attributed to the lipid interacting with
intracellular binding sites. Activation of the intracellular PAF binding sites in neurons
and glial cells increases the expression and/or activation of genes and proteins associated
with immune/inflammatory reactions (Bazan, 1994), suggesting that these sites mediate
the inflammatory responses to PAF in central nervous system (CNS) tissue (Teather &
Wurtman, 2003). In fact, the intracellular sites are involved in inflammatory pain pro-
cessing (Teather, Magnusson, & Wurtman, 2002).

Rapid inactivation of PAF is carried out by various species of PAF acetylhydrolase
(PAF-AH). The primary intracellular isoform of PAF-AH in brain, PAF-AH 1b, is a
heterotrimer comprised of three subunits (Hattori, Adachi, Tsujimoto, Arai, & Inoue,
1994). The β-subunit of PAF-AH 1b is a regulatory (i.e., noncatalytic) subunit that
harnesses the two catalytic subunits: α2, and the more catalytically active, α1. Transgenic
rats that express high brain levels of the α1 subunit display hippocampal-dependent
memory impairment; dorsal-striatal-dependent memory remains intact (Teather, 1998).
These results suggest that increased brain expression of the most catalytically active
intracellular PAF-AH 1b subunit (i.e., α1), which would theoretically deplete cells of
intracellular PAF, causes selective deficits in hippocampal-dependent memory.

Furthermore, posttraining intrahippocampal administration of BN 50730, a selective
antagonist for the intracellular PAF binding sites, was found to impair cognitive memory
formation; administration of BN 50730 into the dorsal striatum had no affect on S-R
memory formation (Teather et al., 2001). Taken together, these findings support a role
for intracellular PAF in hippocampal-dependent, but not dorsal striatal-dependent,
memory processing. While the mechanism of action of intracellular PAF in hippocam-
pal-dependent memory processing is not known, recent findings suggest that cytosolic
PAF may participate in mnemonic functions via activation of an inflammatory enzyme.

Cyclooxygenase (COX) enzymes synthesize prostaglandins (PGs) from arachidonic
acid. Two isoforms of COX have thus far been characterized; the housekeeping isoform
COX-1, and the inducible inflammatory-immune isoform, COX-2 (Vane, Bakhl, &
Botting, 1998). We recently demonstrated that activation of intracellular PAF binding
sites with physiologically relevant concentrations of PAF rapidly elicits prostaglandin E2
(PGE2) release from primary rat astrocytes (Teather, Lee, & Wurtman, 2002). PAF-
induced PGE2 mobilization is dependent on COX-2 activity (Teather & Wurtman, 2003).
Interestingly, PAF does not elicit PGE2 release from primary rat cortical or hippocampal
neurons or from human neuroblastoma cell lines.

Although COX-2 is undetectable in most tissues under basal conditions, marked con-
stitutive expression has been observed in the CNS, particularly in hippocampus and
cortex (Breder, Dewitt, & Kraig, 1995; Yamagata, Andreasson, Kaufmann, Barnes, &
Worley, 1993), suggesting a role for this inflammatory isoform in physiological signal-
ing within the CNS. Indeed, we (Teather, Packard, & Bazan, 2002), and others (Rall,
Mach, & Dash., 2003) have shown that inhibition of COX-2 impairs hippocampal-depen-
dent memory processing. In contrast, COX-2 inhibitors have no influence on striatal-
dependent forms of memory (Teather, Packard, & Bazan, 2002). A dissociation of COX-2
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mnemonic function in the striatum and hippocampus may stem from the fact that the
striatum expresses low or even undetectable basal levels of COX-2 protein, while the
hippocampus expresses very high constitutive levels of COX-2 (Teather, 1998). Thus, it
appears that during early consolidation processes in the hippocampus, intracellular PAF
induces the release of COX-2-derived mediators from astrocytes.

4. INFLAMMATORY SIGNALS IN PHYSIOLOGICAL MEMORY
PROCESSING AND AGE-RELATED NEURODEGENERATION

Several mediators associated with inflammatory/immune events appear to be involved
in hippocampal-based memory; these agents do not play an integral role in striatal-based
memory. It is tempting to speculate that the use of inflammatory signals, such as intra-
cellular PAF and COX-2-derived lipid mediators, for physiological memory formation
in the hippocampus may predispose this neural system to age-related degenerative
pathology. In fact, several lines of evidence suggest that this may indeed be the case.

Aging and Alzheimer’s disease (AD) are characterized by progressive hippocampal-
dependent cognitive decline combined with deterioration of the hippocampus, among
other areas. Inflammatory mechanisms contribute to the neurodegeneration that accom-
panies AD and normal aging. In fact, a number of epidemiological and clinical studies
indicate that long-term administration of non-steroidal anti-inflammatory drugs
(NSAIDs) reduces the risk of developing AD (McGeer & McGeer, 1995). Recent find-
ings suggest that chronic NSAID use also protects against age-associated cognitive defi-
cits (Casolini, 2002). Interestingly, inhibition of COX-2 accounts largely for the
therapeutic actions of many of these agents.

It would appear that an age-related shift in the brain status of COX-2 in the hippocam-
pus occurs; inhibition of COX-2 in young brains impairs hippocampal-dependent memory
formation, whereas COX-2 inhibition in pathological states alleviates cognitive deterio-
ration. Thus, in physiological situations, with moderate levels of COX-2 expression and
activation, this isoform is beneficial for hippocampal memory formation. However,
overexpression of COX-2, such as that which occurs in aging and AD (Lukiw & Bazan,
1998), may be a result of overproduction related to chronic inflammatory events.

A loss of cholinergic neurons in basal forebrain nuclei is a prominent neuropathologi-
cal hallmark of AD (Bartus, Dean, Beer, & Lippa, 1982) and aging (McGeer & McGeer
1995). An important role of brain inflammatory reaction in cholinergic degeneration has
recently been demonstrated in rats (Scali et al., 2003). Specifically, quisqualic acid
injection into the nucleus basalis induced reactive astrogliosis, increased the expression
of several pro-inflammatory mediators, and induced a marked loss of cholinergic cells;
COX-2 inhibitors prevented these effects. These findings support the contention that
COX-2-derived PGs, possibly from activated astrocytes, could be a key element in the
etiopathologies underlying AD and aging.

Following an immune/inflammatory challenge, astrocytes undergo a phenotypic alter-
ation—a response known as activation. Activated astrocytes then release cytokines and
other pro-inflammatory signals, including COX-2-derived PGs (Teather & Wurtman,
2003). In fact, astrocytes are a major source of PGs in the CNS; in culture these cells
synthesize up to 20 times more PGs than do neurons. PGs and several enzymes involved
in PG production are increased in AD (Lukiw & Bazan, 1998; Stephenson, Lemere,
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Selkoe, & Clemens, 1996) and aging (Casolini et al., 2002). A role for astrocyte-derived
PGs in neuronal cell death has been demonstrated. For example, PGE2 stimulates astro-
cytic glutamate release and prevents astrocytes from taking up glutamate (Bezzi et al.,
1998), the consequent increase in extracellular glutamate is neurotoxic (Drachman &
Rothstein, 2000).

PAF concentrations in plasma show significant age-related increases (Zhang et al.,
2003). Although PAF levels in AD have not yet been assessed, several interesting find-
ings suggest that this lipid mediator may be involved in age-related hippocampal patho-
genesis. First, mice inoculated with LP-BM5 murine leukemia viruses (resulting in murine
acquired immunodeficiency syndrome) display hippocampal-dependent cognitive defi-
cits, hippocampal pathology similar to AD, and increased brain PAF levels (Nishida et
al., 1996). Moreover, in HIV-infected patients brain PAF levels were found to correlate
with hippocampal-dependent cognitive deficits (Gelbard et al., 1994). Finally, it has been
suggested that the reduction in PAF platelet binding observed in AD patients is a result
of an increase in PAF levels, which can cause a decrease in PAF receptors via negative-
feedback mechanisms (Hershkowitz & Adunsky, 1996). Thus, increased brain levels of
PAF could be involved in the age-related shift in COX-2 function in the hippocampus
(i.e., from beneficial in young brains to damaging in aged brains).

5. STRESS AND INFLAMMATORY MEDIATORS IN HIPPOCAMPAL-
BASED MEMORY PROCESSING AND NEURODEGENERATION

The hypothalamic–pituitary–adrenocortical (HPA) axis is activated in response to
stress and inflammation, resulting in the enhanced release of adrenal glucocorticoids,
such as corticosterone (CORT), the principal glucocorticoid synthesized by rodents (cor-
tisol being the equivalent compound in humans). Numerous studies have shown that
stress can impair cognitive processes (for review, see de Kloet, Vereugdenhil, Oitzl, &
Joels, 1998), although others suggest a facilitative role for stress in memory storage (for
review, see Roozendaal, 2000). The reason for the contrasting results could be owing to
the nature and/or memory systems responsible for the processing of the various tasks.
Acute stress impairs hippocampal-dependent memory, while enhancing striatal-depen-
dent memory, suggesting that stress can bias the brain toward the use of a specific
memory system (Kim, Lee, Han, & Packard, 2001). Perhaps the increase in CORT that
occurs during the stress response affects hippocampal learning and memory processes via
actions on mnemonic inflammatory-related mediators.

It is well known that CORT has anti-inflammatory and immunosuppressive proper-
ties. Thus, it is possible that CORT impairs hippocampal memory processing by sup-
pressing the required inflammatory-related signals necessary for consolidation. As the
hippocampal and dorsal striatal memory systems appear to be dynamically interactive
rather than independent modules, it is not surprising that dysfunction of the hippocampal
system often has beneficial effects on the striatal system owing to the competitive inter-
action between the systems.

Inflammatory stimuli elicit HPA axis activation, and it is well established that the
inflammatory/immune and HPA systems are mutually regulatory and that their interac-
tions partly determine stress effects on immune function. It is tempting to speculate that
the interaction between the HPA axis and inflammatory mediators also determine the
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effects on cognitive function and potentially the development of hippocampal-based age-
related neurodegeneration. Interestingly, the hippocampus plays a prominent role in
modulating the negative feedback effect of glucocorticoids on HPA axis activity
(Jacobsen & Sapolosky, 1991). In fact, the hippocampus may have evolved as an immune
structure to monitor the internal state of the organism; thus, the hippocampus has the
mechanisms for inflammatory/immune signaling. Perhaps as memory processing be-
came a hippocampal function (during the evolution of multiple memory systems), this
structure used the available inflammatory mediators for mnemonic purposes. In fact,
early hippocampal consolidation appears to be similar to acute inflammatory reactions
with respect to signal transduction cascades (Teather et al., 2001). It is reasonable to
assume that the reliance on such signals may predispose the hippocampal system to age-
related degeneration.

Aging and AD are associated with HPA axis dysfunction, and elevations in CORT are
correlated with the decline in hippocampal function (Lupien et al., 1998). It has been
suggested that the mechanism underlying brain aging involves chronically elevated lev-
els of glucocorticoids, which damage and/or kill hippocampal cells, ultimately leading
to the progressive inability of limbic-driven mechanisms to mediate the HPA axis to
control or shut off the neuroendocrine response to stress (Sapolsky, Krey, & McEwen,
1986). In fact, prolonged stress or exposure to CORT accelerates the age-related loss and/
or dysfunction of neurons in the hippocampus of rats and increases reactive glia at this
site (Sapolsky et al., 1986), suggesting an interaction between stress and inflammatory
components in the hippocampus.

It has been suggested that the increased CORT levels associated with brain degenera-
tive processes may be an adaptive response to the progression of the inflammatory com-
ponents (Casolini et al., 2002). During aging, the hippocampal content of various
inflammatory markers and the plasma corticosterone levels increase significantly in rats
(Casolini et al., 2002). However, although CORT has previously been shown to inhibit
the production of inflammatory mediators in brain (Chrousos, 1995; Lee et al., 1988),
recent evidence suggests that higher concentrations may actually have pro-inflammatory
effects (Dinkel, MacPherson, & Sapolsky, 2003).

6. CONCLUSIONS

The mammalian brain is comprised of distinct memory systems, including the
dorsal striatal and hippocampal systems. While these neural structures use several
common mediators during early memory consolidation, an important distinction has
been revealed. The hippocampus, possibly owing to its role as an immune structure,
requires the use of acute inflammatory response mediators for physiological consolidation.
As several neurodegenerative disorders are associated with chronic central inflammation
processes, it is feasible that the reliance of the hippocampal system on inflammatory
mediators predisposes this system to age-related cognitive dysfunction and cell death.

While excitoxicity via the glutamatergic/NMDA receptor cascade has often been
implicated in neurodegenerative disorders affecting both the striatum (e.g., Parkinson’s
disease) and hippocampus (e.g., AD and aging), it is possible that the hippocampus is
selectively affected by age-related degenerative processes due the use of intracellular
PAF and COX-2. A myriad of cell types, including the immune/inflammatory resident
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cell astrocytes, produce and/or respond to PAF and COX-2-derived lipids, suggesting
the possibility that a shift in production and/or response may occur as a function of aging.

Although systemic CORT has immunosuppressive and anti-inflammatory effects,
recent evidence suggests that high levels of CORT induce pro-inflammatory effects in
the CNS and exacerbate excitotoxin-induced hippocampal cell death (Dinkel,
MacPherson, & Sapolsky, 2003). Perhaps part of the mnemonic effects of stress can be
attributed to interaction between the HPA axis-derived CORT and inflammatory agents
in the hippocampus. Much work remains to be done to assess the interactions between
HPA axis-derived stress and inflammatory mediators, both in physiological memory
processing and pathological degeneration.
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25 The Interaction Between Nutrition
and Inflammatory Stress Throughout
the Life Cycle
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KEY POINTS

• Inflammation not only is an essential process for recovery from infection and injury, but
plays an adverse role in chronic inflammatory diseases, heart disease, and diabetes
mellitus.

• Inflammation is controlled by cytokines.
• Polymorphisms in cytokine genes influence the inherent level of cytokine production in

individuals and have been linked with an increased propensity for the adverse effects of
inflammation.

• Polymorphisms in cytokine genes influence longevity.
• Obesity and aging increase the level of inflammatory stress in the body.
• Dietary supplementation with antioxidants and n-3 polyunsaturated fatty acids suppress

adverse aspects of cytokine biology.

1. INTRODUCTION: THE IMMUNE RESPONSE AS A PURPOSEFUL
ACTIVITY

The human race inhabits a world in which it is surrounded by a myriad of different
microorganisms—yeasts, bacteria, protozoa, and viruses. Most of these are benign, and
some, such as the normal gut flora, play an important part in promoting health via the
synthesis of vitamins and stimulation of normal function of gut epithelia. Approximately
0.1% of microbes in our environment have catastrophic effects if they penetrate the
epithelial surfaces of the body (Bryson, 2003). History reveals many instances in which
armies have been defeated and civilizations have collapsed because of encounters between
humans and such microorganisms (Diamond, 1999).

Humans, like all mammals, have evolved with a complex immune system, which is
present as specialized organs (spleen, thymus) or cell types (lymphocytes, macrophages,
and mast cells) throughout the body. The system can detect and destroy any cell or particle
that is not “self,” i.e., a normal component of the body. A complex series of events follows
from contact between components of the immune system and microbes invading the body
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(Fig. 1). The response can be divided into two main categories. The first is the acquired
immune response, in which the immune system recognizes specific chemical motifs on
the invader and “remembers” the encounter so that a more rapid, specific, and intense
response can be produced at any future meeting. The second category is the nonspecific
response in which the response to each encounter is similar for all invaders of the body.
The process of inflammation is a central part of the second category of response. The
immune response is also activated by a wide range of adverse events, such as surgery,
burns, and trauma.

The primary purposes of the response are to kill pathogens and initiate the curative
processes that will restore body function to normal. The first purpose is achieved by
creating a hostile tissue environment through production of oxidant molecules and acti-
vation of T and B lymphocytes. Part of the response ensures a supply of substrate, from
endogenous sources, for supporting the activity of T and B lymphocytes and enhance-
ment of antioxidant defenses. The latter event is important for protecting healthy tissue
from the oxidants produced as part of the inflammatory response (Grimble, 2001a). The
response exerts considerable biological demands and stress on the body. A central part
of substrate provision is the release of amino acids into the blood from the breakdown of
proteins in skeletal muscle, skin, and bone matrix, and fatty acids released from triglyc-
erides stored in adipose tissue. Enhanced gluconeogenesis, catabolic hormone produc-
tion, and decreased insulin sensitivity occurs to facilitate this redistribution of tissue

Fig. 1. Overview of the metabolic and immunological response to injury and infection. Pro-
inflammatory cytokine production orchestrates the nonspecific inflammatory response; T and B
cells carry out the specific immune response.
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components (Fig. 1). The animal loses the desire to carry out many day-to-day activities.
Physical weakness ensues, exploratory activity declines, appetite is decreased, and apa-
thy and sleep may occur. The response thus exerts physiological and mental stress upon
the body.

Inflammation comes under the control of signaling proteins (cytokines) that possess
hormone-like actions. The pro-inflammatory cytokines interleukin (IL)-1β, IL-6, and
tumor necrosis factor (TNF)-α, are major activators and modulators of the events
described above. To modulate the degree of stress imposed on the body, in achieving
the essential functions of inflammation, the response comes under the control of powerful
anti-inflammatory mechanisms. These will impose their biological effects with increas-
ing vigor as the original stimulus for the inflammatory response (infection, injury)
declines in intensity. Heat-shock proteins, endorphins, glucocorticoid hormones, and
cytokine receptor antagonists are important components of this anti-inflammatory
system.This system is essential for closing down the inflammatory response once it has
achieved its primary purposes because of the high biological cost it imposes on the body
(Grimble, 2001a).

1.1. Pathological Effects of the Inflammatory Response
Although cytokines play an important role in the response to infection and injury, they

can exert damaging and lethal effects on the host. Many studies have shown that exces-
sive or prolonged production of cytokines is associated with increased morbidity and
mortality in a wide range of acute and chronic inflammatory conditions (Fig. 2). These
include sepsis, adult respiratory distress syndrome, malaria, meningitis, cancer, cystic
fibrosis, systemic lupus erythematosus, inflammatory bowel disease, rheumatoid arthri-
tis, and asthma.

Fig. 2. Diseases and conditions in which inappropriate or excessive amounts of pro-inflammatory
cytokines exert adverse or lethal effects on the host.
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Events similar to those seen in the inflammatory response to injury and infection can
be observed during the course of overt inflammatory diseases such as rheumatoid arthritis
and Crohn’s disease and in diseases that have a covert inflammatory basis, for example,
atherosclerosis and diabetes mellitus (Fig. 3). Clearly the inflammatory response in these
situations does not have a purposeful nature and contribute to the disease process. Recent
studies indicate that low-intensity inflammation occurs in elderly and obese individuals
(Grimble 2002, 2003). Thus, the inflammatory response, which has evolved to allow
humankind to survive infection and injury, is indiscriminate in both its triggers and
targets. As a result, the process is a two-edged sword capable of both defending and
damaging its bearer.

During the remainder of this chapter we will be exploring the biological and nutritional
factors that determine the intensity of, and outcome from, the inflammatory process.

2. MAJOR FACTORS INFLUENCING THE STRENGTH
AND OUTCOME OF THE INFLAMMATORY RESPONSE

2.1. Interactions Between Components of the Inflammatory Response
Various components of the inflammatory response interact to modulate its intensity.

Predominant among these interactions are the relative amounts of pro- and anti-inflam-
matory cytokines produced during the response to microbes and injury and the effect of
oxidant molecules on cytokine production.

2.1.1. THE BALANCE BETWEEN PRO- AND ANTI-INFLAMMATORY CYTOKINE PRODUCTION

Early work on cytokines and the response to infection linked excessive pro-inflamma-
tory cytokine production with increased morbidity and mortality in a wide range of con-
ditions, such as malaria, meningitis, and sepsis. However, research in the last 5 yr has

Fig. 3. Overview of the interrelationships between the inflammatory response to pathogens and
diseases and pathology with a covert inflammatory basis.
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shown that the balance in production between pro- and anti-inflammatory cytokines has
a more direct bearing on the outcome of infection and injury. For example, in sepsis,
plasma IL-6 concentrations were higher and IL-10 concentrations were lower in pa-
tients who died than in those who survived (Arnalich et al., 2000;Taniguchi et al., 1999).
A survey of over 400 patients admitted to hospital in the Netherlands with fever showed
that, independently of how the patients were clinically classified (positive blood cultures,
presence of endotoxin), those who subsequently died had a higher plasma IL-10:TNF-α
ratio than patients who survived (Van Dissell, van Langervelde, Westendorp, Kwappenberg,
& Frolich, 1998).

2.1.2. INTERACTION BETWEEN OXIDANT STRESS AND INFLAMMATION

Powerful oxidant molecules (e.g., superoxide, hydrogen peroxide, hypochlorous acid)
are produced as part of the inflammatory response. Their biological purpose is to destroy
invading microbes. However, these molecules also have the capacity to damage host
tissues and to increase the intensity of the inflammatory response. Clearly both of these
biological events can have adverse effects upon the host.

The oxidant molecules activate at least two important families of proteins in the host
that are sensitive to changes in cellular redox state. The families are nuclear transcription
factor κ B (NF-κB) and activator protein 1 (AP1). These transcription factors act as
“control switches” for biological processes, not all of which are of advantage to the
individual. NF-κB is present in the cytosol in an inactive form, by virtue of being bound
to an inhibitory unit I-κB. Phosphorylation and dissociation of I-κB renders the remain-
ing NF-κB dimer active. The dissociated I-κB is degraded, and the active NF-κB is
translocated to the nucleus, where it binds to response elements in the promoter regions
of genes. A similar translocation of AP1, a transcription factor composed of the
protooncogenes c-fos and c-jun, from cytosol to nucleus, also occurs in the presence of
oxidant stress. Binding of the transcription factors is implicated in activation of a wide
range of genes associated with inflammation and the immune response, including those
encoding cytokines, cytokine receptors, cell adhesion molecules, acute-phase proteins,
and growth factors (Schreck, Rieber, & Baeurerle, 1991) (Fig. 4 ). Activation of NF-κB
can be brought about by a wide range of stimuli including pro-inflammatory cytokines,
hydrogen peroxide, mitogens, bacteria and viruses and their related products, and ultra-
violet (UV) and ionizing radiations. The extent of activation of NF-κB will depend in part
upon the strength and efficiency of the antioxidant defenses of the body. These comprise
endogenous components such as glutathione (GSH) and enzymatic components of anti-
oxidant defenses, such as catalase, superoxide dismutase (SOD), and GSH peroxidase,
and dietary components that have antioxidant properties (e.g., vitamins C and E and
polyphenolic compounds). The influence of modulation of inflammation by these dietary
factors are dealt with later.

An unfortunate side effect of activation of NF-κB arises from the ability of the tran-
scription factor to activate transcription of the genes of some viruses, such as human
immunodeficiency virus (HIV) (Fig. 4). This sequence of events, in the case of HIV,
accounts for the ability of minor infections to speed the progression of individuals who
are infected with HIV towards acquired immunodeficiency syndrome (AIDS). Thus, if
antioxidant defenses are poor, each encounter with general infections results in cytokine
and oxidant production, NF-κB activation, and an increase in HIV replication. It is thus
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unfortunate that reduced cellular concentrations of GSH are a common feature of infec-
tions, including that from the HIV (Staal, Ela, & Roederer, 1992).

Oxidant damage to cells will indirectly create a pro-inflammatory effect by the pro-
duction of lipid peroxides. This situation may also lead to upregulation of NF-κB activity.

 As will be seen in later sections, genetic and dietary factors change the intensity of
the inflammatory response. Thus, although the inflammatory response has evolved to
ensure the survival of the human species, individuals may die as a result primarily of
the response to invasion rather than from the invasive agent itself.

2.2. Genetic Influences on the Intensity of the Inflammatory Process
2.2.1. GENOMIC EFFECTS ON CYTOKINE PRODUCTION

It has recently become apparent that single base changes (single-nucleotide polymor-
phisms [SNPs]), usually in the promoter region of genes responsible for producing the
molecules involved in the inflammatory process, exert a modulatory effect on the inten-
sity of inflammation. In vitro production of TNF-α by peripheral blood mononuclear
cells (PBMCs) from healthy and diseased subjects stimulated with inflammatory agents
shows remarkable individual constancy in males and postmenopausal females (Jacob et
al., 1990). This constancy suggests that genetic factors exert a strong influence. A number
of studies have shown that SNPs in the promoter regions for the TNF-α and lymphotoxin

Fig. 4. Gene products whose synthesis is enhanced following activation of transcription factors by
oxidant stress. NF-κB, nuclear factor κB; AP1, activator protein 1; IL-2, interleukin-2; HIV,
human immunodeficiency virus.
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(LT)-α genes are associated with differential TNF-α production (Allen, 1999; Messer et
al., 1991; Wilson et al., 1993). The TNF2 (A) and TNFB2 (A) alleles (at -308 and +252
for the TNF-α and LT-α genes, respectively) are linked to high TNF production, particu-
larly in homozygous individuals. The SNP in the LT-α gene (+252) is found in linkage
disequilibrium with major histocompatibility molecules HLA-A1, B8, DR3 (Messer et
al., 1991; Wilson et al., 1993). This genotype has also been reported to define a TNF “high
expresser” haplotype (Warzocha et al., 1998), in addition to modifying expression of LT-
α itself (Messer et al., 1991). A large body of research has indicated that SNPs occur in
the upstream regulatory (promoter) regions of many cytokine genes (Bidwell et al.,
2001). Many of these genetic variations influence the level of expression of genes and the
outcome from the inflammatory response. Both pro- and anti-inflammatory cytokines are
influenced by the differences in genotype (Allen 1999; Turner, Williams, & Sankeran,
1997). A number of SNPs that have been implicated in the outcome of inflammatory
stress are shown in Table 1.

2.2.2. GENOMIC EFFECTS ON INDUCTION OF OXIDANT MOLECULES

NF-κB is activated by oxidants and switches on many of the genes involved in the
inflammatory response (cytokines, adhesion molecules, and acute-phase proteins).
Enhancement of antioxidant defenses is important in protecting healthy tissues and in
preventing excessive activation of NF-κB by the oxidative cellular environment during
inflammation (Schreck et al., 1991). NF-κB upregulates cytokine and adhesion molecule
expression, increasing the risk of host damage (Jersmann, Hii, Ferrante, & Ferrante, 2001).

Genetic factors also influence the propensity of individuals to produce oxidant mol-
ecules and thereby influence NF-κB activation. Natural resistance-associated macroph-
age protein 1 (NRAMP1) has effects on macrophage functions, including TNF-α
production and activation of inducible nitric oxide synthase (iNOS), which occurs by

Table 1
Single Nucleotide Polymorphisms (SNPs) in Cytokine Genes Associated With Altered Levels
of Cytokine Productiona

Genotype associated with raised cytokine
Gene and location of polymorphism production and/or altered clinical outcome
in promoter region to inflammationb

Pro-inflammatory cytokines

TNF-α – 308 TNF-α – 308 A allele (TNF2)
LT-α + 252 LT-α + 252 AA (TNFB2:2)
IL-1β – 511 CT or TT
IL-6 – 174 G allelle

Anti-inflammatory cytokines

IL-10 – 1082c GG
TGF-1β�915 (arg-25-pro)c GG

TNF, tumor necrosis factor; LT, lymphotoxin; IL, interleukin; TGF, transforming growth factor; C,
cytosine; G, guanosine; T, thymidine, A, adenine.

aThe location of the polymorphism is indicated by the nucleotide position in the promotor region.
bPoor clinical outcome for pro-inflammatory cytokines.
cImproved clinical outcome for anti-inflammatory cytokines.
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cooperation between the NRAMP1, TNF-α, and LT-α genes (Ables et al., 2001). There
are four variations in the NRAMP1 gene, resulting in different basal levels of activity and
differential sensitivity to stimulation by inflammatory agents. Alleles 1, 2, and 4 are poor
promoters, whereas allele 3 causes high gene expression. Hyperactivity of macrophages,
associated with allele 3, is linked to autoimmune disease susceptibility and high resis-
tance to infection, whereas allele 2 increases susceptibility to infection and protects
against autoimmune disease (Searle & Blackwell, 1999).

As indicated earlier, a number of molecules suppress production of pro-inflammatory
cytokines and exert an anti-inflammatory influence. These include antioxidant defenses
and IL-10 (Chernoff et al., 1995; Espevik et al., 1987). Production is modulated by
genetic factors. There are at least three polymorphic sites (-1082, -819, -592) in the IL-
10 promoter that influence production (Perrey, Pravice, Sinnott, & Hutchinson, 1998).
SNPs also occur in genes encoding enzymatic components of antioxidant defenses, such
as catalase, SOD, and GSH peroxidase, which influence levels of activity (Chorazy,
Schumacher, & Edlind, 1992; Forsberg, Lyrenas, de Faire, & Morgenstern, 2001;
Mitrunen et al., 2001).

There is circumstantial evidence, that at an individual level, an inflammatory genotype
exists that can adversely effect the host. In a study of inflammatory lung disease caused
by exposure to coal dust, the TNF2 (LT-α�252 A) allele was almost twice as common
in miners with the disease than in those who were healthy (Zhai, Jetten, Schins, Franssen,
& Borm, 1998). Development of farmer’s lung from exposure to hay dust was 80%
greater in individuals with the TNF2 allele than in those without the allele (Schaaf,
Seitzer, Pravica, Aries, & Zabel, 2001). The TNF2 allele was also twice as common in
smokers who developed chronic obstructive pulmonary disease than in those who remained
disease-free (Sakao et al., 2001). In addition to disease progression, genetic factors have
important effects on mortality and morbidity in infectious and inflammatory disease.
During malaria, children who were homozygous for TNF2 had a sevenfold greater risk
of death or serious pathology than children who were homozygous for the TNF1 allele
(McGuire, Hill, Allsopp, Greenwood, & Kwiatkowski, 1994). In intensive-care patients
the occurrence of 1082*G high-producing allele for IL-10 was present in those who
developed multiorgan failure with a frequency of one-fifth of that of the normal popula-
tion (Reid, Hutchinson, Campbell, & Little, 1999). In sepsis, patients possessing the
TNF2 allele had a 3.7-fold greater risk of death than those without the allele, and patients
who were homozygous for the LT-α�252 A allele had twice the mortality rate and higher
peak plasma TNF-α concentrations than heterozygotic individuals (Mira et al., 1999;
Stuber, Peterson, Bokelmann, & Schade, 1996). The TNF2 allele also been found in
increased frequencies in systemic lupus erythromatosus, dermatitis hepetiformis, and
insulin-dependent diabetes mellitus and noninsulin-dependent diabetes mellitus (NIDDM)
(Jacob et al., 1990, Wilson, Clay, & Crane, 1995; Wilson, Gordon, & di Giovine, 1994).

Thus, it now appears that each individual possesses combinations of SNPs in their
genes associated with inflammation corresponding to inflammatory drives of differing
intensities when microbes or tissue injury are encountered. At an individual level this
may express itself as differing degrees of morbidity and mortality (Fig. 5). The strength
of the genomic influence on the inflammatory process may affect the chances of an
individual developing inflammatory disease, particularly if their antioxidant defenses are
poor. In addition to disease progression, genetic factors have important effects on mor-
tality and morbidity in infectious and inflammatory disease and following injury (Paolini-
Giacobino, Grimble, & Pichard, 2003).
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There are sex-linked differences in the influence of genotype on the inflammatory
processes. In general, males are more sensitive to the genomic influences on the strength
of the inflammatory process than females. In a study on LT-α genotype and mortality
from sepsis, it was found that men possessing a TNFB22 (LT-α�252 AA) genotype had
a mortality of 72% compared with men who were TNFB11 (LT-α�252 GG), who had
a 42% mortality rate. In female patients the mortalities for the two genotypes were 53%
and 33%, respectively (Schroder, Kahlke, Book, & Stuber, 2000). In a study on patients
undergoing surgery for gastrointestinal cancer, it was found that postoperative C-reactive
protein (CRP) and IL-6 concentrations were higher in men than in women. Multivariate
analysis showed that males possessing the TNF2 (TNF-α-308 A) allele had greater
responses than men without it. The genomic influence was not seen in females (Table 2)
(Grimble, Thorell, et al., 2003). Furthermore, possession of the IL-1-511 T allele was
associated with a 48% greater length of stay in hospital in old men admitted for geriatric
care (Table 3) (Grimble, Anderson, et al., 2003). Women were unaffected by these
genetic influences.

Paradoxically, with improvements in hygiene and vaccination programs against infec-
tious diseases, two major changes in public health and population characteristics have led
to a general increase in inflammatory stress in populations of industrialized countries in
the last half century. These are, respectively, an increase in the number of overweight and
obese subjects and an increase in longevity. We will now examine the mechanisms
underlying this phenomenon.

3. EVIDENCE FOR A LINK BETWEEN INFLAMMATION, OBESITY,
INSULIN INSENSITIVITY, AND ATHEROSCLEROSIS
FROM POPULATION STUDIES

It has been recognized for many years that there is a strong link between the “diseases
of affluence”—obesity, insulin sensitivity, and atherosclerosis. However, it is only quite
recently that the realization came that inflammation provided a link between the three

Fig. 5. Combined influences of single nucleotide polymorphisms in pro- and anti-inflammatory
cytokine genes in modulating the inherent strength of the inflammatory response to injury and
infection: the “inflammatory drive.”
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Table 2
Influence of TNF-α – 308 Polymorphism and Gender on the Inflammatory Response to
Surgery in Gastrointestinal Cancer Patients

Males (n = 65) Females (n = 56)

Duration of operation (min) 214 ± 125 (65) 172 ± 76 (56)
Blood loss (mL) 473 ± 521 (65) 258 ± 348 (54)
Peak CRP concentration (mg/mL)a 150 ± 81 (45) 126 ± 48 (38)
TNF-α�308

without A allele 132 ± 46 (33) 128 ± 57 (25)
with A allele 193 ± 116 (12)* 121 ± 37 (13)

Peak IL-6 concentration (pg/mL)b 467 ± 411 (31) 342 ± 310 (20)
TNF-α–308

without A allele 439 ± 402 (24) 362 ± 376 (15)
with A allele 676 ± 544 (7)* 315 ± 147 (5)

TNF, tumor necrosis factor; IL, interleukin; CRP, C-reactive protein.
a2 d postoperatively.
b1 d postoperatively.
*Significantly different from females with same genotype by multivariate analysis allowing for longer

operation time and greater blood loss; p � 0.013 and p � 0.027 for CRP and IL-6, respectively.
Means ± SD, values in parentheses are the number of patients.

Table 3
Influence of Genotype and Gender on Hospital Length of Stay and Survival in Geriatric Care
Patients (Mean Age 83 ± 7 yra)

Males (n = 50) Females (n = 39)

Hospital length of stay (days)

Patients with IL-1β – 511 CC genotype 9 ± 11 (9) 15 ± 7 (26)
Patients with IL-1β – 511 CT or TT genotype 14 ±  6 (13)* 14  ±  12 (28)

Survival posthospitalization (months)

Patients with TNFB11 or 12 genotype 21 ± 12 (11) 21 ± 15 (19)

Patients with TNFB22 genotype 10 ± 12 (10)* 22 ± 15 (28)

Patients with IL-1β – 511 CC genotype 27 ± 13 (9) 19 ± 15 (26)
Patients with IL-1β – 511 CT or TT genotype 14 ± 13 (16)* 25 ± 14 (28)

TNF, tumor necrosis factor; IL, interleukin; C, cytosine; T, thymidine; A, adenine; G, guanine.
aThe location of the polymorphism is indicated by the nucleotide position in the IL-1β and LT-α genes,

TNFB11 (GG), TNFB12(AG), TNFB22(AA) .
*Significantly different from value for same sex possessing the other genotype; p � 0.05 using Mann-

Whitney Test.
Means ± SD, values in parentheses are the number of patients.

biological phenomena (Fig. 3). Many studies have shown a clear link between obesity,
oxidant stress, and inflammation (Grimble 2002). The link may lie in the ability of
adipose tissue to produce pro-inflammatory cytokines, particularly TNF-α. There is a
positive relationship between adiposity and TNF production. A positive correlation
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between serum TNF-α production and body mass index (BMI) has been noted in
NIDDM patients and healthy women (Nilsson, Jovinge, Niemann, Reneland, & Lithell,
1998; Yaqoob, Newsholme, & Calder, 1999). Leptin has been shown to influence pro-
inflammatory cytokine production (Fig. 6). Thus, plasma triglycerides, body fat mass,
and inflammation may be loosely associated because of these endocrine relationships.

A number of population studies have been conducted to explore the extent and nature
of the relationship of inflammation to these diseases of affluence. The studies have
examined populations in which there is a high incidence of insulin insensitivity, such as
Pima Indians and individuals with a South Asian background.

TNF-α is overexpressed in adipose and muscle tissues of obese subjects compared
with tissues from lean individuals (Hotamisligl & Spiegelman. 1994). In a study of a
group of nondiabetic Pima Indians, employing the hyperinsulinemic euglycemic clamp
to assess insulin action, strong evidence of the links between inflammation, insulin
insensitivity, and obesity emerged. Plasma IL-6 was found to be related positively to
adiposity and negatively to insulin sensitivity. The investigators concluded that the
relationship between IL-6 and insulin action appeared to be mediated through adiposity
(Vozarova, Weyer, & Hanson, 2001).

A number of studies have looked at the extent of the interaction between insulin
insensitivity and inflammation by studying the extreme form of diabetes, type 1 diabetes
mellitus. A study assessed endothelial cell perturbation by measurement of von
Willebrand factor and tissue-plasminogen activator (t-PA), in type 1 diabetics who had
had the disease for <1 or >1 yr. Compared with normal subjects, children with diabetes

Fig. 6. Interaction between leptin and tumor necrosis factor (TNF) with adipose tissue mass, lipid
metabolism, and inflammation. TNF and leptin stimulate the immune system and adipose tissue,
respectively. Both also act on lipid metabolism and plasma triglyceride concentrations.
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for <1year had the highest concentrations of von Willebrand factor, indicating that
endothelial perturbation represents an early event in type 1 diabetes (Romano, Pomilio,
& Vigneri, 2001).

Studies that have attempted either to remove the cause of inflammation, to lower
plasma lipids, or improve insulin sensitivity have supported the hypothesis that inflam-
mation, insulin sensitivity, and atherosclerosis are intimately interlinked. When a study
of the potential anti-inflammatory effect of weight loss was conducted in obese women,
it was found that a 1 yr weight-reduction program resulted in lowering of plasma IL-6,
TNF-α, and adhesion molecule concentrations (Ziccardi, Nappo, & Giugliano, 2002).

3.1. Inflammation and Atherosclerosis
Since the 1990s large population studies have indicated that inflammation plays a key

role in cardiovascular disease (CVD) (Grimble, 1990; Ross, 1993). Periodontal disease
and other low-grade infections, such as Chlamydia pneumoniae infection, have been
linked closely with atherosclerosis. Development of atherosclerotic plaques to which mac-
rophages have already been recruited occurs by cytokines inducing hypertriglyceridemia
and hypercholesterolemia (Kol, Sukhova, Lichtman, & Libby, 1998; Saldeen & Rand
1998). Chlamydial infection induces production of TNF-α. The cytokine inhibits the
action of lipoprotein lipase, leading to changed lipid metabolism, elevation of serum
triglycerides, and a decrease in serum high-density lipoprotein (HDL) cholesterol, thereby
exerting an atherogenic influence (Armitage, 2000). In the Bruneck study, raised plasma
bacterial lipopolysaccharide (LPS) was associated with an increased rate of thickening
of the coronary artery intima. Smoking, a further inflammatory stress, exacerbated this
effect (Williet & Kiechl, 2000). LPS binds in human serum to both low-density lipopro-
tein (LDL) and HDL cholesterol and makes LDL cholesterol immunogenic or toxic to
endothelial cells. Thus, the link between specific infections and atherosclerosis may be
a nonspecific effect of chronic inflammation on the atherosclerotic process.

It is well recognized that alterations in plasma protein concentrations invariably occur
among the many metabolic changes that occur during inflammation. Proteins that
increase during inflammation (positive acute-phase proteins, e.g., CRP and fibrinogen)
and those that decrease (negative acute-phase proteins, e.g., serum albumin and retinol-
binding protein) are used to diagnose inflammation in population nutritional surveys. The
early indications that inflammation was involved in atherosclerosis came from the find-
ings that there were links between concentrations of positive and negative acute-phase
proteins in blood and CVD (Grimble, 1990). In the Bruneck study of a group of 826 40-
to 79-yr-old Italians, it was found that impaired glucose tolerance and, to a greater extent,
type 2 diabetes were strong independent predictors of advanced atherosclerosis (mea-
sured by high-resolution ultrasound of the carotid artery) (Bonora, Kiechl, & Oberhollenzer,
2000). A cross-sectional study of obesity, plasma CRP, fibrinogen, and carotid artery
intima media thickness (an index of atherosclerosis) in more than 1500 multiethnic
subjects showed a positive relationship between plasma CRP and body fat. Intima media
thickness was related to CRP and fibrinogen in men. The relationship was attenuated by
adjustment for BMI (Festa, D’Agostino, & Williams, 2001). A cross-sectional study of
more than 1800 men and women examined the link between elevated plasma CRP con-
centrations and prevalent CVD, ankle/brachial blood pressure, and carotid artery intima
media thickness. After adjustment for age and family type, there was a weak association
between CRP and intima media thickness in both sexes and with prevalent heart disease
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in women (Folsom, Pankow, & Tracy, 2001). A study on a Turkish population of 1046
individuals with low cholesterol concentration but a high prevalence of other risk factors
for coronary heart disease investigated whether CRP acted as a predictor of coronary
heart disease . Among the risk factors, only CRP and systolic blood pressure were inde-
pendent risk factors for CVD (Onat, Sansoy, & Yildirim, 2001). In a study in which CRP
concentrations and conventional risk factors for CVD in 500 healthy Indian Asians were
compared with values in a similar number of healthy European white subjects, CRP and
CVD risk factors were higher in the former group. However, differences were eliminated
when adjustment was made for central obesity and insulin resistance score (Chambers,
Eda, & Bassett, 2001). A study on a Brazilian population found that markers of inflam-
mation correlated with components of the metabolic syndrome—cardiovascular and
diabetes risk factors, insulin resistance, and central obesity (Duncan & Schmidt, 2001).
In a study of 574 healthy elderly subjects in the Netherlands, acute-phase proteins, soluble
adhesion molecules, IL-6, and insulin were measured and associated with cholesterol and
obesity. The association between insulin, obesity, and cholesterol was as strong as between
insulin, acute-phase proteins, and adhesion molecules (Hak, Pols, & Stehouwer, 2001).

3.2. Inflammation and Insulin Insensitivity

Insulin insensitivity occurs as part of the normal inflammatory response to pathogens.
During inflammation the secretion of catabolic hormones, which enhances muscle pro-
tein breakdown and glutamine release, will oppose insulin action. Paradoxically, how-
ever, although insulin insensitivity may initially exert a beneficial effect during the
response to infection and injury, it has an adverse influence in chronic disease processes.

Glucose and glutamine act as major fuels for immune cells during the normal
response to infection. Large increases in glucose and glutamine utilization by immune
cells occur during the response to infection and injury (Spitzer, Bagby, Meszaros, &
Lang, 1988, 1989). Studies in rats given LPS and observations in patients with sepsis
show that the flow of amino acids into the circulation increases and gluconeogenesis is
enhanced under the influence of pro-inflammatory cytokines. An insulin-insensitive
state will reduce glucose uptake by tissues in which the process is insulin dependent
(muscle), thereby increasing availability to tissues in which the process is not insulin
dependent (immune tissue).

A study in the United States investigated whether elevated plasma IL-6 and CRP was
associated with the development of type 2 diabetes mellitus in more than 27,000 healthy
women. In the 4-yr follow-up period, 188 women developed type 2 diabetes. For these
women, baseline IL-6 and CRP were higher than in controls. The relative risk of future
type 2 diabetes in women between the highest and lowest quartiles of these inflammatory
markers was 7.5 for IL-6 and 15.7 for CRP (Pradhan, Manson, & Rifai, 2001) These data
suggest a possible role for inflammation in diabetogenesis. Furthermore, data collected
from the Third National Health and Nutrition Examination Survey (NHANES III) in the
United States provide further evidence for a possible role of inflammation in insulin
resistance and glucose intolerance. More than 2500 men and women were studied for
associations between plasma CRP, fasting insulin, glucose, and glycosylated hemoglo-
bin (HbA1c). Elevated CRP was associated with higher insulin and HbA1c in both sexes
and with raised glucose in women (Wu, Dorn, & Donahue, 2002). A study on the link
between CRP, central adiposity, and fasting glucose and insulin in more than 200 healthy
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Italian women showed an independent relationship of adiposity to insulin resistance and
CRP concentrations (Pannacciulli, Cantatore, & Minenna, 2001).

In a review, Nishimura and Murayama (2001) discussed the possibility that treatment
of periodontal infection may improve insulin sensitivity. Their conclusions about the
efficacious effect of an anti-infective approach are supported by a study in which 13 type
2 diabetic patients with periodontal disease were given antimicrobial treatment with
minocycline. Blood TNF-α concentrations and glycosylated hemoglobin decreased
(Iwamoto, Nishimura, & Nakagawa, 2001). Conversely, improvement in insulin sensi-
tivity exerted an anti-inflammatory effect. A group of 18 hyperlipidemic patients and 20
normolipidemic controls who were insulin resistant and hypertriglyceridemic with low
HDL cholesterol concentrations and raised TNF-α production and plasma IL-6 and
fibrinogen concentrations were studied. All subjects were treated with the lipid-lowering
drug bezafibrate. The drug normalized all parameters.The drug thus exerts an anti-inflam-
matory effect associated with its ability to normalize lipid metabolism and insulin sensitiv-
ity (Jonkers, Mohrschladt, & Westendorp, 2002). In an in vitro study on a lung epithelial
cell line, the oral hypoglycemic agent thiazolidinedione exerted an anti-inflammatory
influence by suppressing production of monocyte chemoattractant protein (MCP-1)
(Momoi, Murao, & Imachi, 2001).

3.3. Mechanisms for the Link Between Inflammation and Insulin Insensitivity
It can be concluded from the studies reported in the above sections that inflammation

is closely linked to obesity, CVD, insulin insensitivity, and diabetes mellitus. Although
this interaction is a relatively novel concept, it has been known for many years that these
diseases are interlinked and that insulin insensitivity is a common factor in their pathol-
ogy. A number of recent studies have examined the mechanisms underlying the link
between inflammation and the conditions and diseases in which insulin insensitivity
plays a part (Fig. 3).

A difficult question to address is whether chronic inflammation leads to a condition
of insulin insensitivity and associated diseases, or whether insulin insensitivity, which is
associated with obesity, diabetes, and atherosclerosis, brings about a condition of chronic
inflammatory stress. Many studies suggest that the former is more likely to be the case.
Reviews have highlighted the risk of inflammation and infection of atherosclerotic
plaques associated with poor diabetic control and the importance of elevated nonesterified
fatty acid concentrations, glucocorticoids, and low-grade inflammation as causative
agents in atherosclerosis and insulin insensitivity (Bell, 2000; Corry & Tuck, 2001). A
study on type 2 diabetes mellitus patients determined the extent to which PBMCs con-
tributed to oxidative stress and inflammation. A linear correlation between HbA1c and
superoxide release was found. The authors concluded that type 2 diabetes mellitus is
accompanied by priming of PBMCs and increased self-necrosis. The necrosis may start
a chain of events that results ultimately in oxidant stress and endothelial dysfunction
(Shurtz-Swirski, Sela, & Herskovitis, 2001). In a study on Pima Indians, who are char-
acterized by high incidence of obesity and insulin resistance but not atherosclerotic
disease, CRP, ICAM-1, and secretory phospholipase A2 are correlated with body fat but
not E-selectin and von Willebrand factor. In addition to showing that markers of inflam-
mation increase with adiposity, the study showed that markers of endothelial dysfunction
increase in proportion to insulin resistance and inflammation (Weyer, Yudkin, &
Stehouwer, 2002). A further study on Pima Indians examined whether a raised white
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blood cell count predicted a worsening of insulin action, insulin secretory function, and
the development of type 2 diabetes. A high white blood cell count predicted the devel-
opment of diabetes with a relative risk of 2.7 when adjusted for age and sex (Vozarova,
Weyer, & Lindsay, 2002).

TNF-α has been shown to play a key role in mediating insulin resistance as a result of
obesity in patients and in numerous rodent models of obesity—diabetes syndromes
(Hotamiligil & Spiegelman, 1994). Multiple mechanisms have been suggested to ac-
count for these metabolic effects of TNF-α. These include the downregulation of genes
that are required for normal insulin action, direct effects on insulin signaling, induction
of elevated plasma free fatty acids via stimulation of lipolysis, and negative regulation
of PPAR-γ, an important insulin-sensitizing nuclear receptor (Moller, 2000). The induc-
tion of insulin resistance is mediated through its ability to produce serine phosphorylation
of insulin receptor substrate (IRS)-1, decreasing the tyrosine kinase activity of the insulin
receptor (Hotamisligil, Budavari, Murray, & Spiegelman, 1994). Neutralization of TNF-α in
obese fa/fa rats by intravenous administration of a soluble TNF receptor immunoglobulin G
chimeric protein substantially improved insulin sensitivity and restored the tyrosine
kinase activity in fat and muscle (Hotamisligil et al., 1996). In an in vitro study using 3T3-
L1 adipocytes, TNF-α was shown to induce sustained suppressor of cytokine signaling
protein 3 (SOCS-3) production. SOCS-3 has been shown to decrease insulin-induced
IRS1 tyrosine phosphorylation and its association with the p85 regulatory subunit of
phosphatidylinositol-3 kinase (Emanuelli, Peraldi, & Filloux, 2001). These observations
therefore suggest that SOCS-3 may be a key mediator in the development of insulin
sensitivity during inflammation.

Obesity is associated with insulin resistance, particularly when body fat has a central
distribution. While elevated plasma leptin concentrations are associated with obesity,
some studies have suggested that insulin sensitivity is an additional determinant of cir-
culating leptin concentrations. Leptin is produced by adipose tissue in proportion to
adipose tissue mass and is a pleiotropic molecule. In addition to playing a role in appetite
and adipose tissue regulation, leptin influences immune functions. Leptin concentrations
increase acutely during inflammation and regulate T-cell responses, polarizing T-helper
(Th) cells toward a Th1 phenotype. Thus, increased leptin production during obesity, may
exert a pro-inflammatory influence (Faggioni, Feingold, & Grunfeld, 2001). Further
complexity is added to the concept of a link between insulin sensitivity, inflammation,
and obesity by the results of a study of 268 individuals selected from the Health Profes-
sionals follow-up study in the United States (Chu, Spiegelman, & Hotamisligil, 2001).
In the study plasma insulin, leptin, and soluble TNF receptor (sTNF-R, an index of TNF-
α production) concentrations were measured and correlated with BMI and the CVD risk
factors insulin, triglyceride, t-PA antigen levels, and apolipoprotein (Apo)-A1. In a
multivariate regression model controlling for age, smoking, alcohol intake, physical
activity, and diet, BMI was inversely associated with HDL cholesterol and Apo-A1 and
positively associated with trigyceride, Apo-B, and t-PA antigen levels. The associations
between BMI and these CVD risk factors were only slightly changed after adjusting for
leptin and/or sTNF-R, but were substantially attenuated after controlling for insulin
levels. These data suggest that the association between obesity and biological predictors
of CVD may be mediated through changes in plasma insulin, rather than leptin or sTNF-R
levels, and that insulin may be exerting an anti-inflammatory effect. (Cnop, Landchild, &
Vidal, 2002).
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3.4. Genomic Influences on Interrelationships Between Inflammation,
Insulin Sensitivity, and Obesity

Genetic factors may play a part in the interaction between inflammation, insulin insen-
sitivity, and obesity. NF-κB is an important mediator of inflammation by increasing
transcription of a range of genes central to the inflammatory process (cytokines, adhesion
molecules, acute-phase proteins). SNPs in the NF-κB gene were investigated in a group
of 217 type 1 diabetic patients and compared with gene frequencies in 111 normal con-
trols. It was found that there was a higher frequency of allele 138 bp (A10) (high bio-
activity) and a lower frequency of allele 146 bp (A14) (less bioactive) in diabetics than
in controls. Genotype may thus contribute to inflammatory stress in diabetes mellitus
(Hegazy, O’Reilly, & Yang, 2001). NF-κB may also provide an important focus for
PPAR-γ action, because it has been shown in a number of studies that PPAR-γ in com-
bination with retinoid X receptor is able to inhibit NF-κB activation (Wada, Nakajima,
& Blumberg, 2001; Fruchart, Staels, & Duriez, 2001; Debril, Renaud, Fajas, & Auwerx,
2001). It is interesting to note that the n-3 polyunsaturated fatty acids (PUFAs), found in
abundance in fish oil, are PPAR-γ agonists, raising the possibility that the oil may exert
its anti-inflammatory effects partly via this mechanism.

In an investigation of cytokine production in 139 healthy males, the author found that
in the study population as a whole there were no statistically significant relationships
between BMI, plasma fasting triglycerides, and the ability of PBMCs to produce TNF-α.
However, individuals with the LT-α�252 AA genotype (associated with raised TNF pro-
duction) showed significant relationships between TNF production and BMI and fasting
triglycerides (Fig. 7). Thus, despite the study population being comprised of healthy
subjects, within that population were individuals with a genotype that resulted in an
“aged” phenotype as far as plasma lipids, BMI, and inflammation were concerned
(Paolini-Giacobino et al., 2003).

4. AGE-RELATED INCREASE IN OXIDATIVE
AND INFLAMMATORY STRESS

4.1. Inflammation and Immune Function in the Elderly
It is well known that the incidence of diseases of affluence and recognizable inflam-

matory diseases, such as rheumatoid arthritis, increase with aging. Are these phenomena
an unfortunate side effect of maturity, or is there a common mechanism that determines
the appearance of these diseases patterns in the elderly?

Paradoxically, aging is associated with a decline in T-lymphocyte function and an
increase in inflammatory stress. A number of elements of the chronic inflammatory
response are apparent in otherwise healthy elderly subjects. The elements of the response
include muscle protein loss, a rise in plasma acute-phase protein concentrations, and a
decrease in plasma zinc. An age-related increase in IL-6 concentration has been found in
serum, plasma, and supernatants of mononuclear blood cell cultures from apparently
healthy elderly people and centenarians (Fagiolo et al., 1993; Baggio, Donnazzan, Monti,
& Mari, 1998; Ershler & Kerller, 2000). Because IL-6 is a pleiotropic cytokine capable
of regulating proliferation, differentiation, and activity of a variety of cell types (Ershler
& Kerller, 2000) and plays a pivotal role in neuroendocrine and immune system homeo-
stasis, it is not surprising that the rise in production of pro-inflammatory cytokines might
have long-term pathological effects (Bethin, Vogt, & Muglia, 2000). Increases in serum
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levels of this cytokine have also been found as early as at 30–40 yr of age (Mysliwska,
Bryl, Foerster, & Mysliwski, 1998), particularly in men (Young, Skibinski, Mason, &
James, 1999). Population studies have shown that the magnitude of increase in the con-
centration of IL-6 is a reliable marker for functional disability and a predictor of mortality
in the elderly (Ferrucci, Harris, Guralnik, & Tracy, 1999; Harris, Ferrucci, Tracy, &
Corti, 1999). Antioxidant status may decline with age (Nuttall, Dunne, Kendall, & Martin,
1999) and may thus be linked to increased TNF-α production (Kudoh, Katagai, Takazawa,
& Matsuki, 2001; Rink, Cakman, & Kirchner, 1998).

An enhanced capacity for the release of pro-inflammatory cytokines by white blood
cells may contribute to the pathogenesis of ischemic stroke. Grau et al. (2001) investi-
gated the LPS-induced release of IL-1β, IL-6, IL-8, and TNF-α in whole blood from
patients with a history of ischemic stroke under the age of 50 and age- and sex-matched
healthy control subjects. Release of IL-8 was significantly higher in young stroke patients
than in control subjects (Grau et al., 2001).

Fig. 7. Relationships between TNF production, BMI and fasting triglycerides, and the ability of
PBMCs to produce TNF-α in the study populations: (A) all subjects irrespective of genotype, (B)
individuals with the LT-α�252 AA genotype, associated with raised TNF production. NS, non-
significant relationship; BMI, body mass index; PBMCs, peripheral blood mononuclear cells. The
number of subjects is shown in parentheses; the correlations were examined by Spearman’s rank
correlation.
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The question of whether aging is associated with chronic elevation of cytokine produc-
tion or whether an increased capacity for cytokine production following the normal
inflammatory challenges of life develops during aging is an interesting one to consider.
Insight into this issue can be gained from the response to surgery where an inflammatory
stimulus is applied at a defined moment in time, making it easy to follow the subsequent
response. Ono, Aosasa, Tsujimoto, Ueno, and Mochizuki (2001) investigated the age-
related changes in the inflammatory response in patients with gastric cancer undergoing
distal gastrectomy. Patients were divided into two groups: >75 yr of age (elderly group)
and �75 years of age (young group). Serum IL-6 concentrations, TNF-α production and
CD11b/CD18 expression by monocytes, and the postoperative clinical course were com-
pared between the two groups to assess the inflammatory response to surgery. TNF-α
production by LPS-stimulated monocytes and CD11b/CD18 expression on monocytes
were significantly higher in the elderly than in the young group. Moreover, serum IL-6
concentrations on the first postoperative day in the elderly group were significantly
higher than those in the young group.

Paradoxically, both loss of body weight and lean tissue and obesity are found in elderly
populations. Is there, therefore, a link between this phenomenon and increased levels of
inflammation?

4.2. Loss of Lean Tissue During Aging

The loss of muscle mass and strength that occurs with aging is described clinically as
sarcopenia (Rosenberg, 1989; Roubenoff, 2001). It is an important contributor to the
development of frailty and functional impairment during aging. It is well established that
aging is associated with a significant decline in muscle strength that becomes function-
ally important by the seventh decade of life. The relationship between chronic inflamma-
tion owing to disease during aging and the prevalence of low body mass are well illustrated
in rheumatoid arthritis. In a study on patients with rheumatoid arthritis, the loss of body
mass was greater for lean tissue than fat, with over 50% of the rheumatoid group falling
into the lowest 10th percentile of a reference population for skeletal muscle mass assessed
from the upper arm muscle area. In female patients there was a significant correlation
between reduced fat-free mass and two indicators of inflammatory stress—erythrocyte
sedimentation rate and plasma CRP concentration (Munro & Capell,1997). Clinical and
animal studies show a relationship between raised plasma cytokine concentrations and
low muscle mass. Visser et al. (2002) investigated whether markers of inflammation are
associated with muscle mass and strength over a time course of several years in over 3000
healthy well-functioning black and white elderly persons (70–79 yr). Mid-thigh muscle
cross-sectional area , appendicular muscle mass, and muscle strength were assessed.
Plasma concentrations of IL-6 and TNF-α were also measured. Higher cytokine concen-
trations were associated with lower muscle mass and lower muscle strength. The most
consistent relationship across the gender and race groups was observed for IL-6 and grip
strength. When an overall indicator of elevated cytokine production was created by
combining the concentrations of IL-6 and TNF-α, with the exception of white men,
elderly persons having high concentrations of IL-6 (>1.80 pg/mL) as well as high levels
of TNF-α (>3.20 pg/mL) had a smaller muscle area, less appendicular muscle mass, and
lower muscle strength compared to those with low levels of both cytokines. Thus, raised
plasma concentrations of IL-6 and TNF-α are associated with lower muscle mass and

25_Grim_387_426_F 6/22/05, 11:49 AM404



Chapter 25 / Nutrition and Inflammatory Stress 405

lower muscle strength in well-functioning older men and women as well as those suffer-
ing frank inflammatory disease.

Nutrient intake is clearly another important determinant of lean body weight and fat
mass and may play a part in the decline in lean tissue with age as well as an increase in
inflammatory stress. A recent survey of 40,000 subjects in 88 communities in NHANES
III in the United States also included a survey of about 5000 elderly people ranging in age
from 60 to 69 yr, 70 to 79 yr, and 80� yr (Marwick, 1997). The report indicated that the
median intake of total energy was in general lower than the recommended 2300 kcal for
men and 1900 kcal for women (Marwick, 1997).

4.3. The Link Between Obesity, Aging, and Inflammatory Stress

Chronic inflammation is either a causative agent or a closely associated process in the
pathology of obesity, insulin insensitivity, and atherosclerosis.The incidence of these
conditions increases with aging. A fundamental question is which precedes the other—
the general increase in inflammation or the development of diseases with overt and covert
inflammatory bases? This “chicken-and-egg” question is difficult to answer. However,
examination of data from studies conducted in elderly populations may throw some light
on the answer to this conumdrum.

There are at least two potential mechanisms for the higher level of chronic inflamma-
tion observed in elderly than in younger subjects. The first of these is that the elderly are
experiencing a higher level of asymptomatic urinary infection. This possibility was stud-
ied in 40 consecutive patients (70–91 yr) admitted to the hospital for functional disability.
Patients were examined for the presence or absence of bacteria in the urine. Twenty
subjects had a positive urine culture, and 20 sex- and age-matched subjects had a negative
urine culture. Inclusion criteria were temperature <37.8°C, no clinical signs of infection,
and no current antibiotic treatment. Patients with asymptomatic bacteriuria had signifi-
cantly increased levels of TNF receptors and a higher number of neutrophils in the blood
compared to the group without bacteriuria. Thus, the study provides some support for the
hypothesis that asymptomatic urinary infections are associated with low-grade inflam-
matory activity in frail, elderly subjects (Prio, Bruunsgaard, Roge, & Pedersen, 2002).

A second potential mechanism resides in endocrine changes during aging. In aging,
dysregulation of secretion of hormones that come under the regulation of the hypotha-
lamic–pituitary–adrenal axis may occur. This may have an effect on the regulation of
cortisol secretion, as mentioned earlier. Cortisol is important as an anti-inflammatory
agent. The effect of aging on glucocorticoid sensitivity of pro-inflammatory cytokine
production was examined in elderly men, testosterone-treated elderly men, and young
controls. Stress-induced increases in cortisol did not differ significantly between experi-
mental groups, but glucocorticoid sensitivity increased significantly in young controls
and testosterone-treated elderly men, whereas a decrease was found in untreated elderly
men. As the increase in glucocorticoid sensitivity after stress serves to protect the indi-
vidual from detrimental increases of pro-inflammatory cytokines, the disturbed mecha-
nism in elderly men may result in an increase in inflammatory stress (Rohleder, Kudielka,
Hellhammer, Wolf, & Kirschbaum, 2002).

There is now a large body of evidence suggesting that the decline in ovarian function
with menopause is associated with spontaneous increases in pro-inflammatory cytokine
production. As mentioned earlier, studies in men and postmenopausal women indicate a
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remarkable individual constancy in the ability of PBMCs to produce TNF-α ex vivo, and
genetic determinants underlie this constancy. However in premenopausal women pro-
duction is highly variable at an individual level, indicating how ovarian hormones are
able to override the influence of genotype (Jacob et al., 1990). The exact mechanisms by
which estrogen interferes with cytokine activity are still incompletely known but may
include interactions of the estrogen receptor with other transcription factors, modulation
of nitric oxide activity, antioxidative effects, plasma membrane actions, and changes in
immune cell function. Experimental and clinical studies also strongly support a link
between the increased state of pro-inflammatory cytokine activity and postmenopausal
bone loss (Pfeilschifter et al., 2002).

4.4. Influence of Genotype on Inflammation and Aging
Recent evidence indicates the presence of SNPs, associated with the strength of the

inflammatory response, affects longevity. Human longevity may be directly correlated
with optimal functioning of the immune system. Therefore, it is likely that one of the
genetic determinants of longevity resides in polymorphisms for genes influencing the
activity of the immune system.

It has been estimated that up to 7000 variations in the genome contribute to life span
(Martin, 1997). Those contributing to loss of muscle and bone mass during aging are
related to the inflammatory process and include pro- and anti-inflammatory cytokines
and their receptors.

Studies in mice have shown that the genes controlling the major histocompatibility
complex (MHC), known to control a variety of immune functions, are associated with
differences in the life span of different strains of mice, but a major difference between
observations in mice and humans is that the latter have a lifetime experience of exposure
to pathogens, whereas for laboratory animals this exposure is kept to a minimum. Thus,
although HLA studies in mice of different genotypes may be interpreted to support
studies of MHC effects on longevity in humans, in mice the association may be by way
of altered susceptibility to lymphomas, whereas in human beings the effect on longevity
is likely to be via an altered response to pathogens and susceptibility to infectious disease.

A number of cross-sectional studies have examined the role of HLA genes on human
longevity by comparing HLA antigen frequencies between groups of young and elderly
persons. Conflicting findings have been obtained. When this topic was reviewed (Caruso
et al., 2001), it was concluded that in humans there may be an association between
longevity and some HLA-DR alleles or the HLA-B8,DR3 haplotype. These genotypes
are involved in the antigen nonspecific control of immune response, in other words, the
component of immune function associated with inflammation and cytokine biology.

Recent evidence indicates that presence of SNPs in certain pro- and anti-inflammatory
cytokine genes influences life span. When 700 individuals between 60 and 110 yr of age
were studied, it was noted that not only was plasma IL-6 concentration positively related
to age but individuals with a SNP in the promoter region of the IL-6 gene, which predis-
poses to high levels of production of the cytokine (-174 GG), decreased in frequency with
age. The effect was seen in men but not in women (Bonafè, Olivieri, & Cavallone, 2001).
Although men with SNPs made up 58% of the 60- to 80-yr-old age group, the percentage
fell to 38% in subjects <99 years of age. Conversely, one of three SNPs in the IL-10 gene
(-1082 GG), which is closely linked to higher production of the anti-inflammatory
cytokine IL-10 (Hutchinson, Pravica, Hajeer, & Sinnott, 1999; Turner et al., 1997), was
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found in higher proportions in male centenarians than in younger controls (58 vs 34%).
In females this genotype exerted no effect upon longevity (Lio et al., 2002). Thus, it
would appear that genetic characteristics that might influence the balance between pro-
and anti-inflammatory cytokines influence mortality in men but not in women (Franceschi
et al., 2000). A study on SNPs that influence interferon (IFN)-γ production further rein-
forces the concept that possession of a genotype that predisposes to a raised pro-inflamma-
tory status is not compatible with a long life span (Lio et al., 2002). In women, possession
of the A allele, which is associated with low production of IFN-γ, significantly increased
the possibility of reaching old age. It might be concluded that possession of high-produc-
ing alleles of the IL-10 is universally protective against morbidity as well as mortality.
Possession of a genotype that results in low levels of IL-10 production (-1082 AA)
increases the risk of developing inflammatory diseases (Hajeer, Lazanes, & Turner,
1998; Huizinga, Keijsers, & Yanni, 2002; Tagore, Gonsalkorale, & Pravica, 1999).
However, as already mentioned, in a large survey of hospital admission in the Netherlands,
patients with raised IL-10:IL-6 ratios had higher mortality rates (Van Dissel et al., 1998).

Not all studies implicate cytokine gene SNP in longevity. Cytokine gene polymor-
phisms at IL-1α, IL-1β, IL-1RA, IL-6, IL-10, and TNF-α were measured in 250 Finnish
nonagenarians (52 men and 198 women) and in 400 healthy blood donors (18–60 yr) used
as controls. No statistically significant differences were found in the distribution of
genotype, allelic frequencies, and A2+ carrier status between nonagenarians and younger
controls (Wang, Hurme, Jylha, & Hervonen, 2001).

In a review on the different impact of genetic factors on the probability of reaching old
age, Franceschi et al. (2000) concluded from studies conducted in Italy that emerging
evidence (regarding mtDNA haplogroups, thyrosine hydroxylase, and IL-6 genes) sug-
gests that female longevity is less dependent on genetics than male longevity and that
female centenarians are more likely to have had a healthier lifestyle and more favorable
environmental conditions than males. However, a recent study conducted by our group
suggests that although a pro-inflammatory genotype may be disadvantageous to elderly
males, it may confer a survival benefit in females. Subsequent survival was studied in 79
elderly geriatric patients (87 ± 7 yr) after a period of hospitalization for a range of
conditions necessitating geriatric care. Although women possessing a pro-inflammatory
genotype (TNF-α–308 A allele or IL-6–174 GG) had improved 3 yr survival rates, men
possessing pro-inflammatory genotypes (IL-1β-511 T allele or LT-α +252 AA) had
shortened survival rates (Grimble, Thorell, et al., 2003) (Table 3).

5. THE POTENTIAL FOR MODULATION OF THE INFLAMMATORY
RESPONSE BY IMMUNONUTRITION

As outlined in the preceding sections, the inflammatory response, although essential
for survival in the presence of pathogens, can exert deleterious effects on the host.The
clear need to find ways of modulating cytokine production and other aspects of inflam-
mation has fostered the research area of immunonutrition.

In a clinical context the purpose of immunonutrition is to find nutritional means of
altering the patient’s inflammatory response to infection and injury, from the detrimental
to the beneficial side of the pivot on which an individual undergoing a response is
positioned. While inflammation may be exerting deleterious effects most obviously in
patients, people on the borderline of health and disease living in the general population
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may also require nutritional modulation of ongoing inflammatory processes. During the
last 20 years the pace of evolution of immunomodulatory feeds and intravenous solutions
has accelerated. These products contain combinations of a number of components to
which various functional attributes are ascribed them (Table 4) (Grimble, 2001a).

Many studies have indicated that n-3 polyunsaturated fatty acids (PUFAs), glutamine,
arginine, sulfur amino acids, and nucleotides are all potentially capable of shifting the
balance from a disadvantageous to an advantageous response to infection and injury. The
examples used here are illustrative rather than comprehensive. A number of studies
indicate that improvement of antioxidant status is associated with an increase in cellular
aspects of immune function. Meta-analyses have been conducted on the efficacy of
immunonutrients that influence antioxidant status. In clinical trials, indices such as infec-
tion rates, mortality rates, and length of stay are often measured in the absence of func-
tional and biochemical aspects of the response, such as T-cell function, cytokine
production, and antioxidant status, and vice versa, giving a rather incomplete picture of
the mechanisms of any observed effects of immunonutrition. However, Beale, Bryg, &
Bihari (1999), in a meta-analysis of 12 studies containing more than 1400 patients receiv-
ing enteral immunonutrition, observed that although there was no effect upon mortality,
there were significant reductions in infection rates, time spent on a ventilator, and length
of hospital stay. While this finding indicates that immunonutrition may be useful in
modulating the inflammatory process in patients experiencing severe inflammation, the
consistency of the effects observed was disappointing.

There are at least three major reasons why it is difficult to demonstrate a consistent
effect. First, patients used as the subjects of clinical trials of immunonutrients will con-
stitute a diverse population—different ages, at different stages of a disease process, and
undergoing complex clinical treatment in addition to nutrient therapy. Second, patients
will have differing genetic backgrounds that will influence the intensity of the inflamma-
tory and immune responses they are undergoing. This issue is dealt with below. Third,
nutrients may exert paradoxical effects, as illustrated by the findings of the first obser-
vations of the effects of fish oil on cytokine production in healthy subjects. The findings
of Endres et al. (1989) that a daily supplement of 18 g/d of fish oil given to nine young
men for 6 wk was able to reduce ex vivo production of IL-1 and TNF-α by LPS-stimulated
PBMCs aroused great interest in fish oil as an anti-inflammatory nutrient. This perception
was supported by a large amount of animal data. However, Endres’ data showed a wide
variability in the effect of the fish oil supplements. The standard deviations of the mean
for IL-1β and TNF-α production were 59 and 51%, respectively. This indicates that
cytokine production could have risen or fallen as a consequence of taking the supplement.

Table 4
Nutrients Commonly Used in Immunonutrient Supplements and Their Potential Mode
of Action

• n-3 polyunsaturated fatty acids: act as anti-inflammatory agents and reverse immunosuppression
• Sulfur amino acids and their precursors: enhance antioxidant status via GSH synthesis
• Glutamine: nutrient for immune cells, improves gut barrier function, precursor for GSH
• Arginine: stimulates nitric oxide and growth hormone production, improves helper T-cell

numbers
• Nucleotides: RNA and DNA precursors, improve T-cell function
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The effects of supplementing 116 healthy young men with 6 g/d of fish oil for 12 wk, on
TNF-α production by PBMCs stimulated with endotoxin have been studied in the author’s
laboratory. It was found that 51% of subjects experienced a fall in production and 49%
a rise. Although the ability of fish oil to increase TNF-α production is at first sight
paradoxical, earlier work of Dinarello, Bishai, Rosenwasser, and Coceani (1984) and
Kunkel, Remick, Spengler, and Chensue (1987) indicated that fish oil could potentially
change cytokine production in either direction. What mechanisms could result in this
divergent effect? Inflammation will result in activation of phospholipase A2, which
releases arachidonic acid (AA) (C20:4 n-6) from the cell membrane for prostaglandin E2
(PGE2 ) or leukotriene B4 (LT B4 ) synthesis. The in vitro studies (Kunkel et al., 1987)
showed that PGE2 suppressed TNF-α production, whereas LTB4 had the opposite effect
(Dinarello et al., 1984). . Fish oil is rich in eicosapentaenoic acid (C20:5 n-3), which will
replace AA in the cell membrane and results in the production of PGE3 and LT B5. PGE3
and LT B5 are considerably less potent than the corresponding compounds produced
from AA, and thus dietary fish oil may lessen the inhibitory influence of PGE2 or the
stimulatory influence of LTB4 on TNF-α production, resulting in a potential increase or
decrease, respectively, in production of the cytokine. Fish oil could thus result in an
inflammatory cytokine response, which could fall on either side of the pivot.

5.1. Immunomodulation by Enhancement of Antioxidant Defenses
The response to bacterial invasion of the body, or injury, contains a paradox. Although

the inflammatory response and the T-cell response both play a part in defeating the
invader, the inflammatory response may in some clinical circumstances exert an inhibi-
tory influence on T-cell function. In severely infected or traumatized patients, an enhanced
inflammatory state occurs, which is associated with immunosuppression. In vitro studies
support this inverse relationship. PBMCs taken from healthy young subjects and incu-
bated with GSH show decreased PGE2 and LTB4 production (reduced inflammation)
and an increase in mitogenic index and IL-2 production (enhanced immune function)
(Wu, Meydani, Sastre, Hayek, & Meydani, 1994).

Thus, enhancement of antioxidant defenses reduces the likelihood of the inflammatory
response suppressing T-cell function (Grimble, 1997, 2001b). Although all antioxidants
are important owing to the linked nature of antioxidant defense (Fig. 8), GSH plays a
pivotal role as it acts directly as an antioxidant and maintains other components of
defense in a reduced state through enzymic conversion between the oxidized and reduced
states. Various compounds can be used to increase GSH synthesis (Fig. 9). N-Acetyl
cysteine (NAC) and the GSH prodrug oxothiazalidine-4-carboxylate (procysteine) have
been used in a number of clinical studies. Tissue GSH content is also influenced by
protein and sulfur amino acid intake. Unfortunately, surgery, a wide range of diseases that
have an inflammatory component, and aging and protein energy malnutrition decrease
GSH concentration in blood and other tissues (Boya et al., 1999; Loguercio et al., 1999;
Luo, Hammarqvist, Anderson, & Wernerman, 1996; Micke, Beeh, Schlaak, & Buhl,
2001; Nuttal et al., 1999; Reid et al., 2000) (Table 5). Within 24 h of elective abdominal
surgery, muscle GSH content falls by >30%. Values return to normal 72 h postopera-
tively. A smaller perturbation in blood GSH occurs over a shorter time course.

Modification of the GSH content of liver, lung, spleen, and thymus in young rats by
feeding diets containing a range of casein (a protein with a low sulfur amino acid content)
concentrations changed immune cell numbers in lung (Hunter & Grimble, 1994). It was
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Fig. 8. The interlinked nature of the antioxidant defenses.

Fig. 9. Potential means of enhancing GSH synthesis by immunonutrients. NAC, N-acetyl cysteine;
OTZ, l-2-oxothiazolidine-4-carboxylate.

found that in unstressed animals the number of lung neutrophils decreased as dietary
protein intake and tissue GSH content fell. However, in animals given an inflammatory
challenge (endotoxin), liver and lung GSH concentrations increased directly in relation
to dietary protein intake. Lung neutrophils, however, became related inversely with
tissue GSH content. Addition of methionine to the protein-deficient diets normalized
tissue GSH content and restored lung neutrophil numbers to those seen in unstressed
animals fed a diet with adequate protein content (Fig. 10).
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Why does tissue GSH content have differing effects on immune cell populations
depending on whether or not an inflammatory response is occurring? A partial explana-
tion may come from an in vitro study using HeLa cells and cells from human embryonic
kidney. In the study, both TNF-α and hydrogen peroxide resulted in activation of NF-κB
and AP1 (Wesselborg, Bauer, Vogt, Schmitz, & Schulze-Osthoff, 1997). Addition of the
antioxidant sorbitol to the medium suppressed NF-κB activation as expected, but unex-
pectedly activated AP1. Thus, the antioxidant environment of the cell might exert oppo-
site effects upon transcription factors closely associated with inflammation (e.g., NF-κB)
and cellular proliferation (e.g., AP1). Evidence for this biphasic effect was seen when
GSH was incubated with immune cells from young adults (Wu et al., 1994). A rise in
cellular GSH content was accompanied by an increase in IL-2 production and lympho-
cyte proliferation (enhancement of T-cell function) and a decrease in production of the
inflammatory mediators PGE2 and LTB4 (anti-inflammatory influence). Without doubt,

Table 5
Conditions Associated With Decreases in Glutathione Content of Tissues

Condition or disease Tissue, fluid, or cell showing decrease in GSH content

Surgical stress Skeletal muscle, plasma
HIV infection PBMCs, lung lavage fluid
Sepsis PBMCs, lung lavage fluid
Cirrhosis Plasma, red blood cells
Ulcerative colitis Colonic cells, red blood cells
Type 2 diabetes Whole blood, red blood cells
Protein–energy malnutrition Plasma, red blood cells
Old age Plasma

GSH, glutathione; PBMCs, peripheral blood mononuclear cells; HIV, human immunodeficiency virus.

Fig. 10. The effect of dietary sulfur amino acid intake on lung neutrophil content in unstressed rats
and stressed rats receiving an intraperitoneal injection of E. coli endotoxin.
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a decline in antioxidant status in the presence of oxidant stress will increase inflammatory
stress. The interaction between oxidant stress and an impaired ability to synthesize GSH,
a situation that stimulates inflammation, is clearly seen in cirrhosis, a disease that results
in high levels of oxidative stress and an impaired ability to synthesize GSH (Pena, 1999).
In Pena an inverse relationship between GSH concentration and the ability of monocytes
to produce IL-1, IL-8, and TNF-α was observed. Treatment of cirrhotic patients with the
procysteine increased monocyte GSH content and reduced IL-1, IL-8, and TNF-α pro-
duction. Septic patients given an infusion of NAC (150 mg/kg bolus followed by infusion
of 50 mg/kg over 4-h) showed a decrease in plasma IL-8 and soluble TNF receptor p55,
had a reduced requirement for ventilator support, and spent 19 fewer days in intensive
care than patients not receiving NAC (Spapen et al., 1998). De Rosa et al. (2000) showed
that NAC was able to restore tissue GSH concentrations in individuals with HIV infec-
tion. In a study on HIV-positive patients, Brietkreutz et al. (2000) showed that a dose of
600 mg/d of NAC for 7 mo resulted in a decrease in plasma IL-6 (decreased inflamma-
tion), an increase in natural killer cell activity, and increased responsiveness of T lym-
phocytes to tetanus toxin stimulation (improved lymphocyte function).

Antioxidants might act to prevent NF-κB activation by quenching oxidants. However,
NF-κB and AP1 may not respond to changes in cell redox state in the same way. When
rats were subjected to depletion of effective tissue GSH pools by administration of diethyl
maleate, there was a significant reduction in lymphocyte proliferation in spleen and
mesenteric lymph nodes (Robinson et al., 1993). An increase in inflammatory stress
would be expected in this study. Thus, it can be hypothesized that antioxidants exert an
immunoenhancing effect by activating transcription factors that are strongly associated
with cell proliferation (e.g., AP1) and an anti-inflammatory effect by preventing activa-
tion of NF-κB by oxidants produced during the inflammatory response (Dr&ouml;ge et
al., 1994).Thus, inclusion of antioxidants or substances that increase GSH synthesis in
immunonutrient mixes would seem to be beneficial.

Improvement of antioxidant defenses is also possible by feeding other components of
antioxidant defenses. Supplementation of the diet of healthy subjects and smokers with
600 IU/d α-tocopherol for 4 wk suppressed the ability of PBMCs to produce TNF-α (Mol,
de Rijke, Demacher, & Stalenhoef, 1997). The same dose given to healthy elderly sub-
jects for 235 d increased delayed-type hypersensitivity and raised antibody titers to
hepatitis B (Meydani et al., 1997). An enteral feed enriched with vitamin E, vitamin C,
and taurine given to intensive-care patients decreased total lymphocyte and neutrophil
content in bronchioalveolar lavage fluid (decreased inflammation) and resulted in a
reduction in organ failure rate, a reduced requirement for artificial ventilation, and a
reduction of 5 d in intensive-care stay (Gadek et al., 1999).

5.2. Influence of Glutamine on Inflammation and Immune Function
A number of roles have been ascribed to glutamine as an immunonutrient: (a) as an

essential nutrient for immune cells, (b) as an important modulator of gut barrier function,
and (c) as a substrate for GSH synthesis. A number of reviews have been written about
the first two of these roles (Newsholme, Crabtree, Salleh, & Ardawi, 1985; Elia, 1992);
we will consider the last one here. Could glutamine be exerting an anti-inflammatory
influence via an effect on GSH that enhances immune function? In a study in rats,
glutamine supplementation resulted in an increased production of GSH by the gut (Cao,
Feng, Hoos, & Klimberg, 1998), and total parenteral nutrition (TPN) with glutamine
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raised plasma GSH concentrations in these animals (Denno, Rounds, Faris, Halejko, &
Wilmore, 1996).

In randomized controlled trials the administration of glutamine, either as a dipeptide
during TPN to surgical patients or as a glutamine-enriched enteral feed to trauma patients,
resulted, respectively, in improved nitrogen retention (less tissue protein depletion) and
a 6.2-d reduction in hospital stay, a concomitant suppression of the rise in plasma-soluble
TNF receptors (reduced inflammation), and a lower incidence of bacteremia, pneumonia,
and sepsis (improved immune function) (Houdijk et al., 1998; Morlion et al., 1998)

5.3. Dietary Intervention to Moderate Chronic Low-Grade Inflammation
in the Elderly

In the previous section the influence of antioxidants on severe inflammation was
considered. Do the general findings from this type of study also apply to modulation of
low-grade chronic inflammation, such as has been observed in the elderly and obese?

Because aging is so closely associated with increased oxidative stress, which might
both result from and contribute to a stimulation in the level of inflammation in the elderly,
antioxidant therapy could produce beneficial effects. The effects would be seen in a
decrease in oxidant damage, downregulation of inflammation, and, because of the in-
verse link between inflammation and immune function, an improvement in T-lympho-
cyte function. Meydani, Meydani, & Verdon (1986) reported that supplementation of
aged mice (24 mo old) with dietary vitamin E (500 ppm) improved several indices of the
immune system to levels comparable to those seen in young animals. Supplementation
of aged mice with this vitamin also increased clearance of influenza virus from the lung
to that observed in animals supplemented with other antioxidants such as melathonine,
GSH, or strawberry extract, which contains a high level of flavonoids with antioxidant
activity (Han et al., 2000). In a double-blind, placebo-controlled study, Meydani and
colleagues (Meydani, Barklund, & Lui, 1990; Meydani et al., 1997) also reported that
supplementation of elderly subjects with vitamin E for a short (1 mo) or long (4.5 mo)
period of time also improved several in vitro and in vivo indices of immune response. The
optimal immune response was observed with 200 IU of vitamin E per day in the long-term
study. It is worth noting that this level of vitamin E has also been reported to be the optimal
level for reducing plasma F2-isoprostane, a reliable index of lipid peroxidation (Dillon,
Vita, & Leeuwenburgh, 1998). Improving the immune response in the elderly may result
in a lower incidence of infections, which are prevalent among the elderly, and thus may
contribute to a longer and healthier life. Many observational and clinical trials have also
indicated that a high intake or high plasma level of this vitamin is associated with a low
risk of cardiovascular disease. The vitamin may be operating at two levels; first, by
protecting LDL from peroxidation, thereby reducing its atherogenicity, and second, by
lowering the level of chronic inflammation by downregulation of NF-κB. A reduction in
platelet aggregability may also arise out of this action (Huang et al., 2001; Tanus-Santos
et al., 2002). Indeed, several lines of evidence indicated that supplements of vitamin E
may prevent cardiovascular disease by reducing the susceptibility of LDLs to oxidation
(Jailal, Fuller, & Huet, 1995), reducing the expression of chemokines, adhesion molecule
expression, and monocyte adhesion (Wu, Koga, Martin, & Meydani, 1999), decreasing
smooth muscle proliferation (Azzi, Boscoboinik, & Marilley, 1995), and decreasing
platelet aggregation (Steiner 1999).
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Another anti-inflammatory approach using nutrients would be to supplement diets of
the elderly with n-3 PUFAs. Supplementation with n-3 PUFAs from fish oil, however,
has been reported to suppress the immune response (Meydani, Endres, & Woods, 1991;
Meydani, 1993), which hampers enthusiasm for the use of n-3 PUFAs for their benefits
in CVD. However, the latter concern could be addressed by including a vitamin E supple-
ment along with fish oil supplements. In a recent study it was found that supplementing
elderly persons with (n-3) fatty acids of fish oil in combination with vitamin E while
maintaining the anti-inflammatory properties of (n-3) PUFAs did not reduce immune
indices in the elderly (Wu, Meydani, & Han, 2000).

6. INFLUENCE OF GENOTYPE ON RESPONSE TO NUTRIENTS

6.1. Fish Oil

Fish oil supplementation is not universally efficacious in the treatment of inflamma-
tory disease (Grimble, 1998). Rheumatoid arthritis and inflammatory bowel disease have
been the most successfully treated of all inflammatory diseases (Calder, 1997). The anti-
inflammatory mechanism may be through suppression of TNF-α production. Endres et
al. (1989) reported that large doses (15 g/d for 6 wk) of oil in nine healthy volunteers
resulted in a small but statistically significant reduction in TNF-α and IL-1β production
from PBMCs. Subsequently, fewer than half of 11 similar small intervention studies were
able to demonstrate a statistically significant reduction in cytokine production. To under-
stand the differences in response more closely, the author’s laboratory conducted a study
on 111 young men fed 6 g fish oil daily for 12 wk and measured TNF-α production by
PBMCs before and after supplementation in relation to the SNP at �308 in the TNF-α
and at �252 in the LT-α genes. No significant effect of fish oil on cytokine production
was noted in the group as a whole. However, when data were examined according to
tertile of TNF-α production prior to supplementation, homozygosity for TNFB2 (LT-
α�252 A) was 2.5 times more frequent in the highest than in the lowest tertile of produc-
tion. The percentage of individuals in whom fish oil suppressed production was lowest
(22%) in the lowest tertile and doubled with each ascending tertile. In the highest tertile,
mean values were decreased by 43% (p < 0.05). In the lowest tertile, mean values were
increased by 62% (p < 0.05). TNFB2 (LT-α�252 AA) homozygotes were strongly
represented among unresponsive individuals in the lowest tertile of TNF-α production
prior to supplementation. In this lowest tertile, only TNFB1/B2 (LT-α�252 GA) het-
erozygous subjects were responsive to the suppressive effects of fish oil. In the medium
tertile, this genotype was six times more frequent than other LT-α genotypes among
responsive individuals. No relationship between possession of TNF1 or 2 (TNF-α�308
G or A) alleles and responsiveness to fish oil was found. Clearly, although the level of
inflammation determines whether fish oil will exert an anti-inflammatory influence or
not and is influenced by the TNFB2 (LT-α�252 A) allele, the precise genomic mecha-
nism for an anti-inflammatory effect is unclear at present (Grimble et al., 2002).

6.2. Vitamin E

Antioxidant intake also modifies cytokine production. In a study on healthy men and
women and smokers, dietary supplementation with 600 IU/d α-tocopherol for 1 mo
suppressed the ability of PBMCs to produce TNF-α. Production was reduced by 22 and
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33% in nonsmokers and smokers, respectively (Mol et al., 1997). In a similar dietary
intervention study on normolipaemic and hypertriglyceridaemic subjects given 600 IU/
d of α-tocopherol for 6 wk, reduced TNF-α, IL-1β, and IL-8 production by LPS-stimu-
lated blood mononuclear cells occurred (Mol et al., 1997; van Tits, Demacker, de Graaf,
Hak-Lemmers, & Stalenhoef, 2000). A similar effect of α-tocopherol was noted in a
study on normal subjects and type 2 diabetics (Devaraj & Jialal, 2000). However, there
were large standard deviations in the data from these studies, indicating major
intraindividual variability in the ability of vitamin E to suppress production of the
cytokine. Although a number of studies have shown that α-tocopherol suppresses super-
oxide production, the situation with regard to nitric oxide is less clear (Mol et al., 1997;
van Tits et al., 2000)κ The α-tocopherol derivative pentamethyl-hydroxychromane inhib-
ited LPS-stimulated NF-κB and iNOS activation in cultured J774 macrophages (Hattori,
1995). At present it is not known whether antioxidants interact differently with SNPs in
the genes associated with oxidant stress and inflammation than they do with the other
anti-inflammatory nutrient, n-3 PUFA. This topic is currently an area of active research
at the author’s laboratory.

Proteomic studies have shown that iNOS and SOD are both influenced by the NRAMP1
gene (Kovorova, Necasova, Porkertova, Radzoich, & Macela, 2001). The production of
oxidant molecules enhancing pro-inflammatory cytokine production via high levels of
NF-kB activation may thus be under a genomic influence owing to the aforementioned
variations in the NRAMP1 gene (Formica, Roach, & Blackwell, 1994). A better under-
standing of this interaction and of the interaction of n-3 PUFAs and antioxidants with
genotype may allow the better design of nutrient products for the treatment of inflamma-
tory disease.

7. CONCLUSIONS

It is clear from the current understanding about the purpose and functioning of the
immune system throughout the life cycle that it is a powerful biological entity that
profoundly alters body function while it is carrying out its prime purpose of defending
the body against invasion by pathogens. However, within the response lie the seeds of
disaster at an individual level, for the inflammatory component of the response can turn
against the body, particularly as the body ages or becomes obese. The response, which
can be devastating when directed against microbes entering the body, also sows the seeds
of atherosclerosis, degradation of brain function, and insulin insensitivity and hastens the
passage of HIV-infected individuals towards full-blown AIDS. Along with the insights
arising from the unraveling of the human genome has come evidence that the inflamma-
tory response is able to protect the human species from invasion by pathogens but not all
individuals within the species from ill health. The differing ability of humans, particu-
larly the male of the species, at an individual level to mount an inflammatory response
of different levels of intensity owing to genotype can result in widely contrasting out-
comes of invasion of the body by pathogens. On the one hand, individuals may effectively
fight off invasion provided the immune response follows a normal pathway, whereas
other individuals within the same community encoutering the same pathogens will
die from the strength and nature of the response rather than from the direct effects of
the invader. Insights gained from the genomic influences on cytokine production and the
response to malaria suggest that the retention of alleles in pro-inflammatory cytokine
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genes that resulted in enhanced cytokine production within the human gene pool over
generations could be a result of the heterozygotes’ better capacity for fighting pathogens,
whereas homozygotes of the high-producing genotype run an increased risk of a strong
adverse inflammatory response. In the case of sickle cell anemia, where heterozygotic
individuals reap an advantage in resistance to malaria by possession of only one copy of
the anemia allele, homozygous individuals for the sickle cell trait pay the price for
possession of two copies of the allele and die young. Because of the overall advantage
of this situation to the species, the potentially disadvantageous allele will be retained
within the human gene pool over generations.

With the twin discoveries that nutrients can modulate the inflammatory response and
that cytokine genotype can modulate the effectiveness of nutrients in controlling inflam-
mation, nutritional science sits at an exciting moment in its development. The mapping
of how pro- and anti-inflammatory cytokine genotypes interact with responsiveness to
immunonutrients at an indivividual level will allow tailor-made nutritional treatments of
all diseases that have an underlying inflammatory basis. Furthermore, a better under-
standing of how nutritonal therapies and genetics interact will allow the twin adverse
biological factors increasing the level of inflammatory stress in populations—obesity
and aging—to be tackled by targeted nutritional therapy.
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A

AA, see Arachidonic acid
Acetylcholine receptors, see Muscarinic acetyl-

choline receptors; Nicotinic acetylcholine
receptors

ACTH, see Adrenocorticotropic hormone
Adaptive stress, stressor exposure as model of

psychiatric symptoms, 27–29
ADHD, see Attention deficit hyperactivity disorder
Adrenal gland,

catecholamine release, 39
structure, 38

Adrenocorticotropic hormone (ACTH),
stress-induced eating disorder role, 258, 259
stress marker in humans, 30
stress response and role, 38

Aggression,
controlling effects of fish oil, 246, 250
selective serotonin reuptake inhibitor

reduction, 247
Aging,

behavioral changes, 68
fruit and vegetable supplementation effects on

behavioral and neuronal deficits, 73–76
hippocampal vulnerability, 105, 106
inflammation,

dietary intervention for chronic low grade
inflammation, 413, 414

neuroinflammation in aging brain, 361–363
obesity, aging, and inflammatory stress,

405, 406
overview, 70, 402–404
signals in memory processing and age-

related neurodegeneration, 381, 382
lean tissue loss, 404, 405
stressors and dysregulation,

cognition and motor deficit induction, 71, 72
inflammation, 70
oxidative stress, 68, 69

Alcohol,
β-endorphin interactions, 169, 170
genetics and alcoholism, 167
hypothalamic–pituitary–adrenal axis

interactions,
acute alcohol exposure effects on activity,

170, 171

alcohol consumption, 169, 170
alcohol withdrawal effects, 173
chronic alcohol exposure effects on activity,

171, 172
dysregulation consequences, 175, 176
prenatal exposure effects, 174, 175
responsivity and susceptibility to alcohol

dependence, 172, 173
sex differences, 173, 174

stress coping, 165, 166
stress-response-dampening hypothesis, 166–169
tension-reduction theory, 166

Alzheimer’s disease,
corticosterone levels, 382, 383
interleukin-1 expression in brain, 362
neuroinflammation, 362, 363

Amino acid supplements, see specific amino
acids

Amino acid transporters, blood-brain barrier,
stress, and diet-induced alterations, 88–91

γ-Aminobutyric acid (GABA), nicotine inter-
actions, 239

Amygdala, hippocampal synaptic plasticity role,
53–56

Anorexia nervosa,
bone loss, 291, 292
diagnostic criteria, 253, 254
pathogenesis, 254
stress induction,

animal models, 254, 255
biological mechanism, 258
human studies, 256

Anxiety,
β-blocker management, 140
herbal product management, see specific

products
kava trials, 144, 145
pregnancy, 215
stressor exposure as model of psychiatric

symptoms, 25
AP-1, redox sensitivity, 391
Arachidonic acid (AA),

inflammation role, 355
metabolic syndrome X and prenatal long-chain

polyunsaturated fatty acids, 319–321
neuroinflammation prevention, 363–365
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Arginine, supplementation studies in catabolic
stress and exercise, 333, 334

Arginine vasopressin (AVP), functions, 169, 170
Aromatherapy, stress reduction, 147
Atherosclerosis,

inflammation role, 398, 399
polycystic ovarian syndrome risks, 293

Attention deficit hyperactivity disorder (ADHD),
docosahexaenoic acid trials, 247, 248, 250

AVP, see Arginine vasopressin

B

BBB, see Blood–brain barrier
BCAAs, see Branched-chain amino acids
B cell,

dietary hypercholesterolemia effects, 268, 269, 276
immune response, 387-389

Beaumont, William, stress contributions, 5
Bernard, Claude, stress contributions, 5–7
β-blockers,

anxiety management, 140
emotional memory effects, 46
posttraumatic stress disorder management, 46

Birthweight,
distribution by race in United States, 186
low birthweight prevention, 299, 300

Blood–brain barrier (BBB),
stress effects,

amino acid transporters and diet-induced
alterations, 88–91

disruption, 86–88
overview, 85, 86

structure and function, 83–85
BMD, see Bone mineral density
Bone mineral density (BMD),

anorexia nervosa effects, 291, 292
osteoporosis, see Osteoporosis

Branched-chain amino acids (BCAAs), supple-
mentation studies in exhaustive exercise,
334, 335

Bulimia nervosa,
diagnostic criteria, 256, 257
emotional state effects on binge eating,

158, 159
pathogenesis, 257
stress induction,

animal models, 258
biological mechanism, 258
human studies, 258

C

Caloric intake, trends in United States, 185, 186
Cannon, Walter B., stress contributions, 5, 8, 9

Cardiovascular disease, see Atherosclerosis
L-Carnitine, supplementation in heart failure,

343, 344
CBG, see Corticosteroid-binding globulin
Cerebellum, aging, 69
Chamomile, aromatherapy and stress reduction, 147
Cholesterol,

fatty acid effects on metabolism, 101, 103
immune system effects of dietary hypercholes-

terolemia,
host resistance to infection, 270–275
lymphocyte function, 268, 269, 276
macrophage function, 269
overview, 267, 268

Coenzyme Q10, supplementation in heart failure, 344
Congestive heart failure, see Heart failure
Corticosteroid-binding globulin (CBG), func-

tions, 118
Corticosterone,

memory impairment, 382, 383
neurodegeneration role, 383, 384

Corticotropin-releasing factor (CRF), stress-
induced eating disorder role, 258, 259

Corticotropin-releasing hormone (CRH), stress
response and role, 38

Cortisol,
memory effects, 47
stress marker in humans, 30
stress response and role, 38

COX, see Cyclooxygenase
Craving, see Drug craving; Food craving
C-reactive protein (CRP),

cardiovascular disease levels, 398, 399
diabetes mellitus type 2 levels, 399, 400
metabolic syndrome X levels, 318, 319

Creatine, supplementation in heart failure, 345
CREB, signaling changes in aging, 73
CRF, see Corticotropin-releasing factor
CRH, see Corticotropin-releasing hormone
CRP, see C-reactive protein
Cyclooxygenase (COX),

central expression in aging, 70
fruit and vegetable supplementation effects, 74
memory consolidation role of COX-2, 380, 381

D

Depression,
epidemiology, 221, 222
mood vs illness, 139
nicotine effects,

animal studies of antidepressant activity, 240
sleep normalization, 232, 233
smoking prevalence, 232
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ω-3 fatty acids,
eicosapentaenoic acid studies,

biochemistry and mechanism
of action, 223, 224, 227, 228

double-blind trials, 226, 227
magnetic resonance studies, 225
treatment-resistant depression trial,

224, 225
epidemiology studies of protection, 222

sex differences in prevalence, 288, 289
sleep alterations, 232
stressor exposure as model of psychiatric

symptoms, 23, 25
DHA, see Docosahexaenoic acid
Diabetes mellitus type 2,

C-reactive protein levels, 399, 400
inflammation role, 399–402
periodontal disease, 400

Docosahexaenoic acid (DHA),
aggression-controlling effects of fish oil, 246
anti-inflammatory effects, 355, 408, 409
attention deficit hyperactivity disorder trials,

247, 248, 250
fetal development studies, 209, 210
metabolic syndrome X and prenatal long-chain

polyunsaturated fatty acids, 319–321
neuroinflammation prevention, 363–365
noradrenergic system depression, 245, 248–250
pro-inflammatory cytokine polymorphism

effects on response, 414
red blood cell levels in suicide, 245
serotonergic system activation, 245–247,

249, 250
Drug craving,

addiction treatment challenges, 156
definition, 155
food craving similarities,

craving following abstinence, 156
cue reactivity and craving, 157
neural pathways, 157, 158

stress effects, 160

E

Eating disorders, see Anorexia nervosa; Bulimia
nervosa; Obesity

Eicosapentaenoic acid (EPA),
aggression-controlling effects of fish oil, 246
anti-inflammatory effects, 355, 408, 409
cerebral atrophy reversal, 281
depression studies,

biochemistry and mechanism of action,
223, 224, 227, 228

double-blind trials, 226, 227

epidemiology studies of protection, 222
magnetic resonance studies, 225
treatment-resistant depression trial, 224, 225

Huntington’s disease treatment studies,
cerebral changes, 284
dosing, 282
magnetic resonance imaging, 282, 283
meta-analysis, 284, 285
motor function, 283
neuropsychological ratings, 282
overview, 279
patient selection, 282
psychological function, 283
single-case studies, 280

metabolic syndrome X and prenatal long-chain
polyunsaturated fatty acids, 319–321

neuroinflammation prevention, 363–365
noradrenergic system depression, 245, 248–250
pro-inflammatory cytokine polymorphism

effects on response, 414
red blood cell levels in suicide, 245

Elderly, see Aging
β-Endorphin, alcohol interactions, 169, 170
EPA, see Eicosapentaenoic acid
Epinephrine, stress response, 39
Estrogen,

hippocampal synaptic plasticity effects, 50–53
hormone replacement therapy and osteoporosis

benefits, 307

F

Fast food, trends in consumption, 195, 196
Fatty acids, see also specific fatty acids,

cholesterol metabolism effects, 101
dietary ratios,

immune function, 102–104
memory effects, 102, 103
neuroinflammation prevention, 363–365
stress response effects, 103

essential fatty acids, 99, 100
hippocampal vulnerability and aging, 105, 106
membrane fluidity, 105
ω-3 fatty acids, see Docosahexaenoic acid;

Eicosapentaenoic acid
peptide interactions, 102, 103
polyunsaturated fatty acids,

brain function, 100
immune function, 103, 104

stress response effects, 104, 105
Fechner, G. T., stress contributions, 13
Fetal stress, see Prenatal stress
Fish oil, see Docosahexaenoic acid;

Eicosapentaenoic acid
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Folic acid,
multivitamin composition, 299
neural tube defect prevention, 205, 206, 298, 299

Food craving,
definition, 155
drug craving similarities,

craving following abstinence, 156
cue reactivity and craving, 157
neural pathways, 157, 158

emotional state effects, 158, 159
snacking behavior influences, 156
sweet craving secondary to premenstrual

tension, 159
Fruits and vegetables, supplementation effects on

behavioral and neuronal deficits in aging,
73–76

G

GABA, see γ-Aminobutyric acid
GAS, see General adaptation syndrome
General adaptation syndrome (GAS), develop-

ment of concept, 5, 11
Geographic distribution,

international studies of diet and health,
187, 188

spatial concepts in diet and health studies,
196, 197

suicide rates, 188
US studies of diet and health,

community and neighborhood studies,
191, 192

overview, 188, 189
school environments, 192, 193
state comparisons, 190, 191
work environments, 193–195

Ginkgo biloba,
dementia studies, 149
libido effects, 149, 150
memory effects, 148, 149

Glucocorticoid receptor (GR), see also Mineralo-
corticoid receptor/glucocorticoid receptor
balance,

gene mutations, 120, 121
gene polymorphisms,

behavior effects, 124
cardiovascular control, 121, 123
hypothalamic–pituitary–adrenal axis regu-

lation, 124, 125
immune function, 123
metabolism effects, 125–127
table, 122

isoforms, 119, 120
transcription factors and coregulators, 119

Glutamine,
inflammation and immune function effects of

supplementation, 412, 413
supplementation studies in catabolic stress and

exercise, 333, 334
Glutathione, antioxidant activity and dietary

modulation, 409–412
GR, see Glucocorticoid receptor

H

Heart failure,
calcium signaling defects, 346
dietary supplements,

L-carnitine, 343, 344
coenzyme Q10, 344
combination therapy, 348
creatine, 345
prospects, 348, 349
rationale, 342, 343
taurine, 346, 347
thiamine, 345, 346

mortality, 341
oxidative stress, 347, 348
pharmacotherapy, 341
protein–energy malnutrition, 342

Herbal products, see specific products
Hippocampus,

aging, 69
amygdala and synaptic plasticity, 53–56
cortisol effects, 47–49
estrogen and synaptic plasticity, 50–53
fatty acids and vulnerability, 105, 106
fruit and vegetable supplementation effects in

aging, 73–76
long-term potentiation and stress, 49, 50
memory consolidation, 378, 379
mineralocorticoid receptor/glucocorticoid

receptor balance, see Mineralocorticoid
receptor/glucocorticoid receptor balance

HLA, see Human leukocyte antigen
HMG-CoA reductase inhibitors, see Statins
Hops, sedative effects, 148
Hormone replacement therapy, osteoporosis

benefits, 307
HPA axis, see Hypothalamic–pituitary–adrenal axis
Human leukocyte antigen (HLA), alleles, inflam-

mation, and aging, 406
Huntington’s disease,

eicosapentaenoic acid studies,
cerebral changes, 284
dosing, 282
magnetic resonance imaging, 282, 283
meta-analysis, 284, 285
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motor function, 283
neuropsychological ratings, 282
overview, 279
patient selection, 282
psychological function, 283
single-case studies, 280

huntingtin,
gene mutations, 280
transgenic mouse studies of fatty acid

supplementation, 280, 281
membrane phospholipid metabolism, 280
phospholipid signal transduction impairment, 280
11β-Hydroxysteroid dehydrogenase,
abdominal obesity role, 318
placental enzyme, 212, 213
tissue distribution and function, 118

5-Hydroxytryptophan, supplementation studies in
stress, 329

Hypercholesterolemia, see Cholesterol
Hypothalamic-pituitary-adrenal (HPA) axis,

activation and cognitive performance, 44
alcohol interactions,

acute alcohol exposure effects on activity,
170, 171

alcohol consumption, 169, 170
alcohol withdrawal effects, 173
chronic alcohol exposure effects on activity,

171, 172
dysregulation consequences, 175, 176
prenatal exposure effects, 174, 175
responsivity and susceptibility to alcohol

dependence, 172, 173
sex differences, 173, 174

feedback regulation, 43, 44
glucocorticoid receptor polymorphisms and

regulation, 124, 125
mineralocorticoid receptor/glucocorticoid

receptor balance, see Mineralocorticoid
receptor/glucocorticoid receptor balance

overview of stress response, 85, 86, 111, 112
reactive vs anticipatory stress responses, 41, 43
setpoint, 128
ultradian rhythm, 112

Hypothalamus, stress response, 40, 41

I

IL-1, see Interleukin-1
IL-6, see Interleukin-6
IL-10, see Interleukin-10
Inflammation,

aging, 70, 402–404
cognition and motor deficit induction, 71, 72
immunonutrition for response modulation,

antioxidant defense enhancement, 409–412
elderly subjects, 413, 414
glutamine, 412, 413
overview, 407–409

metabolic syndrome X, 318, 319
neuroinflammation,

aging brain, 361–363
consequences, 359–361
polyunsaturated fatty acid modulation,

363–366
signaling, 355-359

pathological effects of inflammatory response,
overview, 389, 390, 395–398
population studies,

atherosclerosis, 398, 399
insulin resistance and diabetes, 399–402
obesity, 395–397, 402

response strength and outcome factors,
balance between pro- and anti-inflammatory

cytokines, 390, 391
genomic effects,

cytokine production, 392, 393
oxidant molecule induction, 393–395

oxidative stress interactions, 391, 392
Insomnia, see Sleep
Insulin,

anti-inflammatory actions, 319
inflammation role in resistance, 399–402

Interleukin-1 (IL-1),
aging brain expression, 361–363
behavioral effects, 359, 360
neuroinflammation modulation, 356,

 358, 359
Interleukin-6 (IL-6),

aging effects on production, 402, 403
gene polymorphisms, inflammation, and

aging, 406, 407
insulin suppression, 319
metabolic syndrome X levels, 318, 319

Interleukin-10 (IL-10), gene polymorphisms,
inflammation, and aging, 407

Intrauterine growth retardation (IUGR),
maternal nutrition studies, 208
neurocognitive outcomes, 212
prenatal stress, 206, 214

IUGR, see Intrauterine growth retardation

K

Kava,
anxiety and insomnia trials, 144, 145, 150
history of use, 142
mechanism of action, 143, 144
safety, 142, 144
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Lavender, aromatherapy and stress reduction, 147
Lazarus, Richard S., stress contributions, 11, 14, 15
Leptin, function and inflammation response, 401
Leukotriene-α (LT-α), polymorphisms and ex-

pression, 392, 393, 402
Lewin, Karl, stress contributions, 11–14
Lipopolysaccharide (LPS),

neuroinflammation, 355–359
sickness behavior induction, 360

5-Lipoxygenase (5-LOX),
central expression in aging, 70
fruit and vegetable supplementation

effects, 74
Long-term depression (LTD),

estrogen effects, 52, 53
stress effects, 49, 50

Long-term potentiation (LTP),
amygdala role, 53-56
estrogen effects, 51, 53
stress effects, 49, 50

5-LOX, see 5-Lipoxygenase
LPS, see Lipopolysaccharide
LT-α, see Leukotriene-α
LTD, see Long-term depression
LTP, see Long-term potentiation
Lysine,

deficiency and supplementation, 325, 326
supplementation studies in stress, 331, 333

M

Macrophage, dietary hypercholesterolemia effects
on function, 269, 269

MAPK, see Mitogen-activated protein kinase
Mason, John W., stress contributions, 15–17
Maternal nutrition,

fetal development studies, 209, 210
fetal growth studies, 207-209
long-term medical outcomes, 210, 211
metabolic syndrome X and prenatal long-chain
polyunsaturated fatty acids, 319–321
micronutrients, 207, 208
neurocognitive outcomes, 211, 212
pregnancy requirements, 207, 208
psychopathologic outcomes, 212
stress interactions, 215, 216

Maternal stress, see Pregnancy; Prenatal stress
Melissa, sedative effects, 148
Memory, see also Hippocampus,

consolidation,
inflammation  signals, 380, 381

mechanisms in hippocampus and striatum,
378, 379

corticosterone impairment, 382, 383
fatty acid ratio effects, 102, 103
Ginkgo biloba effects, 148, 149
inflammatory signals in processing and age-

related neurodegeneration, 381, 382
signaling changes in aging, 72, 73
stress effects,

amygdala role, 53–56
emotional memory, 45–47
estrogen protection, 50–53
hippocampal plasticity, 47–50
sex differences, 57, 58
stress hormones and memory formation, 58, 59

types, 377, 378
Menopause,

definition, 302
hot flashes, 302
stress, 301, 302, 308

Metabolic syndrome X,
abdominal obesity mechanisms, 318
adipose tissue features, 318
clinical features, 317
epidemiology, 317, 318
inflammation, 318, 319, 321
insulin anti-inflammatory actions, 319
prenatal long-chain polyunsaturated fatty acid

effects, 319–321
Mineralocorticoid receptor (MR), see also Miner-

alocorticoid receptor/glucocorticoid recep-
tor balance,

transcription factors and coregulators, 119
Mineralocorticoid receptor/glucocorticoid receptor

balance, see also Glucocorticoid receptor;
Mineralocorticoid receptor,

behavioral effects, 116, 117
cellular level, 114–116
central corticosteroid signaling, 113, 114
intracellular level, 113
neuroendocrine control, 117

Mitogen-activated protein kinase (MAPK),
fruit and vegetable supplementation effects,

74, 75
signaling changes in aging, 72, 73

MR, see Mineralocorticoid receptor
Muscarinic acetylcholine receptors, oxidative

stress sensitivity, 69

N

NAC, see Nucleus accumbens
Neuroinflammation, see Inflammation
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NF-κB, see Nuclear factor-κB
Nicotine,

depression,
animal studies of antidepressant activity, 240

sleep normalization, 232, 233
smoking prevalence, 232

mood effects, 232, 235, 236
neurotransmitter interactions, 238–240
receptors, 236–238
reward circuitry, 233, 234
sleep effects, 235, 236

Nicotinic acetylcholine receptors,
structure, 236, 237
subtypes, 236, 237
subunit distribution in brain, 238

NMDA receptors,
excitotoxicity and neurodegenerative disor-

ders, 383
memory consolidation role, 378, 379

Norepinephrine,
fish oil depression of noradrenergic system,

245, 248–250
stress response, 39

Nuclear factor-κB (NF-κB),
gene polymorphisms, 402
human immunodeficiency virus replication

enhancement, 391, 392
neuroinflammation modulation, 356–358
redox sensitivity, 391, 393

Nucleus accumbens (NAC), reward circuitry,
233, 234

O

Obesity, see also Metabolic syndrome X,
aging and inflammatory stress linkage, 405,

406
emotion-driven hunger, 260
inflammation role, 395–397, 401, 402
lean tissue loss in aging, 404, 405
stress role, 259, 260
tumor necrosis factor-α production, 396, 397

ω-3 fatty acids, see Docosahexaenoic acid;
Eicosapentaenoic acid

Osteoporosis,
bisphosphonate therapy, 307
calcium and vitamin D supplementation,

306–308
epidemiology, 305
fracture risk, 305–307
hormone replacement therapy, 307
pathogenesis, 305, 306

Oxidative stress,

aging, 68, 69
cognition and motor deficit induction, 71, 72
heart failure, 347, 348
inflammation interactions, 391, 392

P

PAF, see Platelet-activating factor
Paraventricular nucleus (PVN),

biochemical switching hypothesis, 42–44
inputs, 41, 42
stress and homeostasis, 111, 112
stress response, 40, 41

Passionflower, sedative effects, 148
PCOS, see Polycystic ovarian syndrome
P-glycoprotein, corticosteroid transport, 118,

119, 227
PKC, see Protein kinase C
Platelet-activating factor (PAF),

aging changes, 382
memory processing role, 379, 380

PMS, see Premenstrual syndrome
Polycystic ovarian syndrome (PCOS),

cardiovascular disease risks, 293
infertility and stress, 293, 298
prevalence, 293

Posttraumatic stress disorder (PTSD),
β-blocker management, 46
sex differences, 57

Pregnancy, see also Maternal nutrition; Prenatal
stress,

folic acid and neural tube defect prevention,
298, 299

low birthweight, 299, 300
premature birth, 300, 301
stress, 298, 308

Premature birth, prevention, 300, 301
Premenstrual syndrome (PMS),

dietary supplements, 292–297
sweet craving, 159
symptoms, 292

Prenatal stress, see also Maternal nutrition,
alcohol exposure effects on hypothalamic–

pituitary–adrenal axis, 174, 175
animal models, 213, 214
anxiety in pregnancy, 215
intrauterine growth retardation, 206, 214
neurocognitive outcomes, 214
nutrition interactions, 215, 216
programming hypothesis, 206, 207, 213–215
psychopathologic outcomes, 214

Processed food, trends in consumption, 195, 196
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Prostaglandins,
age-related neurodegeneration role, 381, 382
central functions, 100, 101
dietary fatty acids and metabolism, 103
neuroinflammation role, 359
ω-3 fatty acid inhibition, 227, 228
pyrogenic effect mediation, 360

Protein kinase C (PKC),
fruit and vegetable supplementation effects, 76
signaling changes in aging, 72, 73

PTSD, see Posttraumatic stress disorder
PVN, see Paraventricular nucleus

Q

Quetelet, Adolphe, stress contributions, 12

R

RA, see Rheumatoid arthritis
Rheumatoid arthritis (RA),

clinical features, 304
dietary factors, 305
prevalence, 304
treatment, 304, 305

S

St. John’s wort,
depression management, 139, 142
dosing, 141
history of use, 141
mechanism of action, 143, 144
safety, 141, 142

School, environment, diet, and health, 192, 193
Selective serotonin reuptake inhibitors (SSRIs),

aggression reduction, 247
Selye, Hans, stress contributions, 5, 9–11, 37,

38, 166
Serotonin,

female response to stress role, 59, 60
fish oil activation of serotonergic system,

245–247, 249, 250
Sex differences,

depression prevalence, 288, 289
dietary supplement use, 289–291
hypothalamic-pituitary-adrenal axis-alcohol

interactions, 173, 174
mortality causes, 288
serotonin in female response to stress, 59, 60
stress response, 57

SLE, see Systemic lupus erythematosus
Sleep,

depression alterations, 232
insomnia and stress, 140
kava insomnia trials, 144, 145

nicotine effects, 232, 235, 236
stress-induced insomnia, 145
valerian insomnia trials, 145

Smoking, see Nicotine
Soy, hot flash management in menopause,

301, 302
SRD, see Stress-response-dampening
SSRIs, see Selective serotonin reuptake inhibitors
Statins, coenzyme Q10 deficiency association, 344
Stress,

amino acids,
requirements, 326, 327
supplementation, see specific amino acids

Aristotelian versus Galilean distinction, 4, 5
conceptualization, inclusions and omissions,

biological conceptualization, 7–11
psychobiological conceptualization, 16, 17
psychological conceptualization, 13–15

control and reduction, 44, 45
definition, 3, 21, 22, 166
history of study, 4–18
methodology, inclusions and omissions,

biological approach, 6, 7
psychobiological approach, 16
psychological approach, 12, 13

vicious circle, 138, 139
Stress models,

animals, 22, 31
humans, 22, 29–31
stressor exposure as model of psychiatric

symptoms,
adaptive stress, 27–29
anxiety, 25
chronic models, 25–27
depression, 23, 25

users, 22, 23
Stress-response-dampening (SRD), alcohol and

stress, 166–169
Striatum,

aging, 69
memory consolidation, 378, 379

Stroke, pro-inflammatory cytokines in ischemic
stroke, 403

Switching hypothesis, 42–44
Sympathetic nervous system, stress response, 39
Syndrome X, see Metabolic syndrome X
Systemic lupus erythematosus (SLE),

epidemiology, 303, 308
nutritional status and risk, 303, 304, 308

T

Taurine, supplementation in heart failure, 346, 347
T cell,
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dietary hypercholesterolemia effects, 268,
269, 276

immune response, 387–389
Tension-reduction theory (TRT), alcohol and

stress, 166
Thiamine, supplementation in heart failure, 345,

346
TLRs, see Toll-like receptors
TNF-α, see Tumor necrosis factor-α
Tobacco, see Nicotine
Toll-like receptors (TLRs), neuroinflammation

modulation, 356
TRT, see Tension-reduction theory
Tryptophan, supplementation studies in stress,

327–331
Tumor necrosis factor-α (TNF-α),

adipose tissue production, 396, 397
gene polymorphisms,

disease, 394, 395
expression effects, 392, 393
nutrient response effects, 414, 415

insulin resistance role, 401
insulin suppression, 319
metabolic syndrome X levels, 318, 319
surgery response, 404

Tyrosine, supplementation studies in stress,
329, 331

V

Valerian,
insomnia trials, 145
safety, 146, 147

Ventral tegmental area (VTA), reward circuitry,
233, 234

Vitamin C, anti-inflammatory effects, 412
Vitamin E,

anti-inflammatory effects, 412
pro-inflammatory cytokine polymorphism

effects on response, 414, 415
supplementation in the elderly,

413, 414
VTA, see Ventral tegmental area

W

Women, see also Pregnancy; Premenstrual syn-
drome; Sex differences,

dietary supplement use, 289–291
health behaviors, 289
stressors,

autoimmune disease, 302–305
menopause, 301, 302
menstruation, 291, 292
osteoporosis, 305–307
polycystic ovarian syndrome, 293, 298
pregnancy, 215, 298–301
premenstrual syndrome, 292, 293

vitamin status and chronic disease, 289
Work, environment, diet, and health,

193–195

Y

Ylang-ylang, aromatherapy and stress reduction,
147
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