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Abstract

In the context of computational modeling of fracture in chemo-mechanical environments,
physically-sound and strong coupling between different fields is essential. Furthermore, our
knowledge of the fracture in a purely mechanical setting should be extended to the new
realm adequately. In this work, we apply the cohesive phase-field (CPF) fracture models
to address damage initiation and progression in a chemo-mechanical coupled environment.
Since CPF models are shown to be independent of the length scale parameter, such mod-
els allow a unified simulation framework for bulk and interface damages that concurrently
and competitively occur in the battery materials. First, a thermodynamical framework
is discussed to obtain all the possible coupling terms consistently. Through a systematic
derivation from dissipation inequality and by performing various studies, we intend to com-
paratively demonstrate the role of different coupling terms and their impact on the obtained
results. Specifically, we focus on (1) the influence of the stress field as well as the damage
variable on the flux vector, (2) concentration-dependent fracture properties, (3) advantages
of cohesive phase-field formulation in the multiphysics environment, and (4) influence of
phase-transformation on the cracking mechanism in solids. Finally, we present some initial
studies on a simplified system of a solid-state battery system, where cracking inside a single
crystalline active material surrounded by a solid electrolyte is under focus. The results of
the study show the dominant crack patterns. Such investigations open up opportunities for
better design of battery microstructures and enhance their lifetime and performance at the
cell level.
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1. Introduction

Owing to their high specific energy and power density, lithium-ion batteries (LIBs) showed
great potential in various applications from portable electronics to large-scale grids for har-
vesting electrical energy from renewable sources. As a result of increasing demands for
electrification, extensive research is motivated to fabricate electrodes, especially cathodes
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that are safe and have high energy densities. A recent trend for improving battery perfor-
mance focuses on replacing liquid electrolytes with solid electrolytes (SE) which enhances
battery safety and energy density [I]. However, all-solid-state batteries (ASSBs) exhibit
performance fading in the charge/discharge process of ASSBs that is normally caused by the
material degradation of anodes, cathodes, and electrolytes as well as the interface between
electrodes/electrolytes. See also [2] for a perspective that highlights the coupling between
electrochemistry, mechanics, and geometry in positive electrodes of Li-ion batteries.

1.1. Damage mechanisms in all-solid-state batteries

One prototype ASSB consists of solid Li as an anode, solid-state material for the SE, and
a composite structure for the cathode side. In Fig. [I] the micro-scale view of a battery cell is
shown. The composite cathode usually consists of spherical particles known as active mate-
rials (AM) which are surrounded by the SE. Each of these particles may consist of complex
morphologies of grains and grain boundaries (GB) [3]. As an example, the polycrystalline
LiNi;Mn,Co,0O, (NMC) material is a promising choice for LIBs due to its high capacity and
electrochemical stability.

When Li is intercalating into the host material, electrodes deform with a characteris-
tic volumetric strain. Fracture is a consequence of repetitive, inhomogeneous deformation
and hinders ionic or electron transport which leads to resistance increase and capacity fade.
Therefore, a significant challenge in all-solid-state batteries lies in integrating solid elec-
trolytes with the other components of the battery [4, [5]. Specifically, the interfaces between
the solid electrolyte and electrode materials present fundamental scientific and engineering
challenges.

Crack propagation at the microscale of a battery system can be divided into damage at
interfaces and damage within solid parts. We try to further break these complexities into the
following main points which are also shown in Fig. [I] Note there are also different yet very
similar mechanisms such as delamination between the current collectors and anode or cath-
ode part and crack developments within the anode material that are not further explained
here. On the cathode side, transgranular fracture within the active material particles may
happen [6]. Cracking happens within the solid electrolyte as well [7, [§]. This includes crack
progression and void growth from the anode side, as well as Li-dendrite induced (intergran-
ular) fracture in crystalline solid electrolyte [9] 10, 111 2] [13] 14]. Here, microcracks tend
to nucleate and propagate at the edge of an electrolyte which at some point leads to elec-
trolyte failure [I5]. Intergranular fracture can happen within the active material particles.
See for example studies reported in [16, 17, 18] [19] 20} 21]. Finally, for the case of solid-state
batteries, one should consider delamination at the interface between the active material and
the solid electrolyte [22, 23, 24 25]. The above-mentioned arguments make it clear that
proper numerical simulations are needed for a better design of crack-free solid-state battery
systems that impede dendrite nucleation as well. The above review also indicated that bulk
and interface damage happen concurrently and competitively. Therefore, a unified model for
bulk and interface fracture simulation is desirable as it can simplify the numerical studies
and therefore severely speed up the material design procedure. For this purpose, we try to
argue that the cohesive phase-field model is a promising candidate.

Considering fracture in a chemo-mechanical environment, the following points have to
be addressed. First, the concentration field affects the mechanical part through chemical



strain or concentration-dependent elastic properties. Furthermore, the damage field (crack
initiation and progression) is also under the influence of the concentration field. As an
example, in some applications, Lithium or Hydrogen embrittlement comes into the picture
[3, 16], 26]. On the other hand, damage progression and mechanical stresses severally change
the chemical flux and therefore the species’ concentration through the process. Readers are
also encouraged to see [27, 28 1, [5, 29] for a review of the above-mentioned phenomena
within battery systems. For reviews on available computational models see [30, BI]. The
above points are summarized on the bottom-left side of Fig. [l where we emphasize the
necessity of a full coupling between different involved fields.
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Figure 1: Top left: schematic representation of an all-solid-state battery at the particle level and its degrada-
tion mechanisms. Top right: experimental observation on different active damage mechanisms (1) cracking
through the active-material grains [6], (2) solid-state electrolyte cracking and dendrite growth at cracked
surfaces [7, [32], (3) grain boundary cracking within the active material [I8] and (4) fracture at the interface
between the active material and solid electrolyte [24]. Bottom left: summary of coupling terms between
involved physics.



1.2. Advances on phase-field damage modeling

Phase-field (PF) damage formulations showed great potential in predicting crack nucle-
ation, propagation, and branching in various applications at different scales [33, B4]. In
PF brittle fracture models, the critical energy release rate is fully attributed to the surface
energy, which is distributed in a diffuse damage zone. These methods rely on introducing
an additional parameter usually referred to as the length scale parameter [. [35, [36]. Fur-
thermore, it is shown that by manipulating the gradient term in the formulation, one can
model anisotropic crack propagation (see [37] and reference therein). The internal length
scale parameter in AT1 and AT2 PF damage models is related to material strength and
other material properties and should be treated as a material property [38, 39]. See also
numerical studies in [40] and the review of phase-field damage models in [41].

It is important to note that when other physics such as chemical diffusion are taken into
account, the fracture properties (including strength and fracture energy) may vary as well.
The latter observation implies that the length scale parameter should also be a function of
concentration which is not desirable as we would like to keep it as a numerical parameter.

Some recent developments managed to combine cohesive zone and phase-field fracture
models [42], 143, 44]. The main idea is to take into account the gradual evolution of the
fracture energy. Wu and Nguyen [45] proposed a new phase-field fracture model which takes
into account the cohesive nature of the fracture. In this new modeling approach in addition
to the fracture energy, the material ultimate strength is also a direct input for the model As
a result, the new PF formulation is shown to be almost length-scale independent considering
the crack path and overall system response [46], [47].s

1.3. chemo-mechanical coupled phase-field damage models

Although the main focus is on battery systems, here we review some relevant contribu-
tions in other contexts as well. The common ground between these contributions is partic-
ularly phase-field damage models in chemical environments. Numerical studies on damage
inside battery systems initiated by some authors in the last few years. Miehe et al. [4§]
proposed a finite strain theory for chemo-elasticity coupled with PF modeling of fracture.
The authors also incorporate gradient-extended Cahn-Hilliard-type diffusion for the Li-ions
to account for phase segregation. Zhang et al. [49] formulated a variational-based coupled
chemo-mechanical computational framework to study diffusion-induced large plastic defor-
mation and phase-field fracture in Si electrodes. See also [50] for similar studies. Zuo and
Zhao [51] established a PF model coupling lithium diffusion and stress evolution with crack
propagation. The authors explored the coupling effects on diffusion and crack propagation
paths within a silicon thin film electrode. Klinsmann et al. [52] applied a coupled model
of mechanical stress, lithium diffusion, and PF fracture approach and studied crack growth
during lithium insertion or extraction. See also [53, b4]. Xu et al. [55] presented a finite
strain PF fracture model which includes phase segregation, fracture, and the related electro-
chemical reaction in a systematic manner. The authors managed to account for the reaction
on the freshly generated diffusive fracture surface. Mesgarnejad and Karma [56] investigated
the fracture of Li-ion battery cathodic particles using a PF approach and studied the role of
flaw size, flux, and particle size for 2D disks and 3D spherical particles. Narayan and Anand
[57] developed a numerical model for the process of plating-and-stripping of lithium which
can result in the decohesion of the Li/SE interface, and fracture of the solid-electrolyte.
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Liu and Xu [58] developed a multiphysics model utilizing the PF damage method for sili-
con nanoparticles and concluded that the lithiation rate and particle size are the dominant
factors for crack initiation and propagation. Boyce et al. [59] utilized X-ray computed to-
mography imaging and combined an electro-chemo-mechanical model with a PF fracture
model to study cracking in the electrode particles of a realistic battery microstructure.

Finally, it is worth mentioning some available damage models for battery systems which
are based on the application of cohesive zone models [60, 61, 62]. These models are certainly
very beneficial when it comes to interface cracking between different phases [63], [16] or solid
parts [3]. Nevertheless, they are not capable of predicting arbitrary cracking within the
composite cathode (see also different fracture modes listed in Fig. . Investigations by
[64] show the promising direction in integrating the interface and bulk to address inter and
intra-granular fracture in battery systems (see also [65]).

Fracture in chemo-mechanical coupled environments has applications in various other
fields such as hydrogen embitterment and hydraulic fracture. Most of these applications are
related to the new generation materials for energy storage and transfer. Di Leo and Anand
[66] formulated a consistent theory that takes into account the diffusion of hydrogen as well
as large elastic-plastic deformations within a solid. Salvadori et al. [67] proposed a model for
mass and heat transport, mechanics, and chemical reactions. The authors demonstrated the
application of the model in different case studies such as vacancies redistribution in metals,
hydrogen embrittlement, and the charge-discharge of active particles in Li-ion batteries.
Martinez-Paneda et al. [68] studied crack growth in the presence of hydrogen using a PF
damage model. Duda et al. [69] developed a PF theory of fracture in elastoplastic solids
which accounts for both solute-induced deformation and solute-assisted fracture. See also
[70, [71),[72]. The previously mentioned works are based on the so-called standard PF damage
model in which the length-scale parameter determines the strength of the material. Utilizing
cohesive PF damage models, one has direct control over the concentration-dependent fracture
properties of the formulation. Recently, Wu et al. [73] applied the PF regularized cohesive
zone model in the context of hydrogen-assisted cracking and showed the global responses are
insensitive to both the mesh discretization resolution and the length scale parameter.

1.4. QOutline of the present paper

Despite the reviewed progress, some fundamental questions remain unanswered when
it comes to the multiphysics fracture. For example, the influence of the damage variable
on the species’ flux and vice-versa is often ignored. Furthermore, including concentration-
dependent fracture properties based on thermodynamic derivation is not considered in most
of the formulations. Finally, the impact of the chosen internal length scale for fracture in
multiphysics environments requires much more attention. We show the necessity of taking
the cohesive nature of fracture as well as consistent derivation based on dissipation inequality
to include all the active coupling terms into account.

In section 2, we present a step-by-step derivation of a chemo-mechanical coupled damage
model based on thermodynamic laws. In section 3, the residuals and their discretized form
in a finite element code utilizing automatic differentiation for solving the equations are
described. In section 4, the numerical examples are presented where we show the influence
of different coupling terms and how the introduced model can be applied to study the crack
patterns in all-solid-state batteries. Finally, the concluding points are discussed.



2. Formulation

2.1. Various types of coupling

According to how strong the connections between different physics are, various coupling
terms are needed to properly describe the problem. With an emphasis on the chemomechan-
ical coupled environment, we summarize coupling scenarios in Fig. [l Here we have three
main fields which are connected together in two ways. As an example, the concentration field
results in additional chemical strain due to the molar expansion of the lattice. On the other
hand, the stress field within the solids will enhance the chemical diffusion (e.g. we observe
the concentration of species at the crack tip). More details of these terms are provided in
what follows in the current section.

In the current work, we argue why some of these coupling terms appear during the
consistent derivation. Next, we shall study their influence on the obtained results that
severely impact the model prediction.

2.2. Kinematics

It is assumed that the bulk undergoes elastic deformation together with a brittle or
quasi-brittle fracture at small deformation based on isothermal and adiabatic conditions.

Let’s consider the configuration of the body V' as shown in the middle part of Fig. [2|
The latter represents a simplified version of a composite cathode in solid-state batteries.
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Figure 2: Microstructure of a solid-state battery system. Fracture within the active material is modeled by a
smeared approach utilizing a phase-field damage model. The mechanical and chemical boundary conditions
are shown on the right-hand side.

The material volume change due to the concentration field is captured by the additional
chemical strain tensor €, which is assumed to be proportional to the concentration of species:

E. = (C— Co) Q, {2 = Qz’j e ® €;. (1)

Here, ¢ is the Li concentration, and ¢y is the initial concentration within the material. In
the case of isotropic chemical strain, (2;; = (2/3 for i = j and §2;; = 0 for i # j. The
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scalar parameter {2 is the partial molar volume. The relation in Eq.[1| gets more complicated
for specific material [74]. The defined material properties throughout this work can be any
arbitrary function of space (i.e. £2(x)) due to heterogeneity within the system.

The total strain tensor e, kinematically related to the displacement field wu, is obtained
via the symmetric part of the displacement gradient tensor. Here, it is assumed that the
strain tensor can be additively decomposed to elastic €. and chemical part ., respectively.

1
€= §(Vu +Vu') =€, +&.. (2)

A smeared approach for fracture is utilized in this work where sharp cracks are replaced
by a diffuse damage zone. Such non-local methodologies solve the issue with mesh objectivity
when it comes to softening due to damage. Phase-field damage models are among the non-
local methods in which the energy related to the creation of free surfaces is dissipated in
a diffuse damage zone by employing the crack density function v. These methods rely on
introducing an additional parameter usually referred to as the length scale parameter [,
[35, 36]. Defining the damage parameter and its spatial gradient by d and Vd, one can write
the crack (free surface) energy as:

v, — / G, dl - / G, A(d, Vd) dO. (3)
r %

2.3. Dissipation inequality

The second law of thermodynamics in terms of the Clausius-Duhem inequality is utilized
to derive thermodynamically consistent constitutive relations of the model (see Eq. . See
Appendix A for a detailed derivation of this relation in a chemo-mechanical coupled envi-
ronment. Taking into consideration an isothermal and adiabatic system, the local form of
the dissipation inequality is given as:

o -+ (V-O)é+¢ - Véetpue—J -Vu+Yd+H-Vd> 0. (4)

In the above equation, o denotes the Cauchy stress tensor, ¢ is the bulk total free energy
density, p is the chemical potential, J is the chemical flux vector, Y is the damage driving
force and H is the work conjugate force related to Vd. V - is the scalar microscopic
stress that expands power over the rate ¢. More details on the definition of each term will
be provided in what follows and for more information, the reader is referred to Appendix
A. Next, we define the total free energy density of the system as a function of strain e,
concentration ¢, concentration gradient Ve, damage parameter d, and damage gradient Vd.
The total energy is divided into the elastic part 1., chemical part ¥. and damage part ¢,:

v(e,e,Ve,d,Vd) = (g, c,d) + (e, Ve) + 4(c, d, Vd). (5)
Details on the choices for each part and their coupling are provided in the next sections.

2.4. Elastic energy

The elastic energy is coupled with the concentration field in two ways. First, we have
the decomposition of the strain tensor (¢ = €, + €.), and the second one can account for
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concentration-dependent elastic properties (i.e. C(c)). Furthermore, the stiffness tensor C is
also under the influence of damage through a damage function fy(d). This damage function
monolithically decreases from one to zero as the damage parameter increases from zero to
one. In other words, the bulk elastic energy density vanishes at the crack surface (i.e. when
d — 1.0) and remains intact when d = 0. The elastic energy is thus given by:

z/ze:%EG:C(C,d):se:%(s—sc):C:(s—sc). (6)

The material should not undergo crack evolution during compressive forces. Therefore, the
expression for the damaged elastic stiffness tensor is split into two parts [35]

C(e,d) = fa Colc) + (1 — fo)P. (7)

Here, Cy = A ® I + 2ul® is the 4th order tensor and C is the 4th order damaged elasticity
tensor. In this method, the compressive regime is determined based on the trace of strain
tensor (i.e. tr(e)). Therefore, the projection tensor P is defined according to

P = ko sgn (tr(e)) I ® I, (8)
Crn=Co—P. (9)

Here P and C), are also 4th order tensors and sgn~(e) = (e —| e |)/2(e). Moreover, (I*);; =
1
5(5ik5jz + 040;1) is the symmetric fourth-order identity tensor. The second order identity

tensor is defined as (I);; = d;;. The bulk modulus of the material is defined as ky =

A+ 3 i. Considering Young’s Modulus £ and the Poisson ratio v for elastic isotropic
s, \ — Ev B E
materials, A = L+ 0)(1—2) = —2(1—1—y)
other developments to take into account the so-called tension-compression asymmetry in the
context of damage mechanics. Interested readers are also referred to [36].
Finally, the damage function is defined as:

are the Lame constants. There are

and p =G

(1 - d)? AEG,
d) = = — = —0.5. 1
Jald) (1 —d)?+ a1d(1+ axd)’ “ wl.o?’ 2 05 (10)

In the above relations, a rational degradation function is introduced to use the phase-field
regularised cohesive zone model [45]. This is also known as the cohesive phase-field model
(CPF) which is shown to be insensitive with respect to the internal length scale parameter
in purely mechanical and thermomechanical scenarios. [75, [47]. This is unlike standard
phase-field damage models (SPF) with a quadratic degradation function where the length
scale parameter influences the strength of the material. Such features are achieved by tak-
ing into account the strength of the material o, as an additional material parameter in the
model as well as introducing a threshold value for damage initiation. See also similar stud-
ies on cohesive fracture [46), 42] 7] as well as the summary provided in Table 2] Further
explanations on the advantage of this CPF over SPF are provided in [47,[75] and what follows.



Remark 1. Note that in general elastic and fracture properties may be concentration-
dependent. In other words, we have E(c), G.(c) and o,(c). In this work, we mainly focus on
fracture properties and therefore the elastic properties remain concentration-independent.
Moreover, utilizing the cohesive PF approach, the results of the formulation converge by
choosing a small enough length scale parameter. In other words, the internal length scale
will not influence the physical response of the system and therefore one has better control
over the crack initiation. Moreover, the damage zone is limited and fewer spread thanks to
the additional threshold value.

2.5. Chemical Energy

The chemical energy as a result of the presence of chemical species (e.g. Lithium ions)
within the bulk of the material is given by:

e = RT¢paz[¢ Iné+ (1 —¢) In(1 — ¢&)] + RT¢paxxC (1 —¢) + %Cmmﬁv& - Ve. (11)

Here, ¢ = ¢/cpax is the normalised concentration, R is the gas constant, T is the reference
temperature and k is an interphase parameter. The first term in Eq. represents the en-
tropic contribution to the system and the second term stands for the enthalpic contribution
which favors the separation of the system. One can investigate the single-phase system by
setting x < 2, while y > 2 is adopted for the coexistence of the two-phase system [76, [77].
The scalar parameter x denotes the interface energy parameter. See also [78] for similar
studies.

Remark 2. A possible coupling between the damage and concentration field is by
multiplying the chemical energy with the damage function. As we will show later, by doing
so, the damage driving force becomes overly complicated. Instead, we intend to keep chemical
energy to be damage-independent and make the chemical flux to be damage-dependent.

2.6. Damage Enerqgy

In the smeared approaches for fracture like PF damage models, the (sharp) crack surfaces
in the bulk are replaced with a diffusive damage zone. Therefore, the fracture energy will
be dissipated via crack density function v within the volume as follows [36} 45], [47]:

Vu = Go(e) 7(d, V) = &2 (llw(d) +1.Vd-A- Vd) . (12)

Wo

Here, w(d) = 2d—d? is the crack geometric function and the internal length scale parameter is
denoted by [.. The constant scaling parameter wy = 4 f01 vw(d) dd = 7 is obtained to make
sure that the dissipated energy per volume remains equal to the material fracture energy
parameter G.. Finally, the second-order structural tensor A = I + o a ® a is constructed
based on the vector @ = [cos(¢) sin(¢)]?. Utilizing a non-zero value for the parameter o, one
can penalize the crack direction along the angle ¢ [47]. The angle ¢ is treated as a constant
input parameter and it is in accordance with the preferential crack direction.



Remark 3. There are various choices for the damage function f; [79]. Here we compare
two mainstreams known as the AT2 phase-field damage model with quadratic degradation
function (see e.g. [30]) against the cohesive phase-field model (see e.g. [45]). In Table[2] one
can also see a simple receipt to switch between the two formulations. Note that the chosen
relation and value for a; and as results in a bilinear cohesive behavior as the damage variable
evolves within the localized zone [45]. It is worth mentioning that the latter developments
are limited to mode I fracture and mainly isotropic settings for fracture.

Remark 4. In this work, we tend to keep a; parameter concentration independent. To do
s0, one can use specific relation for G.(c) and 7, (c) so that this ratio holds G.(c)/c2(c) = cte.
This assumption leads to a constant value for the parameter a; and therefore the whole ex-
pression for the degradation function f; is concentration-independent. From this assumption,
we simplify the derivation of the model. Nevertheless, one can also consider concentration-
dependent f; upon having reliable experimental evidence. This will not result in any change
within the current framework and simply more additional coupling terms will come into the
final picture (see also [75]).

2.7. Thermodynamic forces

At this point, all the terms in Eq. [5| are defined according to the relations through
Eqgs. [6[11] and [12] Therefore, the time derivative of the total internal energy gives us
o L 0, 0 o W O

V=G0 €+ 3¢t ave Vet 3gdt ava Ve (13)

As mentioned before, for the described chemo-mechanical coupled system, the first and
second law of thermodynamics is elaborated in Appendix A which resulted in the simplified
local version of the dissipation inequality (see Eq. . By plugging in the time derivative of
free energy formation Eq. [13]into Eq. [ the local dissipation inequality is written as:

(0 oy, o W W
o€ (3 —l—ac +8V v+6dd+3VdVd)
+(V-&)ée+¢-Vetpue—J -Vu+Yd+H-Vd > 0. (14)

The above expression is then further simplified as

() oo e B o ).

( _8_1”) (H_Wfd)v'd—wwzo, (15)
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where, fi,e; is defined as p,e; = p+V-¢. To satisfy the dissipation inequality for an arbitrary
process, one possible approach is [63] 3]:

o= g—i’ - aa‘ie —Cled): (e —e) = Cle,d) : e, (16)

¢= % = KCmaz| V. (17)
u:%—V-C:RT(lnlié+x(l—26)> —/iCmaz|v25|+%563%266—029"‘7&0(0)

(18)

Y:%:W:%ee;%:eﬁac@%, (19)

_ % _ % _ %GC(C) L. (20)

Note that based on the above derivation, the chemical potential (Eq. is enhanced
by the stress tensor as well as the derivation of the fracture energy with respect to the
concentration variable. The remaining term in the dissipation inequality reads

—J -V >0. (21)

To ensure non-negative dissipation, the flux vector is obtained via the potential ®¢:
.1
®° = M (e, d)| |Vl (22)

We assumed isotropic concentration-dependent mobility parameter M according to

M(e, d) = ha(d)Mo(c) hd(d)% c(1—2). (23)
Here D is the diffusivities inside the bulk. To degrade the chemical flux, we utilized the
chemical damage function hy(d) = fq(d) which takes the same formula as the mechanical
damage function. Note that one can also investigate other choices such as hq = (1—d)® where
b is a constant positive real number. Assuming concentration-independent elastic properties,
the flux vectors within the bulk and the interface are then obtained as:

J=—-M(c,d)Vu=

— ha(d)Moy(c)V (RT (ml

Cc

—cC

+ x(1— 26)) — KCmae|V?E| — o 2+ 7dicc(c)) . (24)

From the numerical point of view and based on the consistent derivation, the last term in
Eq. appears in the flux vector. From the physical point of view, this term represents
additional flux in regions where v # 0 (i.e. transition from undamaged to damaged regions).
We will study this matter further in the numerical examples.

Remark 4. The function hy(d) in Eq. similar to the damage function for elastic
energy fy, decreases monolithically as the damage parameter increase from zero to one. As
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a result, the species flux will be cut off at the freshly created crack surfaces. Such coupling
becomes essential as it will be shown in the numerical examples (see also [80] for the same
effect in thermally induced fracture). For future developments, one can consider anisotropic
damage growth [47] or consider the influence of mode-mixity on the flux vector [3].

Remark 5. Note that in the application of batteries, the stability of the material may
increase upon lithiation. For example when it comes to lithiation in the cathode active ma-
terial like lithium nickel manganese cobalt oxides, LiNi,Mn,Co,02 (NMC) or lithium cobalt
oxide LiCoOy, Lithium atoms fill-up the nanovoids and result in a tougher material behavior
[16]. On the other hand, could be that the material becomes brittle upon the increase in the
chemical concentration (Li-embrittlement) [3]. This case is particularly interesting when the
cathode active material goes under delithiation.

2.8. Summary of governing equations

A summary of governing equations for displacement, concentration, as well as damage
field, is provided in Table [1} It is worth mentioning that for the displacement and damage
field one can apply the Euler-Lagrange procedure or variational derivative with respect to u
and d to obtain the relative differential equation for displacement and damage, respectively.
The latter is also similar to the Allen-Chan evolution equation (see also [37]). When it comes

to the concentration field ¢, the Chan-Hillirad procedure should be applied to satisfy the con-

dG.
< +X(1—25))—a:n+7§:

servation of mass [55] [76]. Here we define pi,,e; = RT ln1 E
—c
and the elastic properties are assumed to be independent of the concentration field.

Displacement Concentration Damage

V-o+b=0 V-J+¢=0 V-H+Y =0
21,

o=C(d):e. J=—-M(c,d) Vu H = ?Gc(c)Vd

G

86:€—(C—Co)n M:Nnet_V'C Yz—fé?—l—w’ﬂ

Table 1: chemo-mechanical coupled formulation of cohesive fracture.

In Table[T] the expression for H is defined as the maximum value between the undamaged

1
elastic strain through the simulation time ¢2(¢) = 5 € Cp, : €., and the damage energy

1
hreshol = — o2 [47]:
threshold )y, 5F o, [AT]

H = mtax(wg(t), V). (25)

This history parameter assures damage irreversibility condition upon unloading the system
and therefore it is essential for cyclic loading (e.g. lithiation and delithation cycles). In
Table [2| a comparison is made between the AT2 and cohesive PF fracture model.

The boundary conditions for different fields are summarized in Eq. Here, the external
traction ¢, and the displacement boundary condition u, are applied along dV; and 0V,
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AT2 PF model Cohesive PF model

Crack topology function w(d) =d* wy =2 w(d)=2d—d* wy="

| (1 ay
Damage function fa=(1—4d)? fi= 0 APt ad fand
52
History parameter H = max, (Y2(t))  H = max, (P2(t), —=)

Table 2: Standard versus cohesive phase-field damage models.

respectively. The external flux J, and the concentration boundary condition ¢, are applied
along 0V; and 0V, respectively. Note that for the damage field, the only required boundary
condition reads as Vd - n = 0 on external boundaries (i.e. V).
{ U =u, on 0V, { c=cp on OV, (26)
oc-n=t, ondV,’ J-n=J, ondV;
Apart from the bulk model, the electrochemical reaction equation should be addressed as
well. The electrostatic and electrochemical potential at the interface between the AM and
the SE determines how the Lithium ions in the solid electrolytes (SE) are transported. The
latter can be described via a Faradaic reaction, i.e. Lit 4+ e~ = Li. The resultant neutral
Lithium moves in the host material according to the diffusion mechanism. It is known that
losing bonding or contact at the interface between SE and AM hinders the aforementioned
chemical reaction. The rate of the reaction on the interface between the AM and SE is
described by the phenomenological Butler-Volmer (BV) equation [811 [82] 83, 84]

1-8 8
js = csurfa;:)fyj |:6Xp <_6%) — €Xp <(1 - 6)%)] ) (27)
where cg,¢ is the molar concentration of intercalation sites on the surface, 7y represents the
meantime for a single reaction step. The parameter 74 = (1 — ¢)~! denotes the chemical
activity coefficient of the activated state, while 8 = 0.5 is the transfer coefficient for forward
and backward reactions. The Faraday constant F' describes the amount of electric charge
of one mole of electrons [55]. Finally, the quantities a, a™, and a~ are the activities of Li,
Li*, and the electron, respectively. Following the similar approach described in [55], the BV
relation in Eq. is rewritten as:

Sur ~ F Sur ~ F
jo=(1—-D) [CTOfu — &) exp (_QJ'TTA(b> . CTOf(1 — &) exp (% + WAQ&)] . (28)

where A¢p = ¢, — ¢ is the voltage drop across the interface, and p is the chemical potential
of the active material in contact with the electrolyte. Note that in Eq. the parameter D
denoted the damage from CZ elements. This damage parameter is determined based on the
given displacement jump at the interface [3]. In future developments, the current cohesive
PF model can be extended to take into account the electrochemical reaction and as a result,
the model can be also used for interphase between AM and SE.
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3. Finite element implementation

In this part, we drive the weak form for the different involved physics in the problem
considering the governing equations summarized in Table[I] This is achieved by multiplying
the mechanical, chemical concentration, chemical potential and damage governing equation
by a virtual displacement field du, chemical concentration field dc, chemical potential field
op and damage field dd, respectively. By applying integration by part, Gauss’ theorem, and
considering standard boundary conditions we have:

/(V-a’+b)5udV:/ t-éudS—/a:éedV—i—/b-dudV, (29)
1% oV \% Vv
/(V-J+c’)(5ch:/ J~n50dS—/JV5ch +/c'5cdv, (30)
1% oV 1% 1%
/<V-<+u—unet>5udvz ¢-m oy dS —/cvwv +/<u—unet>6udv,
174 oV Vv Vv

(31)
/(V-H—Y)éddV: H-néddS—/HdeV—/Y(deV (32)
1% oV Vv Vv

The above relations are discretized using the following approximations for the displacement,
concentration, chemical potential and damage field as well as their spatial derivatives:

u = N, u, c= N.c, H = N,u/-'l’e d= Ndde (33)
E=B,u, ’ Ve= B.c.'’ Viu=B,p "’ Vd = B,

In the above equation, u., c., p and d,. are the nodal values of displacement, concentration,
chemical potential and damage values. Furthermore, € is the strain in the Voigt notation.
For a 2D quadrilateral linear element with four nodes, shape function matrices IN,,, N., N,
and Ny and their first derivative B, B, B, and B, are introduced below:

Nl 0 N4 0
Nu:|:0 Nl 0 N4:|7NC:NN':Nd:|:N1 N4i| (34)
Nl,fl‘ O N4,£E O
B,=|0 N, .. 0 Ng|l,B.=B,=B,= |:%lz ]J\Vfﬂ (35)
Nl,y Nl@ e N4’y ]\747z 1,y e 4y

The problem domain, V, is discretized into n. number of elements (ie. V =3 ", V,).
The same holds for the boundary of the domain which is divided into n, number of elements
(ie. OV =Y 0V®). Inserting the above discretization relations into Eqs. 9] to [32] one
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obtains all the residual vectors, for an arbitrary element V,:

Ty = NI'tdS— | BYadv+ | NI bav, (36)
Ve Ve Ve

r.= NI(J-n)dS — | B'gJdv+ | NI c¢av, (37)
Ve Ve Ve

Ir# = NCT(C ' n) dsS — BZC av + NE (/J, - ,unet) dV? (38>
Ve Ve Ve

ry= N](H -n) dS—/ (B H)ydv — | N] Y aVv. (39)
av& € Ve

In Eq. 36, & is the stress tensor in Voigt notation. Furthermore, the time discretization is

performed by dividing the total time by n; time steps of the size At. Therefore the term
n+1 n
—c

¢ in Eq. 37| can be written ¢ = —————. The known value ¢” is the concentration in the

At

previous time step, and the unknown value ¢"*! is the concentration related to the current
time step. Finally, the gradient of the hydrostatic stress Vo, (see Eq. , is calculated by
multiplying its nodal values by the gradient of shape functions B,. The hydrostatic stress
o, is calculated at each integration point from the nodal displacement values w. It is then
extrapolated to the nodes using the shape functions matrix. In this approach, there is no
need for higher-order shape functions [3], [75].

The introduced model is implemented into the open-source FEM framework Multiphysics
Object-Oriented Simulation Environment (MOOSE) [85, [86]. The coupled sets of PDEs of
the bulk element are solved by PETSc [87] (see also [63]3]). Moreover, our initial implemen-
tation for the damage model is based on the RACCOON framework which is an application
in the MOOSE platform to model the fracture of materials using the phase-field approach
[88, 89]. We further developed existing codes according to our needs and what is described
in the previous section for the introduced model. Such implementations are also available
for interested readers upon their request. The geometry for different structures in this work
is designed and meshed with the aid of the open-source software Gmsh 4.8 [90]. Finally, the
data analysis, visualization, and representation are carried out on ParaView 5.9 [91].

Non-linear systems of equations are usually solved by applying Newton Raphson’s method
for which one requires derivation and construction of the Jacobian matrix (derivation of resid-
uals with respect to the degrees of freedom). Computing the latter matrices is a tedious task
in numerical computations. On the other hand, one can take advantage of the methods such
as automatic differentiation (AD) [92]. In this study, AD is employed in the implementa-
tion of codes related to chemo-mechanics and phase-field fracture to simplify the process
of implementation and to guarantee accurate results without errors arising from truncating
derivatives in the manual construction of the Jacobian. The Multi-app approach [93] is used
which allows a straight way for coupling different physics in the MOOSE platform.
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transfer d after each iterative step

[ Main app \ / Sub app \

Solid Mechanics Cohesive Phase-Field
Fracture Model

l

storage (auxvariable)

Diffusion Model \ /

storage (auxvariables)

N / "

transfer &,, ¢ after each iterative step

Figure 3: Connection between modules coded in the FE program MOOSE.

As seen in Fig. , the multi-app is run with a main/master app and a sub-app. A master
app in which most processes are run is established and from which other sub-apps are called
to solve different physics of the whole problems. In this study, the chemical and mechanical
parts of the implementation are written in one input file and fully coupled as the master
app. The damage residual is solved in a second input file (shown as the sub-app). The
latter part is then called after every iteration in the master app in a staggered manner until
convergence is reached. Relative tolerance of 107® is defined in our studies.

4. Numerical examples

The numerical results are categorized in two main directions. First, we focus on some
fundamental aspects of crack propagation in a chemo-mechanical coupled solid. We intend
to show the performance of the introduced model and later on the importance of different
coupling terms and their influence on the overall results. Next, the focus is on more practical
examples where we look into cracking of the active material and a composite system of AM
and SE. The specific cathode material under consideration is V,O5 and the relative material
parameters and their numerical values for the current simulations are provided in Table
(see also [94]). For the solid electrolyte, we consider LiLaZrO (see Table [5)). These numbers
are kept constant throughout the simulations unless it is mentioned otherwise for some
parameter studies. Also, note that some of the fracture properties have to be assumed for
the sake of numerical calculations due to the lack of available data. Nevertheless, this does
not change the modeling strategy and our qualitative conclusions.
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Unit Value

Young’s modulus F [GPa] 43
Maximum concentration Cyax [mol/m?| 12400
Poisson’s ratio v ] 0.3

Partial molar volume {2 [m? /mol] 4.85 x 1076
Diffusivity D [m? /s 5.4 x 1071°
Interface parameter [Jm?/mol] 1.2 x 10712
Phase parameter y ] 2.4
Ultimate stress at null concentration oy [GPa] 0.8
fracture Toughness at null concentration Gy [J/m?| 1.54

Gas constant R [J/(mol.K)] 8.314
Temperature T K] 208.15

Table 3: Parameters used in the numerical Studies taken from [63]. The values for fracture properties (G.o
and o,9) are from the primarily atomistic calculations and are still unpublished. These values are also
changed in some of the reported numerical studies.

4.1. Tensile test in a chemo-mechanical coupled single notched specimen

The geometry and boundary conditions for the mechanical and chemical part of the
problem are shown in Fig. [d] The initial concentration of cg = 0.5 ¢y is assumed. All the
surrounding edges are chemically isolated and the upper edge is pulled in the y—direction and
fixed in the z—direction. As we apply the displacement, the reaction forces are measured.

For the rest of the studies, the following normalized values are utilized according to
Table [l In normalizing values and parameters, we choose a characteristic length A = 1 pum
and a characteristic time 7 = 100 sec.

Normalized quantity Formula Normalized quantity Formula
Reaction force component F* F/RTMc,,., Hyd. stress o} on/RT oz
Concentration c* ¢/ Cmaz Flux value J* JT [ NCmaz

Table 4: Normalized quantities utilized in the simulations

f F,u 1 ’ dimension in [um]

vl ¢ initial
) : concentration

Co

insulated chemical -
boundary conditions

element size
h =25nm

A

Figure 4: Meshed geometry and boundary conditions of a single notched specimen.
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Fig. 5| shows the normalized reaction force component in the y direction for different
values of [.. One observes a convergence in the results as we decrease the value of [..

8
8 —— 1. = 0.04 um
-
tg 6| === 1=002pum £
'9 EEEEN o] \
g lc = 0.01 pm “.
2 4 ¥
el o
g b
3 E
g 2 '
o ol
z i
" | VOO
0 2 4 6
Displacement (um)

Figure 5: Convergence studies with respect to the internal length scale parameter [..

4.2. Dilithiation in a chemo-mechanical coupled single notched specimen

We now look into a case where the chemical flow drives the damage progression. The
geometry and the boundary conditions are according to Fig. [6] The initial concentration of
co = 0.9 ¢pas 18 kept within the bulk. The concentration on the left edge is kept constant by
applying a Dirichlet boundary condition (¢, = 0.1 ¢ja.). All other surfaces are insulated.
Delithiation from the entire left-hand side of the sample is referred to as symmetric BCs
while delithiation only from the top left-hand side is referred to as asymmetric BCs for what
follows. Since in the symmetric delithiation example, species flux vectors are mainly parallel
to the crack direction, the asymmetric delithiation is considered for a better study of the
influence of the freshly created crack surface on the concentration profile.

dimensions in [pm] symmetric delithiation unsymmetric delithiation

AVAVAVATAY

Cmin

insulated chemical
boundary conditions

insulated chemical
boundary conditions

Figure 6: Meshed Geometry and boundary conditions of a single notched specimen.
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Figure 7: Convergence studies with respect to the internal length scale parameter [..
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Here, we discuss the process of symmetric delithiation. As the lithium goes out, the whole
specimen tends to shrink. Since the system is mechanically fixed at the top and bottom edges,
it cannot shrink freely. As a result, tensile stresses develop within the material and the crack
starts to propagate from the introduced initial notch. As more delithiation happens through
time, the crack propagates further till the specimen is divided into two parts. Similar to
the previous section, the reaction forces and concentration profile are compared for cases
with different length scale parameters. Interestingly enough, again we observe a convergence
behavior quantitatively and qualitatively in the obtained predictions. Moreover, for time
t = 0.055 sec, the snapshots of the process are shown where the normalized concentration
profile and the flux vector are plotted.

For a better comparison, the crack location is omitted for the region with damage higher
than 0.8. The concentration profile is also plotted along the section A — A which passes the
damaged region. The results confirm the convergence of the predictions with respect to the
length scale parameter. Certainly, one cannot choose an arbitrarily large value for .. Yet, by
choosing small enough value for /. and by including more physics into account the results are
insensitive regarding the length scale parameter. The latter shows the model is much more
reliable for critical predictions. These studies give us enough confidence to further explore
other coupling terms in what follows.

For a better comparison, a summary of different models is provided below. Going from
top to bottom (model A to D), more coupling terms between different active fields are
considered.

What we presented for the length-scale studies is based on model C which takes into
account many important features.

e Model A: we consider one-way coupling between mechanical and chemical parts (e =
€.+ ¢€.). Diffusion depends solely on the concentration gradient (i.e. u = pg). Mobility
remains undamaged (i.e. hq(d) = 1). Fracture properties remains constant (i.e. G, =
cte. and o, = cte.).

e Model B: We account for a two-way coupling between chemical and mechanical parts.
In other words, in addition to € = &, + &, stress is coupled with diffusion (i.e. p =
to — o : §2). There is no direct coupling between concentration and damage fields.
Mobility remains undamaged (i.e. hg(d) = 1). Fracture properties remain constant
(i.e. G = cte. and o, = cte.).

e Model C: We account for a two-way coupling between chemical and mechanical parts
and a one-way coupling between concentration and damage field. Flux is under the
influence of damage (i.e. hq(d) = fq(d)). Fracture properties remains constant (i.e.
G. = cte. and o, = cte.).

e Model D: We account for a two-way coupling between chemical and mechanical parts
as well as a two-way coupling between concentration and damage fields. Flux is under
the influence of damage (i.e. hg(d) = fq(d)). Fracture properties are concentration

dG.

dc )

dependent (i.e. G.(c) = F(c¢) G, ou(c) = \/F(c) owo and = pog — o : 2+~
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4.3. Influence of coupled hydrostatic stress

Utilizing the boundary value problem described in Fig. [0, a comparison is made between
the formulation with hydrostatic stress uncoupled with diffusion and the one where stress is
coupled with diffusion (see the definition for Model A and B). The results of such comparison
in terms of the concentration profile, flux vector, hydrostatic stress as well as damaged regions
are provided in Fig.

t =0.02sec t = 0.04 sec t =0.06sec

no coupling
(model A)

coupled hydrostatic stress
(model B)

coupled hydrostatic stress
(model B)

Figure 8: Comparison between uncoupled and coupled hydrostatic stress formulations (model A and B)
utilizing symmetric delithation BCs.

First, we observe that the flux distribution is not homogeneous for model B. Here, the
flux vector and concentration of chemical species are accumulated at the crack tip where
we expect to have high tensile stresses (positive hydrostatic stress). This is in contrast to
the almost homogeneous distribution of flux for model A where we have no strong coupling
between the chemical and mechanical fields. Second, we observe that the crack propagation
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initiation is different. One naturally expects that the accumulation of the concentration at
the crack tip will locally increase the chemical strain and therefore reduce the elastic strain
and relax the stress at the crack tip. Here we conclude that the latter point is not enough
to judge the cracking propagation behavior. In this example, the other parts of the system
which are away from the crack tip are under severe delithation. As a result, for model B,
the whole specimen shrinks more which results in a higher driving force (elastic energy) for
damage.

4.4. Cutting off the flux vector at freshly created crack surface

According to Eq. we proposed to introduce the influence of the damage parameter on
the flux vector by utilizing the damage function that decreases monolithically as the damage
parameter increases from zero to one. This is considered in Model C. To properly study
this effect, the BCs with asymmetric delithiation are considered (see also Fig. @ In what
follows, we compare the results of model C against those from model B.

t = 0.08 sec t =0.11 sec t =0.13 sec .
c
9.0e-01
z I
Ke
o - —0.7
g E 06
23 - .
= E 0.4
g ~ 0.3
k=
5 0.2
9.3e-02

damaged mobility
(model C)

]*
1.7e+00
1.6

[ 1.4
12

—1

— 038
0.6
04
0.2
0.0e+00

t = 0.13 sec, model B t = 0.13 sec, model C

flux is cut
at the crack surface

unphysical flux
at the crack surface

Figure 9: Comparison of damaged and undamaged mobility formulations (model B and C) utilizing unsym-
metric delithation BCs.
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Based on the results reported in Fig. [9] we conclude two major points. First, for model
B, the flux vector is in accordance with the concentration gradient imposed for delithiation.
Moreover, the flux vector from the lower section of the specimen goes directly through the
cracked surface without respecting the presence of the freshly created damaged surfaces.
The latter point is not physically accurate. On the other hand, the concentration profile for
model C (where mobility is damaged) shows the flux circumventing the crack. Secondly, it is
observed that there is a slight change in the crack propagation behavior which is associated
with the faster delithiation for model B where concentration flux can pass through the crack
surface resulting in an inaccurate crack propagation behavior.

4.5. Influence of concentration-dependent fracture properties

For the next study, fracture properties are assumed to depend on the concentration
value. Therefore, properties such as damage onset and fracture energy are defined to be
concentration-dependent. In battery systems, the latter is known as Li-embrittlement [16), 3].

t = 0.02 sec t = 0.04 sec t =0.06 sec
& c’
E 9.0e-01
[}
Fg [0.8
(0]
S0 o7
0.5 |
S g
4&; ~ 0.4
g 0.3
Q
2 0.2
o
Q 9.3e-02

— 0.8

0.6
04
0.2
0.0e+00

concentration dependent G.(c)
(model D)

t = 0.06 sec, model C t = 0.06 sec, model D

higher
concertation close
to the freshly
created crack
surface

Figure 10: Comparison of results from formulations without and with concentration-dependent fracture
toughness (model C and D) utilizing symmetric delithation BCs.
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In Fig. [10] the simulation results for models C and D are compared. In model C, the
fracture properties are assumed to be independent of the concentration (i.e. G. = G.p).
On the other hand, in model D, a linear drop is assumed for the fracture energy value
Ge(c) = Geo(1 — We/epar) where W = 1. As delithiation occurs, tensile stresses developed
at the crack tip result in the accumulation of concentration. In model D, the additional
concentration of Li-ions embrittles the material and therefore we observe earlier crack prop-
agation initiation, i.e. smaller fracture resistance. Moreover, according to the third term in

the right-hand side of Eq. [24| (i.e. 7dGC<C)

concentration to reach the crack surface. Such a tendency is energetically favorable for the
system, as the free surface of the crack takes lower energy and with additional concentration.
Concerning the latter point and since G, reduces with concentration, the freshly created free
surface is a suitable spot for species to navigate to. The reaction forces obtained from models
C and D are compared in Fig.[11] As expected, by considering the effect of Li-embrittlement,
we observe a significant drop in the calculated reaction force.

), we expect additional flux term which drives the

- ~

— Model C (G, = cte.)
----- Model D (Li-embrt.)

Normalized reaction force
\S]

0 0.02 0.04 0.06 0.08 0.1

Time (sec)

Figure 11: Comparison of obtained reaction forces from formulations without and with concentration-
dependent fracture toughness (model C and D) utilizing symmetric delithation BCs.

4.5.1. Influence of preferential crack directions

Dependent on the microstructural features or nanoscopic structure of the material, there
might exist some preferential direction for the crack. For example, one can mention the
specific atomistic direction within the structure of a crystal. The latter is also known as the
cleavage plane and can serve as a potential site for cracks to grow [95] B37].

By employing the anisotropy in the phase-field fracture model, we manage to include
these features in the formulation (see also [47]). The same problem as before is considered
for further studies. Instead, we introduce angle ¢ = 30° as the preferential crack direction.
Furthermore, we set the parameter a = 10 for this simulation (see Eq. [12| and explanations
afterward). According to Fig. , upon symmetric delithation, the crack tends to deviate
from the horizontal line. Such behavior is due to the high anisotropic properties we chose for
the preferential crack direction (i.e. ¢ = 30°). In other words, by applying the second-order
tensor A, we intentionally increase the fracture energy in any other direction compared to
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the direction ¢. As a result, the crack tends to go along the weakest direction which is shown
in the first row of Fig.

t = 0.04 sec t = 0.06 sec t = 0.08 sec

T o=

preferential —04
crack direction 02
0.2

0.0e+00

1.7e-01

Damage Concentration Hydrostatic stress

Figure 12: Comparison of concentration and flux profile for same concentration dependent fracture toughness
and different slopes using Boundary condition A.

4.6. Chemomechanical fracture in single crystal active particle

In this part, one single crystal active material particle is investigated as shown in Fig. [13]
Assuming the symmetric condition, one-quarter of the particle with a 2D-plane strain as-
sumption is simulated. While 3D particles will be addressed in the later part of the article,
this 2D assumption is still to a certain extent applicable for particular geometric cases
e.g. long nanowires [04] as well as structural battery electrolyte [96].

A sufficiently fine mesh is chosen to ensure convergence. Details on the geometry and
boundary conditions are summarized in Fig. The material properties are according to
Table . In particular, the fracture energy of the AM is assumed to be G, = 0.25 J/m?.
To regard roughly the crack nucleation due to surface defect, a pre-notch or pre-crack was
introduced. For comparison, the case without pre-notch is also simulated, whereby the crack
nucleation is difficult to interpret. A constant concentration of ¢, = 0.1 ¢4z is defined on
the outer region while the bulk concentration is defined as ¢y = 0.9 ¢,,4.. The delithiation
process is therefore achieved through the application of Dirichlet boundary conditions.
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" insulated chemical
boundary conditions

element size
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Figure 13: Geometry and boundary conditions of a circular active material.

In Fig. [14] the simulation results on the delithiation of the active material are shown.
As we proceed from the left to the right, the delithiation process is getting completed. The
presented results focus on how damage, normalized concentration, and hydrostatic stress
profiles are evolving along the direction of the initial notch. Similar to the previous cases, the
regions with damage higher than 0.8 are omitted for better visualization of the process and
the internal length scale parameter is chosen as [, = 0.01 ym. Based on the mechanical BCs,
the outer surface of the active material goes under severe tensile stress as the concentration
goes out of the system and the AM tends to shrink. This is similar to the previous test where
the bulk tends to shrink but it is under mechanical constraints. High tension at the outer
circumference of the circle serves as an ideal spot for crack nucleation and propagation.

In Fig. we repeat the same delithiation process where we do not have any pre-crack
in the system. Therefore, the location of the crack nucleation is now more or less arbitrary,
since they are mostly induced by numerical fluctuation. Here, we observed two main cracks
evolving simultaneously. The location of these cracks may change if we slightly change the
simulation parameters (e.g. delithiation rate or some convergence criterion). However, the
distance between the cracks (number of major evolving cracks in total) stays the same for
the given material system. This observation is according to similar tests related to periodic
cracking in the materials [97] or quench test [98]. Furthermore, here the depth of the cracks
at the final time is slightly lower than the crack length in Fig. Therefore, the number
of cracks and their propagation depth seem to be strongly related to the available elastic
energy.

Next, we investigate an example where the delithiation process is performed for the case
where we take into account phase transformation (PT) within the active material solid. In
order to achieve phase transition in the material x = 2.4 and for a sharp interface between
the phases x = 1.2 x 10712 Jm?mol™! is used [55]. In Fig. the results for the notched
case are presented. Although at the initial crack tip, the stresses are building up, cracks in
the system tend to initiate from the outer surface where we observe much higher stresses
which are now enhanced due to PT. The reason for this higher stress is the formation of
high and low concentration regions during the phase transformation, which creates a huge
change from the stress-free concentration at the outer surface of the particle, and therefore
higher tensile stress is observed in that area which leads to crack nucleation. Interestingly,
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the number and depth of cracks at the end are enough to dissipate the energy and therefore
we did not observe crack propagation from the notch. Here one should note that the depth of
the initial notch does play a role and upon selecting other sizes cracking may start from the
notch as well. In Fig. [I7] we omit the initial notch and studied the crack evolution. Similar
to the case without PT, we ended up with more or less equidistant cracking in the system.
The main conclusion at this point is the major influence of the PT zone which controls not
only the crack initiation but also the evolution of the crack front (see also studies in [99]).

c* t = 0.064 sec t = 0.34 sec t =59sec t = 62 sec
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Figure 14: Evolution of damage, concentration, and stress profile in the active material with the initial notch.
There is no phase transition in the solid AM as the concentration changes.
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Figure 15: Evolution of damage, concentration, and stress profile in the active material without any initial
notch. There is no phase transition in the solid AM as the concentration changes.
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Figure 16: Evolution of damage, concentration, and stress profile in the active material with the initial notch.
The solid AM goes under phase transformation as the concentration changes.
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Figure 17: Evolution of damage, concentration, and stress profile in the active material without any initial
notch. The solid AM goes under phase transformation as the concentration changes.

Despite insightful studies in a 2D setting, in many realistic cases, we are dealing with 3D
particles where we cannot apply the 2D assumptions. While the theoretical formulation and
numerical implementation remain the same or similar for 2D or 3D cases, the computation
cost and the particular simulation results vary. In Fig. [I8 the geometry, finite element
meshing as well as mechanical and chemical boundary conditions for a spherical AM particle
are shown from left to right, respectively. Again, we take advantage of certain symmetric
planes and reduce the model to 1/8 of the original one. The particle goes under delithiation.
Note that a pre-crack is also introduced in the shape of an ellipse to facilitate cracking.
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The results of this process in terms of the damage and concentration profile are reported in
Fig. Interestingly, due to the 3D nature of the problem, the cracks not only propagate
the y-z plane towards the center of the particle but also another crack start to propagate
from the surface toward the depth of the particle as shown at time t = 2.6 sec. Again, we
observe a similar pattern here where the cracks seem to get maximum distance from each
other.

Cmin
flux free
along z

- fixed

flux free
along x

fixed
along x

™ W fixed flux free
2a = 0.01 pm along y along y
FE mesh on the 1/8 .
of the spherical AM cligmmieal [BCs
Figure 18: Geometry and boundary conditions of a spherical active material.
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Figure 19: Evolution of damage and concentration profile in the 3D active material with a penny-shaped
initial notch. There is no phase transition in the solid AM as the concentration changes.
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4.7. Cracking in a heterogeneous chemo-mechanically coupled environment

To make the advantage of the current modeling approach clear, a simulation is performed
for two neighboring grains in a polycrystalline active material. In Fig. the grain boundary
region is replaced by a thin layer where the thickness of the GB is set to 20 nm. the system is
delithiated from the left-hand side and we have studied two different values for the fracture
energy of the GB region. Other BCs as well as geometrical information are reported in
and the material properties are based on Table[3] The results reported in Fig. 21] clearly show
that in the case of a very weak GB (i.e. where the fracture and elastic properties are reduced
by a factor of 10), the transgranular crack pattern will change into the intergranular mode.
Note that the same formulation is utilized for all the FE meshes but simply the properties
assigned to the model are varied to represent the heterogeneity within the system. Here the
question remains of how to properly distribute the material properties which shall be the
point for future investigations. See also studies in [100), 64].

Grain 1

GC,GB = 01 GC,G
ouce = 0.10y6

GC,GB = GC,G
OuGB = Oug

Figure 21: Average damage evolution during the simulation of the current model.
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4.8. Initial studies on damage progression in composite cathodes in solid-state batteries

Next, we focus on the previous example by adding the solid electrolyte phase around
the active particle according to Fig. 221 The interface between the SE and the AM is
enriched with a new set of chemo-mechanical coupled CZ elements where the flux vector is
in accordance with Eq. In the current work, this interface is represented by a CZ model
described in [3]. Such a model can also be represented by an electro-chemo-mechanical
cohesive PF model in future development and it is not the focus of the current study. The
delithiation process is modeled in this study. The AM is modeled by means of the described
chemo-mechanical coupled PF fracture model while the SE part is modeled via model A
(uncoupled chemo-mechanical model) without any damage. To trigger the crack initiation
for this numerical study, the value for fracture energy of the AM is changed to G, = 0.03
J/m? and 0,9 = 60 MPa. Furthermore, the governing equation for the ¢, inside the electrolyte
is the simple Fickian diffusion: ¢, = V - (D.Ve,). Here we assumed that the change in the
electrolyte’s concentration is small during the chemical diffusion and as a result, no change
in the electrolyte’s volume is expected in response to the concentration change. Moreover
and due to simplicity, the electric potential is not considered for this study. As a result, the
migration of the Li ions due to the electric field is not considered in the electrolyte. The
parameters for the SE are summarized in Table[5l The parameters for the AM are the same

as before.
[ |

Cet = 0.09 Crnay

L=15um Lnsulzted interface between
oundary SE and AM
condition iched with the CZ
€00 = 0.2 Crg enriched with the
/ (BV equation)
r=1um . /
symmetric
L boundary >
condition

AM modelled via

PF fracture

¢o = 0.9 cax

Figure 22: Simulation setup for the delithiation process in a composite cathode including an active material
surrounded by a solid electrolyte.

A constant concentration c.; = 0.09 ¢4, is applied on the upper edge. Based on the given
BCs, delithation happens inside the SE. Moreover, based on the introduced electrochemical
reaction at the interface between the AM and SE (BV relation), an outward flux of species
occurs which in return results in delithiation of the AM. Due to the shrinkage of the AM as
well as mechanical constraints on its surroundings crack patterns will start to form according
to Fig. Interestingly enough, the cracks seem to start in a radial fashion similar to the
case of liquid electrolytes, but after a while and based on the new stress distributions, cracks
tend to propagate in a circumferential direction. In other words, adding the solid electrolyte
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tends to change the dominant fracture mode which was also observed in similar studies by
the authors in polycrystalline AM [3]. The obtained results for the concentration profile as
well as chemical flux are reported in Fig.

Unit Value
Young’s modulus of electrolyte E [GPa] 43
Poisson’s ratio of electrolyte v -] 0.2

Surface site concentration Ceyf mol/m?| 6.78 x 10~°
Single reaction step time 7
Voltage drop A¢

0.01

[
[
Diffusivity of electrolyte D, [m? /s 5.4 x 10715
[
[s]
[mV] 4.88

Table 5: Parameters used for the electrolyte in the numerical examples taken from [55] [T0T].

As expected, based on the cracking mechanics, a major part of the AM is now discon-
nected from the process which results in a performance drop for the battery at larger scales.
We should emphasize that based on our early studies, the interface’s mechanical properties
play a role here as well. Such studies as well as investigations on different shapes of AM
and elastic properties of the SE material should be a subject for future studies. The latter
investigation can lead to a huge improvement in the design of a new generation of batteries.

t = 0.28 sec t = 0.35 sec t = 0.38 sec

shift of rack pattern
 from radial to
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1.0e+00
[o_q
0.8
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0.0e+00 <« damaged AM-
SE interface

I
&
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Figure 23: Fracture mode changes when the solid electrolyte comes into the picture.
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Figure 24: Results of concentration profile for a composite cathode system in a solid-state battery. Due to
fracture, material points inside the AM are disconnected and out of usage for the next cycle of lithiation.

5. Conclusion and future work

In this contribution, a chemo-mechanical coupled phase-field fracture model is developed
which takes into account the cohesive nature of the fracture. The developed model can depict
fracture without a predefined trajectory for the crack path. The model is derived based on
a consistent formulation and respects the thermodynamical aspects in a chemo-mechanical
coupled environment. The implementation of the model in a finite element program is de-
scribed in detail. Moreover, through various numerical studies, the efficiency of the model
and its ability to accurately predict fracture in a chemical environment are examined. The
model highlights the coupling terms between mechanics, damage, and diffusion. The for-
mulation is then used to perform studies on solid-state battery systems. Nevertheless, the
framework is generally discussed, making it available for other similar applications where we
have the interaction of mechanics and diffusion.

Another contribution of this work is a detailed study of the influence of different cou-
pling terms on the predicted results. We concluded that the impact of hydrostatic stress can
severely change the concentration and flux distribution which in return changes the crack ini-
tiation/propagation behavior. The same holds for including the influence of the damage field
in the chemical part. By degradation of the flux vector, one can obtain a physically reasonable
distribution for the concentration profile. Finally, upon choosing concentration-dependent
fracture properties, one can predict the damage progression considering Li-embrittlement.
Phase transformation within the solid upon changing of concentration produces high stresses
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in the transition zone. The latter point facilitates cracking compare to the case where we
do not have phase transition. For the specific application at hand, we concluded that the
obtained crack pattern severely changes by replacing the liquid electrolyte with a solid one.
For the case of a liquid electrolyte and a circular AM, the crack patterns are in a radial di-
rection which is also confirmed by the previous studies in the literature. On the other hand,
by considering the effect of the SE, the crack patterns tend to change in the circumferential
direction keeping other conditions the same. The latter point results in the disconnection of
the inner part of the AM from the rest of the system and therefore one expects a considerable
capacity loss in the next cycles.

In the future contribution, one should focus on further numerical studies where cyclic
lithiation and delithiation are under focus for 2D as well as 3D particles. In this work, a
constant Irwin’s length was assumed. In other words, it would be interesting to examine
what will happen if the degradation function is also concentration-dependent. The latter
point specifically becomes important when we have access to concentration-dependent frac-
ture properties from the lower scale. See for example [102] [37] for calibration of damage
continuum models with atomistic data. The influence of phase transition with respect to
Li concentration should be further studied as it severely affects the cracking mechanism in
the solid. The chemical interphases influence the crack initiation behavior and the way it
propagates [55], 103], 104, 94]. The introduced model can also be applied in examples includ-
ing polycrystalline materials by introducing additional indicating parameters to show the
smooth transition between different phases (grains) [100]. Finally, it is rewarding to apply
the model for optimization of the AM particle geometry or material properties to increase the
performance of the batteries and use this knowledge for simulations at the cell level [77, [105].
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6. Appendix A: First and second laws of thermodynamic

Considering kinetic energy rate as well as internal and external power equations, the
energy balance equation is simplified as:

/VpédV:/Va:édV (40)
+/Vuc'dV+/VC-nc'dV—/VJ-(V,u)dV (41)

—/V~qu+/prdV—/YddV—/H-VddV. (42)
14 14 14 14

In the above equations, p is the material density, and e is the solid’s internal energy per
volume. Derivation with respect to time is denoted by (). The stress and strain tensors are
denoted by o and e, respectively. The quantity p is the chemical potential, J is the chemical
flux, and ¢ is the so-called micro-stress vector. Moreover, r is the heat source, and q is the
heat flux. Finally, Y and H are the damage driving force and the internal micro-traction,
respectively. The local form of the above relation reads:

pé—0o:é—pi+(V-C)é+¢-Vet+dJ - (Vu)+V-q—pr +Yd+H -Vd=0. (43)
Defining entropy rate as S, and temperature as T, the second law of thermodynamic reads
. n - q r
SZ—/—dS—I—/p—dV. (44)
ov T v T
By applying Gauss’ Theorem, one can further write the above relation as

. 1 1 1
>_— [ —V. —q-VT — : 4
S > /VT qu+/VT2q dV+/VTprdV (45)

The entropy rate is then obtained based on the specific entropy rate § according to S =
fv ps dV. As a result, the local form of Eq. 45| is written as follows where both sides of the
equation are multiplied by the absolute temperature value:

pTS+V-q—%q-VT—pT20 (46)
By substituting Vq from the 1st law (Eq. into the 2nd law (Eq. [46), we obtain
pTé—pé—l—a:s':+,uc'—|—(V-C)c'+C-Vc’—J-(Vu)—%-VT+Yd—I—H-Vd20. (47)
The rate of internal energy is further defined as
e=v+Ts+Ts (48)
As a result, the Clausius-Duhem inequality is written as

a:é—p¢+uc'+(v-c)c'+c-vc'—J-w+Yd'+H-Vd—pT's—%VTZO. (49)

Based on the isothermal and adiabatic assumptions in the system, the last two terms in
Eq. 49 will vanish and we end up with the relation in Eq. [4
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7. Appendix B: Implementation aspects in the MOOSE framework

Further details and explanations regarding the code’s implementation are given below to
help readers understand the different steps from coding to scripting an input file. Considering
the MOOSE framework, a graphical representation is provided in Fig. 25l One should note
the following description is not necessarily a fixed order that must be followed chronologically,
although it is recommended.

g10_b_al set constants and input Implementation
definitions parameters in the
MOOSE
* define concentration, framework
variable displacement and
definitions damage parameter
l » store auxiliary variables
create /
Gmsh
read mesh
l * tensor mechanics * residual vectors
multi-physics e diffusion e material models
models ¢ time derivative * derivatives using
T * phase field fracture automatic differentiation
assign Initial &
boundary
conditions
specify solver, solve: .
step size and |———»<iterate and check for pEn Lt sl
conv. tolerance gonvergence {EemvieT)

Figure 25: MOOSE implementation of the chemo-mechanical cohesive phase-field model.

The input file is scripted according to Fig. Global parameters including elastic prop-
erties, fracture toughness, and the ultimate stress among others are first defined. Next, a
mesh was created utilizing the software package Gmsh. Then different variables are declared
and initial values are defined when necessary. For the main input file (which represents the
master app), displacement variables in z and y directions as well as concentration value are
defined (i.e. w and ¢). Also, auxiliary variables are defined to store values of interest to be
used during the FE analysis.

The next step is to specify the multiphysics models by calling onto the codes written
within the files in the Kernel block of the input file. Fach kernel (coded residual) is assigned
as a 'type’ with an already defined variable assigned to be solved for. In summary, a kernel
called upon to solve divergence of stress will for instance have the variables for displacement
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in x and y directions assigned to it. The coupled diffusion code is also called upon and the
concentration variable is given to be worked on.

To solve residuals in the kernel block, certain material models are needed to calculate
material properties and functions. For instance, a material model is needed to solve for a
varying chemical eigen-strain to account for the change in strain throughout the material.
In this study, Automatic Differentiation (AD) is called upon to help solve the Jacobian and
provide derivatives as needed for the simulation.

Boundary conditions that apply to the variables and the geometry being simulated are
then defined. After which, the executioner is defined. The executioner includes the solve
type, the time step, the end time, the relative tolerance, and the absolute tolerance. Relative
tolerance of 1 x 1078 is defined to determine the convergence of each iterative step before
moving on to the next iteration. A time stepper block is defined within the executioner lock
to address issues of non-convergence and factors by which the time step should be cut back
or increased.

An initial time step of 2 x 1077 is defined in the input file. This time step is not neces-
sarily what the simulation is completed with. As mentioned, it can be increased or cut back
depending on the convergence of the simulation. For the case of the multi-app as described
above in Fig. 3 an additional block is included in the input file, where transfers are made
from and to the main/master app and the sub-app. The sub-app includes damage input
file which follows the above-described procedure. This sub-app focuses mainly on solving
the damage residual and its associated material models (see governing equations for damage
described throughout this work). More explanations and codes are available for interested
users upon request.
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