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Abstract—In this paper a high speed learning method using differential adaptive learning rate (DALRM) is proposed. Comparison of this method with other methods such as standard BP, Nguyen-Widrow weight initialization and Optical BP shows that the network’s learning speed has highly increased. Learning often takes a long time to converge and it may fall into local minimas. One way of escaping from local minima is to use a large learning rate at first and then to gradually reduce this learning rate. In this method which is used in multi-layer networks using back-propagation learning algorithm, network error is reduced in a short time using differential adaptive learning rate.
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I. INTRODUCTION

BACK-PROPAGATION was created by generalizing the Widrow-Hoff learning rule to multi-layer networks and nonlinear differentiable transfer functions. Input vectors and the corresponding target vectors are used to train a network until it can approximate a function, associate input vectors with specific output vectors, or classify input vectors in a predefined manner. Networks with biases, a sigmoid layer, and a linear output layer are capable of approximating any function with a finite number of discontinuities. Standard back-propagation is a gradient descent algorithm -- as is the Widrow-Hoff learning rule -- in which the network weights are moved along the negative of the gradient of the performance function. The term back-propagation refers to the manner in which the gradient is computed for nonlinear multilayer networks. There are a number of variations on the basic algorithm that are based on other standard optimization techniques, such as conjugate gradient and Newton methods. The optical back-propagation (OBP) algorithm [1] is designed to overcome some of the problems associated with standard BP training using nonlinear function, which is applied on the output units. One of the important aspects of this algorithm is its ability to escape from local minima with high speed of convergence during the training period. A simple modification of random initialization, developed by Nguyen and Widrow [1990], is based on a geometrical analysis of the response of the hidden neurons to a single input; the analysis is extended to the case with several inputs by means of Fourier transformation. The analysis is based on the activation function.

II. BACK-PROPAGATION ALGORITHM

The Back-propagation (BP) learns a predefined set of output example pairs, after an input pattern has been applied as a stimulus to first layer of network units. The propagation occurs through each upper layer until an output is generated. This output pattern is then compared to the desired output, and an error signal is computed for each output unit. The signals are then transmitted backward from the output layer to each unit in the intermediate layer that contributes directly to the output. However, each unit in the intermediate layer receives only a portion of the total error signal. This process repeats, layer by layer, until each unit in the network has received an error signal that describes its relative contribution to the total error. An epoch is one cycle through the entire set of training vectors. Typically, many epochs are required for training a back-propagation neural net. The foregoing algorithm updates the weights after each training pattern is presented. An activation function for a back-propagation net should have several important characteristics: It should be continuous, differentiable, and monotonically non-decreasing.

III. OPTICAL BACK-PROPAGATION

The convergence speed of the learning process can be improved significantly by OBP through adjusting the error,
which will be transmitted backward from the output layer to each unit in the intermediate layers. In BP, the error at a single output unit is defined as:

$$\delta^p_{pk} = (Y^p_{pk} - O^p_{pk})$$  \hspace{1cm} (1)$$

Where the subscript “P” refers to the pth training vector, and “K” refers to the kth output unit. In this case, Y^p_{pk} is the desired output value, and O^p_{pk} is the actual output from kth unit, then \delta^p_{pk} will propagate backward to update the output-layer weights and the hidden-layer weights. The error at a single output unit in adjusted OBP will be computed as follows:

$$\text{New}\delta^p_{pk} = (1+e(\text{target} - \text{output}))$$

, if \((Y^p_{pk} - O^p_{pk}) >= 0\)

$$\text{New}\delta^p_{pk} = -(1+e(\text{target} - \text{output}))$$

, if \((Y^p_{pk} - O^p_{pk}) < 0\)

Where New\delta^p_{pk} is the new proposed function in the OBP algorithm.

An OBP uses two forms of New\delta^p_{pk}, because the exp-function always returns to zero or positive value (and the adapts operation for many output units need to decrease the actual outputs rather than increasing it). This New\delta^p_{pk} will minimize the errors of each output unit more quickly than the old \delta^p_{pk}, and the weights on certain units experience very large changes from their initial values. There are no huge differences between the two algorithms in adapting the weights from the hidden layer to the output one. The surprising results are the number of epochs using the two algorithms, which proves that the OBP is an optical algorithm if it is compared with the standard BP. The results of OBP are much better and faster than the BP for simple training processes with different learning rates. The disadvantage of this method is that the error will never be close to zero therefore there will always be update weights and the convergence of network is dependent on input set because the more input variance, there is less weight change. For this algorithm we never have an error of zero and always have little change for weights. Hence, mean square error will not be zero.

IV. PROPOSED METHODOLOGY (DALRM)

As explained previously the problem with OBP algorithm is that it does not guarantee a convergence to absolute minimum error, despite improving the convergence speed in standard BP. This is because if the error is close to maximum, the OBP error grows gradually. This paper presents a computational technique to work out network error so that the learning rate can be computed. This is achieved by computing the error for each layer based on which the differential of the error for each layer may be determined. The result obtained is the learning rate for that layer. Note that if the activation function is linear, differentiation may not be used because for vertical and horizontal lines the differential is zero so there will be no weights update. In fact instead of changing the delta error, the learning rate for the whole layer for which the error was computed is changed. In each iteration, the learning rate is updated according to the error of the layers. The assumption is that each layer has a varying learning rate which needs to be updated in each iteration. In BP method, error is calculated as follows:

$$\text{Error} = \text{target} - \text{output}$$

While the error in adjusted (DALRM) will be as:

$$\alpha = f((\text{target} - \text{output}))$$

Where f is an activation function that can be different in each layer.

The new algorithm is as follows:

Input unit: \(x_i = (i = 1,2,3, \ldots, n)\)

Hidden unit: \(z_j = (j = 1,2,3, \ldots, p)\)

Step 1: initialize weights, for each training pair compute the network output (forward)

\[ z_i = \sum_{j=1}^{p} z_{ij} w_{ij} \]

\[ z_j = f(z_i n_j) \]

\[ y_i = f(z_{in}) \]

\[ y_k = f(y_{ik}) \]

Step 2: compute the error for each layer (backward)

\[ \delta_k = (y_k - O_k) f'(y_{ik}) \]

Compute the learning rate for output layers:

\[ \alpha_{out} = f((t_k - y_k)) \]

Compute the weight changes with new learning rate:

\[ \Delta w_{jk} = \alpha_{out} \delta_k z_j \]
Compute the learning rate for hidden layers:

$$\alpha_{hid} = f(\frac{1}{h_{\text{number}} \sum_{j=1}^{P} \delta_i m_j})$$

Compute the weight changes with new learning rate:

$$\Delta w_{ij} = \alpha_{hid} \delta_j x_i$$

$$\Delta v_{o_j} = \alpha_{hid} \delta_j$$

Update the weights:

$$w_{ij}(\text{new}) = w_{ij}(\text{old}) + \Delta w_{ij}$$

$$v_{o_j}(\text{new}) = v_{o_j}(\text{old}) + \Delta v_{o_j}$$

Step 3: repeat step 1-3 whilst stopping condition is false

V. EXPERIMENTS

The DALRM was tested using the following benchmark example that considers a neural network with 2 units for input layer, 3 units for hidden layer, and 1 unit for output layer. The activation function used for hidden layer is tan-hyperbolic and for output unit is linear function. The results shown in experiment used XOR function for training. The input vector represented in binary form. This example will train the network using DALRM, and then it trains it using standard BP, OBP and one of the improved BP that’s written by Phil Brierley[3]. It then compares the final results obtained from DALRM, OBP, standard BP, and the improved BP.

VI. CONCLUSION

The result shown in figure-1 demonstrated that OBP didn’t converged to absolute minimum and at early epochs, minimization is very rapid but after many epochs the rate of minimization is reduced while the frequency of change in weights is variable. The result presented in figure-2 shows that the problem associated with the above method have been completely solved, where improved BP method and DALRM method have been compared. It is clearly obvious that the DALRM has a much faster convergence rate where it converge to zero in 115 epochs whilst the improved BP converged to zero in 1230 epochs.

Table-1 below shows the comparison between five methods where it considers the number of epochs of each method to converge to MSE <= 0.05 with this parameters (2-4-1 BP net, binary input).

<table>
<thead>
<tr>
<th>Methods/parameters</th>
<th>Initial Learning rate</th>
<th>Epochs (mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard BP</td>
<td>0.02</td>
<td>2891</td>
</tr>
<tr>
<td>Nguyen-Widrow</td>
<td>0.02</td>
<td>1935</td>
</tr>
<tr>
<td>Improved BP</td>
<td>0.02</td>
<td>1193</td>
</tr>
<tr>
<td>OBP</td>
<td>0.02</td>
<td>412</td>
</tr>
<tr>
<td>DALRM</td>
<td>0.02</td>
<td>58</td>
</tr>
</tbody>
</table>
The minimum epochs for DALRM in XOR training for the above table was 39 epochs. From the above data and the previously presented figures it can be calculated that DALRM can escape from local minima and converge to absolute minimum. This method has also been tested on any other benchmark examples and has shown excellent results.
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