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Spatiotemporal Saliency Estimation
by Spectral Foreground Detection

Çağlar Aytekin , Horst Possegger, Thomas Mauthner, Serkan Kiranyaz, Horst Bischof, and Moncef Gabbouj

Abstract—We present a novel approach for spatiotemporal
saliency detection by optimizing a unified criterion of color
contrast, motion contrast, appearance, and background cues. To
this end, we first abstract the video by temporal superpixels.
Second, we propose a novel graph structure exploiting the saliency
cues to assign the edge weights. The salient segments are then
extracted by applying a spectral foreground detection method,
quantum cuts, on this graph. We evaluate our approach on several
public datasets for video saliency and activity localization to
demonstrate the favorable performance of the proposed video
quantum cuts compared to the state of the art.

Index Terms—Salient object detection, foreground detection,
spatiotemporal, saliency, spectral graph theory.

I. INTRODUCTION

IMAGE and video saliency detection has gained much at-
tention in the last two decades after the seminal work of

Itti et al. [1]. Saliency maps allow us to filter irrelevant im-
age and video regions which do not contain visually interesting
information. Thus, saliency estimation is a valuable preprocess-
ing step for a variety of applications such as image and video
summarization [2], stereoscopic video coding [3], image and
video retargeting [4]–[6], compression [7], object detection [8],
surveillance [9], [10], and action recognition [11].

We focus on identifying a salient object region as a whole
to enable further improvements for applications such as object
detection or action recognition. Prior work in this research field
is mostly based on three cues, namely contrast, appearance, and
background. First, the contrast cue covers the assumption that a
salient object is in contrast with its local surrounding [12] or the
rest of the scene [13]. Second, the appearance cue is related to
the expected shape and location properties of an object, such as
the fact that an object has a well-defined closed boundary [14]
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Fig. 1. Importance of motion for spatiotemporal saliency. From left to right:
horse-riding frames, optical flow visualization, saliency result of [16], and the
proposed VQCUT.

or that it covers a large area of the image region [15], [16].
Finally, the background cue is used in order to define saliency
as a dissimilarity measure from a set of expected background
regions, such as image boundaries, e.g. [17], [18].

Recently, there have been successful approaches to visual
saliency detection in images such as graph-based manifold rank-
ing [19], absorbing Markov chain [20], geodesic saliency [17],
saliency filters [21], robust background detection [18], and
Quantum Cuts [15]. Although these methods achieve a consid-
erable performance for still images, it is not a straightforward
task to apply them directly on videos, as the saliency concept
for videos can be much more complex than in still images. This
is due to the additional motion information. For example, an
object may not have a distinctive local or global color contrast;
however, it can be very salient due to its motion (e.g. see Fig. 1).
Such issues motivated research on specific methods for video
saliency, i.e. detecting salient objects in videos. Moreover, video
saliency detection adresses the shortcomings of some video seg-
mentation methods that require manual annotation in the first
frame [22], extracts a number of spatiotemporal tubes contain-
ing many irrelevant proposals [23] or that are designed to extract
only one primary object from the video [24], [25].

Some of the recent approaches to video saliency are as fol-
lows. Guo and Zhang [26] represent each frame as a quaternion
containing intensity, color, and motion information. Then, a
multiresolution model is proposed to calculate the spatiotempo-
ral saliency map of an image by this representation. Liu et al.
[27] propose a superpixel based saliency model by exploiting
motion and color histograms in both local and global manner.
Mancas et al. [28] compute the saliency map by determining the
global rarity in the optical flow using a multi-scale approach.
Itti and Baldi [29] extract low-level information such as color,
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motion, flicker, orientation and intensity with linear center-
surround filters and obtain a master-saliency map. Rahtu et al.
[30] use motion, illumination, and color contrast cues to obtain a
saliency model, whereas Singh et al. [31] use color, motion, ob-
jectness, and boundary cues to extract different saliency maps.
These saliency maps are then merged via weight learning by lin-
ear support vector machines. Fang et al. [32] compute temporal
and spatial saliency separately and then merge them consider-
ing an uncertainity analysis regarding the confidence on each
saliency map. Zhao et al. [33] learn a fixation bank including
color, intensity, orientation and motion features and the human
fixations around a given location. During testing, the feature
maps are decomposed into blobs and local activation patterns
are matched against the fixation bank to determine the saliency
value of the blobs. Mauthner et al. [34] introduce a Bayesian
saliency formulation via encoding-based joint distribution esti-
mations for color and motion information separately, and then
both local and global color and motion saliency estimations are
merged in an adaptive manner.

Most of these video saliency approaches consider spatial and
temporal saliency as separate problems and try to fuse them after
separately calculating each, e.g. [27], [31], [32], [34], whereas
others rely only on motion information, e.g. [28]. However, a
salient object might be visually interesting either because of its
motion or solely based on color contrast. Additionally, object
saliency might result from both color and motion information
combined, although separately they might not be in high contrast
with the rest of the video. Therefore, relying solely on one of
these measures or considering them separately and then merging
them to estimate saliency would fail to detect the salient objects
in such scenarios. Zhao et al. [33] adress this issue by learning
saliency from combined features, however their method is su-
pervised and aimed to detect human fixation maps, rather than
salient objects. Finally, the background and appearance cues
that proved useful in image saliency tasks have not been given
much attention by the video saliency methods, although they
may bear significant information for an accurate salient object
detection.

In this paper, to address these issues we propose a unified
method which simultaneously exploits: (i) the local color and
motion contrast, (ii) the global motion contrast, (iii) the appear-
ance cue modeled as an expectation of large area coverage, and
(iv) the background cue via estimating the dominant motion at
the video boundaries. To this end, we formulate an optimization
criterion which combines all of these cues. We first represent
the video by temporal superpixels [35] and form a graph using
our novel edge weights which are based on these saliency cues.
Next, we apply Quantum Cuts (QCUT), a recently proposed
spectral foreground extraction algorithm [15] in order to find
the saliency probability of regions, given a set of background
regions. The main reason for selecting QCUT is the fact that it
differs from other spectral graph algorithms, such as normalized
cuts [36], by its ability to formulate an optimization problem
solely based on the foreground and to incorporate prior back-
ground information. QCUT was shown to outperform many
competing algorithms for salient object detection in still im-
ages, e.g. see [15], [16]. The graph construction of these works

Fig. 2. Graph structure for QCUT. To separate foreground nodes (denoted
by 1) from background nodes (denoted by 0), QCUT relies on the pairwise
affinities wi,j , as well as the unary background prior ui (i.e., the connection to
the auxiliary background node, denoted as BKG).

however, is designed for still images. The main difference of
the proposed method compared to QCUT is the novel graph
construction that is more suitable for salient object detection
from videos. We show that this contribution is crucial as it leads
to a 25 percent relative improvement on maximum F1 measure
on the results obtained by applying QCUT to each video frame
separately.

The rest of the paper is organized as follows: First, we briefly
summarize QCUT in Section II. Then, we present the proposed
spatiotemporal saliency detection method Video Quantum Cuts
(VQCUT) in Section III. In Section IV, we demonstrate the
performance of our unified method for both video saliency
and activity localization tasks. Finally, Section V concludes the
paper.

II. QUANTUM CUTS

Quantum Cuts (QCUT) is a spectral foreground detection
method for graphs. Consider a graph with nodes to be labeled
as foreground or background, augmented by an additional aux-
iliary node BKG to represent the background sink. Connecting
every node to its neighbors and the auxiliary BKG node, we
obtain a representation as illustrated in Fig. 2. For simplicity,
this illustration defines nodes to correspond to image pixels with
a 4-connected neighborhood. However, this representation can
be easily generalized to any connected graph.

Let wi,j denote the affinity between two nodes i and j of
the graph, and ui denote the background prior for node i (i.e.
the unary potential of its connection to the BKG node). From
a saliency perspective, we then seek the foreground partition A
which is in contrast with the rest of the graph (contrast cue), has
a large area (appearance cue), and is dissimilar from the back-
ground (background cue). All of these cues can be combined in
a single optimization criterion as

A� = arg min
A

cut
(A, Ā)

area (A)
(1)
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which can be rewritten as

y� = arg min
y

∑
i,j wi,j (yj − yiyj ) +

∑
i uiyi∑

i yi
(2)

where y = (y1 , . . . , yN )� is a binary label vector with yi = 0
indicating that node i belongs to the background and yi = 1
indicating foreground, respectively. The numerator in (2) con-
sists of pairwise terms based on the connection to neighboring
nodes, and unary terms which model the background prior. This
joint optimization criterion simultaneously maximizes the area
of A, the local contrast of A via the pairwise terms, and the
dissimilarity of A from the background via the unary terms.

Although this minimization is NP-hard, it was shown in [15]
that a spectral approximation of the solution can be achieved
by introducing a vector z = (z1 , . . . , zN )� satisfying z2

i = yi ,
i.e. zi ∈ {−1, 0, 1}. Without loss of generality, (2) can be ex-
panded by adding the term

∑
i,j wi,j

(
z2
i z

2
j − zizj

)
to limit

the solution set of z. This term only penalizes the assignments
(zi, zj ) = (1,−1) and (zi, zj ) = (−1, 1) and thus, leads to a
tighter solution set for z. For all other pairwise assignments,
this term is ineffective and has no effect on the actual label-
ing y. Hence, one can rewrite (2) as

y� = arg min
y

∑
i,j wi,j

(
z2
j − zizj

)
+
∑

i uiz
2
i∑

i z
2
i

. (3)

In matrix form, this minimization problem corresponds to

z� = arg min
z

z�HMz
z�z

(4)

HM(i, j) =

⎧
⎪⎨

⎪⎩

ui +
∑

k∈Ni
wk,i if i = j

−wi,j if j ∈ Ni

0 otherwise

(5)

where Ni is the set of neighbors of node i. If z is relaxed to
have real values, the minimization in (4) has a spectral approx-
imation as it turns into a Rayleigh Quotient and the solution y�

is obtained as the eigenvector corresponding to the minimum
eigenvalue λ of the eigenproblem

HMz� = λz� , y� = z� ◦ z� (6)

where ◦ is the Hadamard product. Note that as long as there
exists a non-zero ui , HM is positive definite and the minimum
eigenvalue is greater than zero. Hence, the solution is obtained
via the eigenvector corresponding to this minimum eigenvalue.
Due to the similarity of (6) to discretized solutions of the time-
independent Schrödingers Equation [37] in quantum mechanics,
this method is called Quantum Cuts. In particular, the original
Hamiltonian operator in quantum mechanics is a special case of
the modified Hamiltonian HM in (5), where all the weights are
constant.

QCUT was originally introduced as a salient object detec-
tion method for still images in [15], where each pixel of the
input image corresponds to a separate node within the graph.
The affinities between nodes of this 4-connected graph were
selected as the inverse of their color distance. Aytekin et al.
[16] proposed a multi-resolution extension of QCUT by using

Fig. 3. Tracked temporal superpixels at different frames of a video. See text
for details.

different granularity levels of a superpixel segmentation to form
the graph. In both works, image boundaries were confidently
connected to the background node, assuming that these regions
are likely to be background.

Although QCUT achieves notable performance for saliency
detection in images, there are several limitations when applying
it for video saliency tasks. First, the assumption that the salient
object does not touch the boundary is often violated for videos.
Second, applying QCUT on a per-frame level may not produce
temporally consistent results throughout the video, i.e. an object
which is salient in one frame may not be salient in another.
Finally, both [15] and [16] only exploit color information to
find an optimal cut. However, a salient object in a video may
not necessarily be salient in color, but it can be salient due to its
motion (recall Fig. 1). Therefore, we need a method to produce
temporally consistent results which considers both color and
motion saliency in a unified manner. In particular, we design
an operator similar to HM in (5) for the whole video and apply
Quantum Cuts once for this matrix to obtain the consistent
saliency maps for the whole video.

III. VIDEO QUANTUM CUTS

To apply Quantum Cuts for video saliency detection, we pro-
pose a novel spatiotemporal Hamiltonian operator matrix. First,
a graph representation of the input video is formed as detailed in
Section III-A. Second, we introduce our saliency based affinity
measures in Section III-B and finally, we discuss how to model
the background prior in Section III-C. Combining these terms,
we can then define the spatiotemporal Hamiltonian operator
matrix and solve the corresponding video saliency problem in
Section III-D.

A. Video Graph Representation

To form a graph for the whole video, we first extract tempo-
ral superpixels (TSPs) [35] which are then used to represent the
nodes, i.e. each superpixelSi corresponds to a node of the graph.
One drawback of the temporal superpixel extraction is that TSPs
are not robust w.r.t. partial occlusions, sensitive to noisy optical
flow estimation, and are likely to disappear frequently. Fig. 3
illustrates these limitations on a sample video frame. Note that
some superpixels on the neck of the horse (magenta and white)
shift their position and the superpixel on the rider’s head (cyan)
is lost after a few frames. Nevertheless, the TSP video abstrac-
tion preserves both the color and motion information which we
can be useful to solve the video saliency problem in a unified
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Fig. 4. First-order (yellow) and second-order (cyan) frame-wise neighbors
N F
k ,i of a superpixel Si (green) visualized on a close-up view of the blue

rectangle (left).

manner. Moreover, at the end of this section, we will show that
our proposed method provides robust solutions to handle the
drawbacks of TSPs.

To define the edges of the graph, we first consider the set of
frame-wise neighbors N F

k,i of a superpixel Si at frame k. We
denote the superpixels that share a boundary withSi as 1st-order
neighbors. Similarly, 2nd-order neighbors are those superpixels
that share a boundary with any 1st-order neighbor of Si , see
Fig. 4. Experimentally, we observed that including 2nd-order
neighbors improves the results due to two valuable contribu-
tions, (i) they extend the local contrast information and (ii) they
enable us to recover additional texture information. For exam-
ple, the 2nd-order neighbors connect repeating homogeneous
regions as in Fig. 4, which preserves the texture information.

Using the frame-wise neighborhood relation, we can define
the set of video neighbors N V

i for a superpixel Si . These are the
superpixelsSj which are frame-wise neighbors ofSi throughout
the video until either Si or Sj disappears. More formally, let
Gk denote the graph formed from all superpixels that exist at
frame k, where only those superpixels that share a boundary are
connected with a weight of 1. Then, the video neighbors N V

i of
a superpixel Si are given as

N V
i =

{
Sj : Sj ∈ N F

k,i ,∀k : Ok,i,j = 1
}

(7)

N F
k,i = {Sj : Pk,i,j ≤ 2, Ok,i,j = 1} (8)

where Pk,i,j denotes the length of the shortest path between
Si and Sj in the graph Gk ; and Ok,i,j is an indicator of the
co-occurence Si and Sj , i.e. Ok,i,j = 1 if both superpixels are
present at frame k. Having defined the edges of our video graph,
we next introduce the weights of these edges, i.e. the affinity
measure between nodes in this graph.

B. Affinity Measures

As a first measure to decide on the affinity between two
superpixels, we exploit their color information. We represent
each superpixel by its mean L*a*b* color

μC
i =

1
|Si |

∑

p∈Si
LABp (9)

where p denotes a pixel and |Si | denotes the number of pixels
within Si . The color distance between two superpixels is then
given as

DC
i,j =

∥
∥μC

i − μC
j

∥
∥ . (10)

As objects may be salient due to their respective motion,
we exploit their motion similarity as a second affinity cue. To
achieve this, we define a pairwise motion trajectoryTi,j between
Si and Sj by concatenating the centroids Ci,k of Si for each
frame k in which it co-occurs with Sj as

Ti,j = cat (Ci,k ),∀k : Ok,i,j = 1 (11)

where cat(·) is the concatenation operator. We shift the origins
of the trajectories Ti,j and Tj,i to (0, 0) to reduce the bias of
intra-frame centroid differences, i.e. we focus on the distance of
the trajectory shape. Then, we define the motion dissimilarity
between two superpixels as

DM
i,j =

‖Ti,j − Tj,i‖∑
k Ok,i,j

. (12)

Besides color and motion, we additionally exploit the joint
lifespan length of two superpixels as an affinity measure. Nor-
malizing this measure by the lifespan of the respective super-
pixel, we define the repetition affinity

Ri,j =
∑

k Ok,i,j∑
k Ok,i

(13)

where Ok,i indicates if superpixel Si exists at frame k (i.e.
Ok,i = 1) or not (i.e.Ok,i = 0). Note that this affinity measure is
only computed for video neighbors, as other superpixels will not
be connected within the video graph. Thus, if both superpixels
Si and Sj appear and disappear at the same frame they are
tightly connected. Also, if Si disappears very early compared to
Sj , it is still tightly connected to Sj but not vice-versa, i.e. the
superpixel with the longer lifespan has a higher confidence of
being part of the foreground region than the other one (which
might be a dynamically changing object part or even noise).

Finally, we expect a salient region within a video to stand
out in motion information in a global manner as well. To model
this global motion saliency, we propose the following simple,
yet efficient measure. Salient superpixels (superpixels belong-
ing to salient regions) have a lot more frame-wise neighbors
throughout the video than non-salient ones, as their neighbors
change frequently due to the motion contrast. Hence, we con-
sider the number of the total frame-wise neighbors of superpixel
Si throughout the video, normalized by the superpixel lifespan,
as a measure of global motion saliency. The reason for the nor-
malization is to prevent over-emphasizing superpixels with long
lifespan or suppressing short ones, as some temporal superpix-
els within the objects may disappear due to sudden appearance
changes. More formally, the global motion contrast measure is
given as

GM
i =

∣
∣
∣
∣
⋃

k∈V
N F
k,i

∣
∣
∣
∣

∑
k Ok,i

. (14)

Consider two superpixels with the same lifespan, where one
belongs to a static background region and the other is on the
boundary of a moving object. The latter superpixel would have
a higher number of unique neighbors throughout its lifespan as
its immediate background keeps changing, whereas the former
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(static background) superpixel has only a few unique neigh-
bors as it is within a static background. Therefore, (14) would
yield a much higher value for the object boundary superpixel
highlighting its motion distinctiveness which is desirable. Now
consider two superpixels which are both on the boundary of the
same moving object, with one having a shorter lifespan than the
other, e.g. due to occlusion of that object part. These two su-
perpixels should have the same global motion contrast measure
since they are representing the boundary of the same object.
Thus, we normalize the global motion contrast by the lifespan
of the superpixels.

In summary, we have four different sources of information
for graph affinities, namely the color difference DC

i,j , the mo-
tion difference DM

i,j , the repetition affinity Ri,j , and the global
contrast measureGM

i . Combining the repetition affinity with the
motion and color distance can be achieved as follows. First, color
and motion differences are normalized to have a mean value of
1 within a video to ensure equal contribution of both terms.
Then, we linearly combine the color and motion distances, nor-
malized w.r.t. the repetition affinity, i.e. the normalized distance
DN
i,j decreases with larger repetition affinity

DN
i,j =

DC
i,j +DM

i,j

Ri,j
. (15)

Integrating the global motion contrast measure GM
i with the

constructed measure so far is however, rather more difficult.
In particular, GM

i will be high for superpixels on the border
of an object that is salient in motion, as these will have many
frame-wise neighbors throughout the video. However, super-
pixels within the salient object will not have as many changing
frame-wise neighbors. Hence, GM

i should be used to enhance
the distance between superpixels between the object boundaries
and the background only, i.e. those regions where the normal-
ized color distance is already high. To control the effect of GM

i ,
we introduce the confidence measure

ξi = 1 − exp

(
−(DN

i,j )
2

σ2

)

(16)

where σ is a pre-defined penalization constant. Note that this
type of non-linear penalization is commonly used in cut-based
methods, e.g. [36], [38]. Finally combining all measures and
inverting the distance for conversion to affinities, we obtain the
pairwise affinity scores

wi,j =
((
DN
i,j

)2 (
1 + ξi ·GM

i

)
+ ε
)−1

(17)

where ε is a small constant to prevent division by zero. Equation
(17) adopts the same distance to affinity conversion function
with [15], the square of the pairwise distances between graph
nodes are simply inverted. The final pairwise distance is ob-
tained by weighting the normalized distance DN

i,j to include the
contribution of the global motion contrast measure GM

i . The
weighting depends on the confidence ξi where the lowest con-
fidence leads to using

(
DN
i,j

)2
as is and the highest confidence

leads to doubling it.

C. Video Background Prior

We now turn our attention to the diagonal potential matrix
formed by the background unaries ui . [15] assumed that the
image boundaries are definitely background and thus, they are
assigned high unary background potentials to pixels on the im-
age border. The unary potentials for the rest of the image was
left 0, meaning that no prior background information is avail-
able inside the image. This approach could result in failure
for videos, since it is common that objects enter the video at
a later time step, leave the field-of-view earlier or touch the
frame boundaries throughout the video. Therefore, we propose
a robust background prior to prevent inaccurate assignments
of background to salient regions on the video boundaries. The
background prior is only assigned to regions which contribute
to the dominant motion on the video boundary. The regions that
are in contrast with the dominant motion on the other hand are
not given any prior as they might represent salient regions. This
is achieved as follows. First, we extract an approximate motion
vector for each superpixel as

Mi =
Ci,max (Ki ) − Ci,min (Ki )∑

k Ok,i
(18)

where Ki = {k : Ok,i = 1} is the set of frames in which Si is
present.

We assume that there is dominant background motion in-
formation in the motion vectors of superpixels on the frame
boundaries. We represent this motion vector set by M as
follows:

M =

{

Mi :
∑

k

Ok,i > τM ,∃k : Si ∈ Bk

}

. (19)

Bk is the set of superpixels at frame k which are located on the
frame boundaries. Superpixels with a lifespan shorter than τM
frames are not considered, since they do not provide reliable
information.

Next, in order to find the dominant motion on the video bound-
ary, we perform k-means withNC clusters on the set of boundary
motion vectors M. Within the NC clusters, we search for the
salient clusters which are assumed to have significantly less
samples than the remaining clusters. To this end, we first sort
the clusters in descending order according to their cardinality.
The largest cluster is always considered as background due to
the assumption that the majority of the superpixels at the video
boundaries belong to the background. Consecutive clusters are
added to the background only if they contain more elements
than half the size of the previously added cluster. The remain-
ing clusters are not considered as background, as they have a
sufficient motion contrast compared to the majority of the su-
perpixels on the video boundaries. Algorithm 1 summarizes this
selection of the background superpixel set B.

D. Spatiotemporal Hamiltonian Matrix

Given both the pairwise affinities and the background prior,
we can now form the spatiotemporal Hamiltonian matrix HST
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Algorithm 1: Background superpixel selection
Input: Boundary motion vectors M
Output: Set of background superpixels B

1: Obtain clusters Ci , i = 1, . . . , NC of M using k-means
and sort these in descending order according to their
cardinality.

2: B = C1
3: for c = 2 to NC do
4: if |Cc | ≥ 0.5 |Cc−1 | then
5: B = B ∪ Cc
6: else
7: Exit the loop

Algorithm 2: Single scale Video Quantum Cuts
Input: Input video (RGB frames), number of used

eigenvectors Nλ, superpixel granularity NS

Output: Saliency map S
1: Extract temporal superpixels [35] for the input video

with granularity NS.
2: Construct the Hamiltonian matrix HST as in Eq. (20).
3: Solve multispectral QCUT for HST:
4: • Compute the eigenvectors ψi of HST with the smallest

Nλ eigenvalues λi .
5: • Compute the saliency map S by Eq. (22).

for the video as

HST (i, j) =

⎧
⎪⎨

⎪⎩

ui +
∑

k∈N V
i
wk,i if Si = Sj

−wi,j if j ∈ N V
i

0 otherwise

(20)

where wi,j is given by (17) and ui is defined as

ui =

{
∞ if Si ∈ B
0 otherwise.

(21)

Next, we solve QCUT once for HST in order to find a saliency
map for the whole video. Thus, we call this method Video Quan-
tum Cuts (VQCUT), as summarized in Algorithm 2. Due to var-
ious changes in the video, some superpixels on the salient object
might disappear prematurely and some are born at a later time
step, thus causing a fragmented temporal superpixel extraction.
In such scenarios, the first eigenvector of HST might not com-
pletely cover the whole object movement throughout the video.
To overcome this limitation, we exploit a larger spectrum ofNλ

small eigenvalues. Therefore, we combine the eigenvectors ψi
by a confidence measure that is inversely proportional to their
eigenvalues λi , to obtain the saliency map S as

S =
Nλ∑

i=1

ψi ◦ ψi
λi

. (22)

Note that these are the saliency scores on the superpixel level.
Thus, to get per-frame saliency maps, we propagate the saliency
score of each superpixel back to the corresponding image
regions.

The proposed method not only provides a joint optimization
of various saliency cues for salient object detection, it also ad-
dresses the shortcomings of temporal superpixel (TSP) extrac-
tion method as in the following cases. (i) TSPs are not robust
to occlusions. This is particularly addressed by using several
eigenvectors as explained in Section III-D. A first eigenvector
may represent the salient object region before it gets occluded
and another eigenvector may represent the same salient object
after the occlusion. (ii) Due to noisy optical flow estimation,
inaccurate shifts can occur in TSPs’ positions. In our proposed
graph construction, we only define TSPs as graph neighbors
if they have stayed neighbors in each frame during their joint
lifespan. This automatically disconnects the inaccurate TSPs
whose locations are shifted incorrectly from the ones that are
more reliable. (iii) In very dynamic scenes some TSPs may have
extremely short lifespan and might be unreliable. The proposed
asymmetric Repetition affinity introduced in Section III-B ele-
gantly handles these unreliable TSPs by favoring the TSPs with
longer lifespans as foreground regions. Moreover, the TSPs with
short lifespans are also discarded during dominant boundary
motion estimation as explained in Section III-C.

Finally, similar to [16], we observed that embedding QCUT
in a multi-resolution framework yields improved results. There-
fore, we extract the saliency maps for several scales (i.e. dif-
ferent levels of superpixel granularity) and combine the results
by averaging the saliency maps. Our experiments demonstrate
the performance gain from this multi-resolution approach, espe-
cially for scenarios where the object scale changes significantly.
A higher superpixel resolution helps detecting relatively small
objects, whereas a lower resolution proves useful to detect large
ones.

IV. EXPERIMENTAL RESULTS

We perform an extensive evaluation of our VQCUT on pub-
licly available datasets. First, we provide a quantitative analysis
on two video saliency datasets, namely Fukuchi [39] and Seg-
track [40]. The Fukuchi dataset consists of 10 videos, capturing
usually one salient object. Some videos are highly dynamic and
contain both camera and object motion. The Segtrack dataset
contains 14 videos and is more complex, as it captures more
than one salient object within each video and includes severely
cluttered backgrounds. We compare our approach against the
state-of-the-art video saliency methods RT [30], RR [28], ITTI
[29], TMP [31], SP [27], SCUW [32] and EBSGR [34].

Besides these standard video saliency tasks, we also apply
VQCUT for activity localization where the goal is to localize
activities within a video to enable unsupervised training of ac-
tivity recognition algorithms. We follow the evaluation protocol
of [34] and demonstrate the performance of VQCUT on two
selective sports activity datasets: UCF Sports [41] and Olympic
Sports [42]. The UCF Sports dataset contains 150 low-quality
television broadcast videos of 10 different sports. This dataset
depicts challenging scenarios, such as cluttered backgrounds,
fast camera and object motion, and non-rigid object deforma-
tions. Additionally, we evaluate our approach on the Olympic
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Fig. 5. Recall-precision curves for VQCUTM (multiscale), VQCUTS (single scale), and competing methods on the video saliency datasets (a) Fukuchi [39] and
(b) Segtrack [40] (compared to EQCUT [16], EBSGR [34], ITTI [29], TMP [31], RR [28], RT [30], SP [27], and SCUW [32]), as well as activity localization on
(c) UCF Sports [41] and (d) Olympic Sports [42] (compared to EQCUT [16], EBSG [34], OBJ [43], SUL [44], and RT [30]).

TABLE I
PERFORMANCE METRICS FOR THE VIDEO SALIENCY TASK ON (A) FUKUCHI AND (B) SEGTRACK,

AS WELL AS FOR THE ACTIVITY LOCALIZATION TASK ON (C) UCF SPORTS AND (D) OLYMPIC

Sports dataset1 which contains 134 videos of 16 different sports.
This dataset also covers several challenging scenarios, includ-
ing large object scale variations. For both activity localization
tasks, we compare VQCUT to the state-of-the-art EBSG [34],
RT [30], SUL [44], and OBJ [43].

A. Parameter Settings

In all our experiments, we keep the parameters of VQCUT
fixed. In particular, we use a temporal superpixel granularity of
NS = 800 for our single scale experiments (denoted VQCUTS)
and NS = {400, 600, 800} for the different scales of our multi-
resolution approach (denoted VQCUTM). The penalization con-
stant is set to σ = 0.1. To estimate the background potentials,
we use a minimum lifespan length for reliable boundary super-
pixels of τM = 10 and obtain NC = 5 boundary motion vector
clusters. To overcome the limitations due to fragmented tempo-
ral superpixels, we combine the saliency scores corresponding
to the Nλ = 10 smallest eigenvectors. VQCUT has been shown
to be quite robust to parameter selections. Detailed experiments
for different parameter settings are provided in Appendix E.

1Bounding box annotations for the Olympic Sports dataset have been provided
by the authors of [34].

B. Evaluation Protocol

We evaluate all approaches via recall-precision curves,
mean and maximum F1 score, normalized scanpath saliency
(NSS) [45], the similarity metric (SIM) [46], and the shuffled
AUC [47]. Details on the evaluation metrics are provided in
Appendix A. Note that the video saliency datasets provide de-
tailed binary segmentation masks as ground truth, whereas for
the activity localization datasets only bounding box annotations
are available. For the latter, we follow the box prior evaluation
of [34] to allow for a fair comparison. To include OBJ [43], we
follow the parametrization of [48] and take the top 100 proposals
returned by the objectness detector to create a max-normalized
saliency map per frame. Please note that VQCUT is completely
unsupervised and requires no pre-training.

C. Comparison to the Baseline

The recall-precision curves for all evaluations are illustrated
in Fig. 5, while the remaining performance metrics are sum-
marized in Table I. Our results are denoted as VQCUTS (sin-
gle scale) and VQCUTM (multi-resolution), respectively. As a
first experiment, we compare VQCUT to the baseline, i.e. EQ-
CUT [16], the multi-resolution extension of QCUT. From the
results we clearly see the improvements over EQCUT by incor-
porating novel affinities covering spatiotemporal saliency cues.



AYTEKIN et al.: SPATIOTEMPORAL SALIENCY ESTIMATION BY SPECTRAL FOREGROUND DETECTION 89

Fig. 6. Exemplary saliency results for activity localization on UCF Sports (top three rows) and Olympic Sports (bottom three rows). From left to right: input
image with bounding-box ground truth annotation, saliency maps obtained by our VQCUTM, EBSG [34], OBJ [43], RT [30], and SUL [44].

Furthermore, compared to [34] which separately fuses motion
and appearance saliency maps, we see that our unified approach
which simultaneously exploits motion and appearance in a joint
optimization step achieves a notable performance improvement.

D. Multiresolution Benefits

Applying VQCUT on graphs formed for different levels
of superpixel granularities and combining the saliency scores
(VQCUTM) also yields a notable improvement compared to the
single scale version (VQCUTS). The only exception is the UCF
Sports dataset, where both VQCUTM and VQCUTS perform on
par. This is due to the limited amount of scale variation within
this dataset. For all other datasets, where the object scale varies
much more, VQCUTM yields significantly more robust results.

E. Comparison to the State-of-the-Art

Our evaluations demonstrate the favorable performance of
both VQCUT variants (i.e. single scale and multi-resolution)
compared to the state-of-the-art for both, standard video saliency
and activity localization tasks. Except for the very similar

performances of VQCUTM and EBSG in terms of NSS and SIM
measures on the Olympic Sports dataset, VQCUTM achieves the
top performance, usually with a notable gap to the competitors.
Fig. 6 illustrates the performance of VQCUTM and competi-
tors for several different sports on the UCF Sports and Olympic
Sports datasets. A visual comparison to the state-of-the-art for
the salient object detection task on the Fuckuchi and Segtrack
datasets is provided in Fig. 7.

F. Computational Complexity

An unoptimized Matlab code for the proposed method takes
around 0.78 seconds per frame for the multiresolution variant
and 0.35 seconds per frame for the single resolution variant on an
Intel Core i7-3740QCM CPU@2.70 GHz. The computational
complexity comparison in Table II illustrates that the proposed
method is faster than the competing methods. Note that the re-
ported run time does not include temporal superpixel extraction
time. Temporal superpixel extraction takes around 11.21 sec-
onds for the single resolution variant and 23.44 second for the
multi-resolution variant. In future, similar faster methods can be
employed in order to speed up the whole method.
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Fig. 7. Exemplary saliency results for spatiotemporal salient object detection on Fukuchi (top three rows) and Segtrack (bottom three rows). From left to right:
input image with ground truth annotation, saliency maps obtained by our VQCUTM, EBSG [34], ITTI [29], RR [28], RT [30], SCUW [32], SP [27], and TMP [31].

TABLE II
COMPUTATIONAL COMPLEXITY OF COMPETING METHODS

VQCUTM VQCUTS EQCUT EBSG ITTI TMP RR RT SP SCUW OBJ SUL

Time (sec) 0.78 0.35 0.85 2.06 NA NA 0.94 8.01 11.85 26.90 3.14 0.41

V. CONCLUSION

We proposed a spatiotemporal saliency detection method for
videos by combining local color and motion contrast cues, a
global motion contrast cue, as well as shape and background
cues all within a single joint optimization problem. Our experi-
ments on several public datasets demonstrate the benefits of this
joint optimization of the saliency cues. Moreover, both single
scale and multi-resolution variants of Video Quantum Cuts per-
form favorably to the state-of-the-art, even for complex tasks,
such as activity localization. As a future work, we plan to run
the proposed algorithm on video partitions separately rather than
the whole video at once, in order to handle failure cases due to
change of the concept of saliency with changing video content.

APPENDIX

In the following, we provide additional explanations and vi-
sualizations. Appendix A summarizes the applied evaluation
metrics. Appendix B visualizes the cut cost distributions result-
ing from the proposed affinity measures. Appendix C analyzes

the effect of each part of the proposed spatiotemporal affinity
measure. Finally, Appendix D presents a baseline experiment
against Normalized Cuts and Appendix E demonstrates the ro-
bustness to varying parameter settings.

A. Evaluation Metrics

As stated in the main paper, we evaluate all approaches via
recall-precision curves, mean and maximum F1 score, nor-
malized scanpath saliency (NSS) [45], the similarity metric
(SIM) [46], and the shuffled AUC [47]. The precision, recall,
and F1 measures are defined as

pre(τ) =
|G ∩ Sτ |
|Sτ | , rec(τ) =

|G ∩ Sτ |
|G| (23)

F1(τ) = 2
pre(τ) rec(τ)

pre(τ) + rec(τ)
(24)

respectively, where G is the binary ground truth mask and Sτ is
the binary segmentation obtained via thresholding the saliency
mask S at confidence τ .
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Fig. 8. Log-affinity histogram plots of the cut costs on the 16 sports categories of the Olympic Sports Dataset.

The normalized scanpath saliency is defined as

NSS =
1
NG

NG∑

p=1

S(p) − μS
σS

(25)

where S(p) is the value of the evaluated saliency map at the
ground truth point p and NG is the total number of ground truth
points. For this, the saliency map is normalized to have zero
mean and unit standard deviation.

The similarity metric is defined as

SIM =
X∑

x=1

min (S(x),G(x)) (26)

where S(x) is the normalized probability distribution of the
saliency map at point x and G(x) is the normalized probability
distribution of the ground truth at point x.

The area under the curve (AUC) metric is defined as area
under the receiver operating characteristics curve. The shuffled
AUC [47] (sAUC) uses samples from other saliency maps in-
stead of the tested one in order to select the random threshold
values to form the AUC curve.

These measures can be readily applied for video saliency
datasets, where binary ground truth segmentations are

available. For the activity localization datasets, however, only
coarse bounding box annotations are available. To allow for a
fair comparison, we follow the box prior evaluation in [34],
i.e. the thresholded saliency masks Sτ are filled with spanning
bounding boxes before computing the recall and precision val-
ues. For more details, please refer to [34].

B. Cut Cost Distributions

The proposed spatiotemporal Hamiltonian matrix is assym-
metric, i.e. wi,j is the cut cost if Sj is assigned foreground and
Si is assigned background, whereas wj,i is the cut-cost if Si
is assigned foreground and Sj is assigned background. Fig. 8
illustrates the cut cost distribution for the cases:

1) Both Sj and Si are foreground (denoted as F–F).
2) Both Sj and Si are background (B–B).
3) Sj is foreground and Si is background (F–B).
4 Si is foreground and Sj is background (B–F).
One would expect the F-B edges to have the minimum affini-

ties since these are the desired object boundaries to be cut. On
the other hand, we should avoid to cut B-F edges, which means
assigning a foreground node to the wrong partition. Addition-
ally, we would expect high affinities for both F–F and B–B
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Fig. 9. Log-affinity histogram plots to demonstrate the effect of normalizing the combined color and motion affinity measure by the repetition affinity. See text
for details.

edges. However, due to color differences within the salient ob-
jects and noisy superpixel segmentations these affinities can get
damped. Nevertheless, as long as these affinities are higher than
for F–B edges, we find a correct cut. From Fig. 8 we can see
that the proposed spatiotemporal affinity measure can seperate
F–B edges quite nicely from B–F edges while preserving high
values for both F–F and B–B edges.

C. Repetition Affinity and Global Motion Contrast

Next, we analyze the effect of each part of the proposed spa-
tiotemporal affinity measure. To this end, we first show the ben-
efits of normalizing color and motion cues by the corresponding
repetition affinity in Fig. 9. Note that before normalizing the
color and motion cues by the repetition affinity, the affinity as-
signment is symmetric, i.e. there is no difference between F–B
and B–F connections (and hence, F–B = B–F in Fig. 9). For
a complex dataset, such as Olympic Sports, color and motion
cues are not discriminative enough to enhance the boundaries
on the salient object border. Using the repetition affinity to nor-
malize both color and motion cues, we can distinguish between

object, background, and border regions. Similarly, by adding the
global motion contrast cue (see Fig. 10) we can suppress edge
weights on the object borders even more, while both object and
background affinities stay high.

D. Quantum Cuts Versus Normalized Cuts

In this additional experiment, we compare Quantum Cuts
(QCUT) [15] with Normalized Cuts (NCUT) [36]. NCUT clus-
ters the image into two segments without providing any infor-
mation to distinguish background from foreground. Thus, we
assume that there is an oracle which correctly predicts which
segment should be selected as foreground. We perform the com-
parison for both a frame-wise oracle (i.e. deciding for each frame
separately which partition is foreground) and a video oracle (i.e.
deciding once for the whole video). The results of both oracles
are very similar, since saliency scores are backprojected to the
corresponding superpixel regions and thus, no significant label
change occurs throughout the whole video.

We evaluate both cut methods on the Segtrack dataset us-
ing a single superpixel granularity of NS = 800 and consider
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Fig. 10. Log-affinity histogram plots to demonstrate the effect of the global motion contrast cue. See text for details.

Fig. 11. Comparison of QCUT and NCUT on the same Hamiltonian HST.

only the first eigenvector to reconstruct the saliency maps. Both
QCUT and NCUT are given the same spatiotemporal affinity
matrix HST. From the results (see Fig. 11 and Table III) we can
see that NCUT is not suitable for saliency estimation. This is
mainly due to the fact that NCUT was designed as an image
segmentation approach and is only applicable for related tasks.

TABLE III
COMPARISON OF QCUT AGAINST NCUT

Max F1 Mean F1 NSS SIM

QCUT 0.73 0.48 3.07 0.52
NCUT (Frame Oracle) 0.24 0.15 0.48 0.09
NCUT (Video Oracle) 0.24 0.15 0.44 0.09

We can see this from the minimization criterion of NCUT. Al-
though it reduces the cut cost, it also tries to increase the color
constancy within each segment via an association term. While
this is useful for general image segmentation, it fails for salient
object segmentation since object segments often have varying
colors (e.g. different trouser and jacket color). Additionally, it
is not possible to assign a background prior within NCUT, as
there is no such definition as “background”.

In contrast to NCUT, QCUT can assign a background prior,
which can be obtained in an unsupervised manner. Further-
more, the minimization criteria of QCUT focuses solely on the
foreground, whereas NCUT is tailored for image segmentation.
Thus, QCUT should be favored for saliency estimation when
compared to NCUT or Graph Cut.
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TABLE IV
PARAMETER ANALYSIS

Note that we cannot conduct an experiment comparing QCUT
to Graph Cut [38], as the latter is an interactive method which
requires both foreground and background seeds. This is due to
the fact that Graph Cut minimizes the cut only and if there is
no unary cost of not assigning a region as foreground (i.e. if no
foreground seed is given) the best cut is no cut at all. Instead,
everything is labelled as background. Our experimental results
confirmed that without foreground seeds, Graph-Cut labels ev-
ery region as background. QCUT on the other hand, always
produces a foreground segment (i.e. performs a cut), due to the
additional object term which maximizes the foreground segment
area. Hence, QCUT can be used to extract foreground regions
in an unsupervised manner.

E. Robustness to Parameters

We analyzed the robustness of our method w.r.t. its parameters
(i.e. σ, τM , Nλ and NC) on the Segtrack dataset. For each
experiment, one parameters was changed and the remaining
parameters were fixed to the values stated in Section IV. As can
be seen from Table IV, VQCUT is quite robust to variations
of its parameters. Thus, VQCUT can be applied to a variety of
tasks without tedious parameter fine tuning.
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jects from images and videos,” in Proc. Eur. Conf. Comput. Vis., 2010,
pp. 366–379.



AYTEKIN et al.: SPATIOTEMPORAL SALIENCY ESTIMATION BY SPECTRAL FOREGROUND DETECTION 95

[31] A. Singh, C.-H. H. Chu, and M. A. Pratt, “Learning to predict video
saliency using temporal superpixels,” in Proc. Int. Conf. Pattern Recog.
Appl. Methods, 2015, pp. 201–209.

[32] Y. Fang, Z. Wang, W. Lin, and Z. Fang, “Video saliency incorporating
spatiotemporal cues and uncertainity weighting,” IEEE Trans. Image Pro-
cess., vol. 23, no. 9, pp. 3910–3921, Sep. 2014.

[33] J. Zhao, C. Siagian, and L. Itti, “Fixation bank: Learning to reweight
fixation candidates,” in Proc. IEEE Conf. Comput. Vis. Pattern Recog.,
Jun. 2015, pp. 3174–3182.

[34] T. Mauthner, H. Possegger, G. Waltner, and H. Bischof, “Encoding based
saliency detection for videos and images,” in Proc. IEEE Conf. Comput.
Vis. Pattern Recog., Jun. 2015, pp. 2494–2502.

[35] J. Chang, D. Wei, and J. W. Fisher, “A video representation using temporal
superpixels,” in Proc. IEEE Conf. Comput. Vis. Pattern Recog., Jun. 2013,
pp. 2051–2058.

[36] J. Shi and J. Malik, “Normalized cuts and image segmentation,” IEEE
Trans. Pattern Anal. Mach. Intell., vol. 22, no. 8, pp. 888–905, Aug.
2000.

[37] R. L. Liboff, Introductory Quantum Mechanics, 4th ed. Reading, MA,
USA: Addison-Wesley, 2013.

[38] Y. Y. Boykov and M.-P. Jolly, “Interactive graph cuts for optimal boundary
& region segmentation of objects in N-D images,” in Proc. Int. Conf.
Comput. Vis., 2001, pp. 105–112.

[39] K. Fukuchi, K. Miyazato, A. Kimura, S. Takagi, and J. Yamato, “Saliency-
based video segmentation with graph cuts and sequentially updated
priors,” in Proc. IEEE Int. Conf. Multimedia Expo, Jun.–Jul. 2009,
pp. 638–641.

[40] D. Tsai, M. Flagg, A. Nakazawa, and J. M. Rehg, “Motion coherent track-
ing using multi-label MRF optimization,” Int. J. Comput. Vis., vol. 100,
no. 2, pp. 190–202, 2012.

[41] M. D. Rodriguez, J. Ahmed, and M. Shah, “Action MACH—A spatio-
temporal maximum average correlation height filter for action recogni-
tion,” in Proc. Comput. Vis. Pattern Recog., Jun. 2008, pp. 1–8.

[42] J. C. Niebles, C.-W. Chen, and L. Fei-Fei, “Modeling temporal structure of
decomposable motion segments for activity classification,” in Proc. Eur.
Conf. Comput. Vis., 2010, pp. 392–405.

[43] B. Alexe, T. Deselaers, and V. Ferrari, “What is an object?” in Proc. IEEE
Comput. Soc. Conf. Comput. Vis. Pattern Recog., Jun. 2010, pp. 73–80.

[44] W. Sultani and I. Saleemi, “Human action recognition across datasets
by foreground-weighted histogram decomposition,” in Proc. IEEE Conf.
Comput. Vis. Pattern Recog., Jun. 2014, pp. 764–771.

[45] R. J. Peters, A. Iyer, L. Itti, and C. Koch, “Components of bottom-up gaze
allocation in natural images,” Vis. Res., vol. 45, no. 18, pp. 2397–2416,
2005.

[46] T. Judd, F. Durand, and A. Torralba, “A benchmark of computational
models of saliency to predict human fixations,” MIT Comput. Sci. Artif.
Intell. Lab., Cambridge, MA, USA, Tech. Rep. MIT-CSAIL-TR-2012–
001, 2012.

[47] L. Zhang, M. H. Tong, T. K. Marks, H. Shan, and G. W. Cottrell, “SUN:
A Bayesian framework for saliency using natural statistics,” J. Vis., vol. 8,
no. 7, pp. 1–20, 2008.

[48] N. Shapovalova, A. Vahdat, K. Cannons, T. Lan, and G. Mori, “Similar-
ity constrained latent support vector machine: An application to weakly
supervised action classification,” in Proc. Eur. Conf. Comput. Vis., 2012,
pp. 55–68.

Authors’ photographs and biographies not available at the time of publication.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


