Abstract. Binary decomposition techniques transform a multi-class problem into several simpler binary problems. In such techniques, a classical issue is to ensure the consistency between the binary assessments of conditional probabilities. Nested dichotomies, which consider tree-shaped decomposition, do not suffer from this issue. Yet, a wrong probability estimate in the tree can strongly bias the results and provide wrong predictions. To overcome this issue, we consider in this paper imprecise nested dichotomies, in which binary probabilities become imprecise. We show in experiments that the approach has many advantages: it provides cautious inferences when only little information is available, and allows to make efficient computations with imprecise probabilities even when considering generic cost functions.

1 Introduction

The usual goal of machine learning algorithms is to learn, from a set of data, a model that will provide accurate predictions on new data. Most current techniques focus on achieving a better rate of accuracy while preserving the determinacy of predictions, even if they are based on few information. However, in some applications of machine learning (e.g. medical diagnosis, image recognition for intelligent vehicles, risk analysis), the reliability of predictions is as essential as their accuracy. In such cases, providing indeterminate but informative predictions, in the sense that we add indeterminacy mainly when determine predictions are unreliable.

2 Context and definitions

2.1 Notations

We consider the multi-class classification problem, where we want to learn the conditional probability function \( p_{\omega} : Y \rightarrow [0,1] \) of the class \( y \in Y \) \( Y = \{\omega_1, \ldots, \omega_k\} \) given \( m \) input features \( x \in X = X^1 \times \ldots \times X^m \); \( p \) is usually learnt from a set of data \( D = \{(x_i, y_i)\}_{i=1,n} \). For simplification purpose, we will drop the subscript \( x \) and will denote \( p_\omega(y) \) by \( p(y) \) when there is no risk of confusion.

For each class \( y \in Y \), we assume that a cost function \( c_y : Y \rightarrow \mathbb{R} \) is defined, where \( c_y(y') \) is the cost of predicting \( y \) when \( y' \) is the true class. The expected cost \( E_Y(c_y) \) of predicting/selecting \( y \) is then defined as follow:

\[
E_Y(c_y) = \sum_{y' \in Y} p(y')c_y(y')
\]

A common cost for \( y \) is the unitary cost such that \( c_y(y') = 1 \) if \( y' \neq y \) and \( 0 \) otherwise. It is related to the indicator function \( I_y \) \( (I_y(y') = 1 \) if \( y = y' \), \( 0 \) otherwise) through the equality \( c_y = -I_y + 1 \). By using this, we have \( E_Y(I_y) = p(y) = -E_Y(c_y) + 1 \).

Making prediction can also be seen as establishing a preference order \( \succ \) over the classes to find the most preferred one. This order is derived from the expected cost such that \( y \succ z \) (read “\( y \) is preferred to \( z \)”) if the expected cost of choosing \( y \) is less than the one of \( z \) :

\[
y \succ z \Leftrightarrow E_Y(c_y) < E_Y(c_z)
\]

Since \( E_Y \) is linear, \( y \succ z \) is also equivalent to :

\[
y \succ z \Leftrightarrow E_Y(c_z - c_y) > 0.
\]
Eq. (2) can be interpreted as follows: $y$ is preferred to $z$ when exchanging $y$ for $z$ is costly (i.e., has a positive expected cost). We could note that, if $c_y, c_z$ are unitary, this is equivalent to compare the probability values $p(y), p(z)$ ($y \succ z$ if $p(y) > p(z)$). The selected class is therefore the maximal element of the ordering $\succ$, i.e., $
abla \max_{y \in Y} \varphi Y (c_y)$. This is this view (constructing an order $\succ$) that we will extend when using probability sets.

**Example 1** The interest of cost functions is to model the costs of making a wrong decision (i.e., making a prediction different from the truth). For example, consider the problem of obstacle recognition where a vehicle needs to recognize in situation $x$ whether it faces a pedestrian ($p$), a bicycle ($b$) or nothing (n) (i.e. $Y = \{p, b, n\}$).

As both pedestrian and bicycle are obstacles to be avoided, a confusion between $p$ and $b$ is not very important. Predicting $p$ or $b$ when there is nothing becomes more costly (the vehicle makes a manoeuvre which is not necessary). Finally, predicting $n$ when there is an obstacle $p$ or $b$ is a big mistake that could cause an accident. This kind of information can easily be expressed using non unitary cost functions. The following table provides an example of 3 cost functions modelling these information, as well as an example of their difference:

<table>
<thead>
<tr>
<th>$c_p(y')$</th>
<th>$y' = p$</th>
<th>$y' = b$</th>
<th>$y' = n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_p$</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$c_b$</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>$c_n$</td>
<td>4</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>$c_p - c_n$</td>
<td>-4</td>
<td>-3</td>
<td>2</td>
</tr>
<tr>
<td>$c_b - c_n$</td>
<td>-3</td>
<td>-4</td>
<td>2</td>
</tr>
<tr>
<td>$c_n - c_p$</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

With these cost functions, we have translated the fact that a confusion between a pedestrian and a bicycle has little effect, whereas a confusion with the absence of obstacle is penalizing.

### 2.2 Binary decomposition

Binary decomposition techniques [11] have proved to be good approaches to solve the multi-class problem (for a review of methods, see [1]). Such techniques propose to decompose the original (difficult) multi-class problem into a set of simpler and easier-to-solve binary problems. Binary decomposition consists in forming $\ell$ pairs of events $\{A_i, B_i\}$ ($i \in [1, \ell]$) where $A_i \cap B_i = \emptyset$ and $A_i, B_i \subseteq Y$ and to estimate whether a class $y$ belong to $A_i$ or $B_i$ for all $i = 1, \ldots, \ell$ instead of directly estimating the joint $p(y)$ for each $y \in Y$. Therefore, for each pair we must solve a binary classification problem and estimate $\hat{p}(A_i \mid \{A_i, B_i\}) = \alpha_i$ and $\hat{p}(B_i \mid \{A_i, B_i\}) = 1 - \alpha_i$, using what is usually called the base classifier. From these conditional estimates can be derived the following constraints on the joint probability:

$$\begin{align*}
\sum_{y \in A_i} \hat{p}(y) &= \alpha_i \sum_{y \in A_i \cup B_i} \hat{p}(y) \quad (i = 1, \ldots, \ell) \\
\sum_{y \in Y} \hat{p}(y) &= 1
\end{align*}$$

A frequent problem with such a general set of estimated conditional probabilities is that the constraints (3) are most of the time inconsistent [15, 23, 10], in the sense that no feasible solution will exist. How to solve this inconsistency is not an obvious problem and there is no unique best solution, even when one allows probabilities to become imprecise [10]. A usual strategy is to find a joint probability by minimizing a given distance [15, 23] to the estimates $\hat{p}(B_i \mid \{A_i, B_i\})$. One particular type of binary decomposition does not have this problem and always provide consistent constraints: nested dichotomies [13], on which we will focus. As the constraints induced by this decomposition are ensured to be consistent, we drop the $\succ$ sign and will use $p$ in the rest of the paper.

### 3 Nested dichotomies: how it works

The principle of nested dichotomies is to form a tree structure using the class values $y \in Y$. A nested dichotomy consists in recursively partitioning a tree node $C \subseteq Y$ into two subsets $A$ and $B$, until every leaf-nodes correspond to a single class value ($\text{card}(C) = 1$). The root node is the whole set of classes $Y$. As shows the next example, this partitioning makes it straightforward to get the global multi-class problem probability distribution (in contrast with other decompositions [15, 23]).

**Example 2** Let us consider again the example of obstacle recognition. Figure 1 pictures a nested dichotomy tree together with the conditional probability constraints.

- $Y = \{p, b, n\}
- P(p | C) = 0.6
- P(b | C) = 0.4
- P(n) = 0.3
- P(p, b) = 0.7

In this example, in order to estimate the original multi-class problem probability $p(y = p)$, we need to calculate:

$$p(y = p) = p(y \in \{p, b\} \mid Y) \times p(y = p \mid y \in \{p, b\}) = 0.7 \times 0.6 = 0.42$$

We can see that to compute the joint probability of a given class, we just need to multiply the conditional probabilities of the branches that links this class (leaf node) to the root ($Y$). The full joint can then be obtained by doing that for every class.

#### 3.1 The construction of the dichotomy tree

The main issue when building the tree is that there are many possible tree structures to choose from. In the cases where we have prior knowledge about the class structure (such as in ordinal classification [17]), the nested dichotomies are very adapted as they can naturally account for this additional information. When there is no such prior knowledge, there are two ways to deal with this issue: one is to use an ensemble of dichotomy structures [14]. We will not consider ensemble method in this work, as our goal is to study the extension of dichotomy tree to imprecise probabilities. Ensembling over such models is left for future works.

Another approach when no prior knowledge is available, is to use statistics or data mining on the training dataset. [19] reviews several
ways to build binary tree using separability measures. The basic idea of such techniques is to group classes according to their statistical similarity, in order to build binary problems whose subsets of classes are well separated. A commonly used approach (retained in this paper) is to build a $k \times k$ distance matrix $M$ between every pair $\omega_i, \omega_j$ of classes and then to use hierarchical clustering techniques to obtain the tree. The next matrix

<table>
<thead>
<tr>
<th></th>
<th>$p$</th>
<th>$b$</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>0</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>$b$</td>
<td>2</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>$n$</td>
<td>5</td>
<td>6</td>
<td>0</td>
</tr>
</tbody>
</table>

illustrates a distance matrix for our obstacle recognition example, where $n$ is further away from the other classes, suggesting that $p, b$ should be kept together.

### 3.2 Classification with nested dichotomies

Let us now detail how prediction and inferences can be obtained using conditional probabilities estimated for each partition (using a base probabilistic classifier). Note that for a given node $C$ partitioned into $A, B$, we have $p(A \mid C) = 1 - p(B \mid C)$ by duality.

The inferences in nested dichotomies are made using the expected costs defined in Section 2.1. Assume we have a split $\{A, B\}$ of a node $C$, and a real-valued cost function $c: \{A, B\} \to \mathbb{R}$ defined on $\{A, B\}$. We can compute the (local) expectation associated with the node $C$ by:

$$E_C(c) = E_p(c|C) = p(A \mid C)c(A) + p(B \mid C)c(B).$$

(4)

Now, if we start from a cost function $c: Y \to \mathbb{R}$ defined on the classes (i.e. leaf nodes), then using the law of iterated expectation with nested conditioning sets $\{A, B\}$, we can apply Eq. (4) recursively from the leaves to the root $Y$, in order to get the global expectation. This is because we can view any expected cost $E_C$ associated with a node $C$ as a cost function $c(y) = E(C = y)$ on $C$.

**Example 3** In Example 2, to decide between “pedestrian” and “nothing” with the tree pictured in Figure 1, we just need to compute the expected cost $E_{(p,b,n)}(c_n - c_p)$ as recalled in Section 2.1. Local expectation computations are noted under the nodes of Figure 2. Finally we have:

$$E_{(p,b)}(c_n - c_p) = 0.7 \cdot 3.6 - 0.3 \cdot 2 = 1.92 > 0$$

Therefore we have $p > n$, as choosing $n$ instead of $p$ is costly.

### 4 Imprecise nested dichotomies

Clearly the accuracy of a nested dichotomy will heavily depend on the tree structure. Indeed, a wrong estimate of one conditional probability may bias the whole structure, leading to unreliable and potentially wrong inferences. Therefore it seems interesting to replace the precise estimates by interval-valued ones, the width of which reflects the lack of information.

Such intervals define an imprecise probabilistic classifier that we study in this section. We will see that one advantage of this classifier, in contrast with other imprecise probabilistic classifiers [24], is that it can handle generic and unitary costs with the same computational complexity. Moreover, this complexity is of the same order as its precise counterpart. In the rest of this section, we explain how to make indeterminate predictions from such imprecise nested dichotomies.

### 4.1 Generalization to imprecise probability

We now allow every local model to be imprecise, that is to each node $C$ can be associated an interval $[p(A \mid C); p(A \mid C)]$, precise nested dichotomies being retrieved when $p(A \mid C) = p(A \mid C)$ for each node $C$. By duality of the imprecise probabilities [21, Sec.2.7.4.], we have $p(A \mid C) = 1 - p(B \mid C)$ and $p(A \mid C) = 1 - p(B \mid C)$. Such an imprecise nested dichotomy can be associated to a set $\mathcal{P}$ of joint probabilities, obtained by considering all precise selection $p(A \mid C) \in [p(A \mid C); p(A \mid C)]$ for each node $C$. This set can then be associated with lower and upper expectations $[\bar{E}_Y(c); \underline{E}_Y(c)]$ such that:

$$\bar{E}_Y(c) = \min_{p \in \mathcal{P}} \bar{E}_Y(c) = \min_{p \in \mathcal{P}} \sum_{y \in Y} p(y)c(y),$$

$$\underline{E}_Y(c) = \max_{p \in \mathcal{P}} \underline{E}_Y(c) = \max_{p \in \mathcal{P}} \sum_{y \in Y} p(y)c(y).$$

Given a cost function $c$, computing $\bar{E}$ and $\underline{E}$ can be done as in the precise case shown in section 3.2. For instance, the lower local expected cost of a node $C$ becomes:

$$E_C(c) = \min \left( \frac{p(A \mid C)c(A) + p(B \mid C)c(B);}{\bar{p}(A \mid C)c(A) + \bar{p}(B \mid C)c(B)} \right)$$

(5)

Similarly to Section 3.2, the law of iterated expectation can be applied to compute $\bar{E}_Y$ and $\underline{E}_Y$ [21, Sec. 6.3.5] [7] recursively by going from the leaves to the root. The upper expected cost $\bar{E}_Y$ is obtained by replacing min by max in (5) since we have the duality $\bar{E}_Y(c) = -\underline{E}_Y(-c)$.

Moreover, as for the precise version, lower/upper probabilities of a class correspond to $p(\omega) = \bar{E}(I_u)$ and $\underline{p}(\omega) = \underline{E}(I_u)$.

**Example 4** We consider Example 3 in the imprecise probabilities framework: now all conditional probabilities estimated by the local base classifiers are interval-valued (see Figure 3). Let us see how the expected cost $E_{(p,b)}(c_n - c_p)$ is calculated:

$$E_{(p,b)}(c_n - c_p) = \min (0.6 - 0.1; 0.4 - 0.3) = 0.2$$

We have:

$$E_{(p,b)}(c_n - c_p) = \min (0.6 - 0.1; 0.4 - 0.3) = 0.2$$

$$= 0.1 > 0$$

As shown in the Figure 2, we have:

$$E_{(p,b)}(c_n - c_p) = 0.7 \cdot 3.6 - 0.3 \cdot 2 = 1.92 > 0$$

As shown in the Figure 2, we have:

$$E_{(p,b)}(c_n - c_p) = 0.7 \cdot 3.6 - 0.3 \cdot 2 = 1.92 > 0$$

As shown in the Figure 2, we have:

$$E_{(p,b)}(c_n - c_p) = 0.7 \cdot 3.6 - 0.3 \cdot 2 = 1.92 > 0$$
4.2 Decision making with imprecise nested dichotomies

Since $E_Y$ and $E_Y$ are not linear, Eqs. (1) and (2) used as decision criteria in the precise case, are no longer equivalent in the imprecise one.

Actually, there are several ways to extend the classical expected cost criterion to imprecise probabilities [20]. They can be grouped in two groups depending on the type of decision: some rules give a unique output class (e.g., maximin), other may give a set of possible optimal classes (e.g., interval dominance, maximality). In our work, we concentrate on the second one, as we are interested in indeterminate but reliable predictions. These rules consist in constructing a partial order $\succ$ over classes and then to select the maximal ones in this order.

**Definition 1 (Maximality)** Under the maximality criterion,

$$\omega_i \succ_{\mathcal{M}} \omega_j \Leftrightarrow E(c_{\omega_i}) > E(c_{\omega_j}).$$

This criterion extends Eq. (2). Eq. (6) can be interpreted as follows: $\omega_j$ is preferred to $\omega_i$ if exchanging $\omega_i$ for $\omega_j$ has a positive lower expected cost. The (possibly) imprecise decision $Y_{\mathcal{M}}$ obtained from this criterion is

$$Y_{\mathcal{M}} = \left\{ \omega_i \in Y \mid \exists \omega_j : \omega_i \succ_{\mathcal{M}} \omega_j \right\}.$$

In Example 4, we have that $p \succ_{\mathcal{M}} b$. Note that obtaining the order $\succ$ requires to perform $k(k - 1)$ computations (one for each pair). Also, while maximality has strong theoretical justifications [21, Sec. 3.9.], other decision criteria such as interval dominance may be preferred if computational time is an important issue (e.g., when the number of classes is high).

**Definition 2 (Interval dominance)** Under interval dominance criterion,

$$\omega_i \succ_{\mathcal{ID}} \omega_j \Leftrightarrow E(c_{\omega_i}) > E(c_{\omega_j}).$$

The interval dominance criterion extends Eq. (1). The (possibly) imprecise decision $Y_{\mathcal{ID}}$ obtained from this criterion is

$$Y_{\mathcal{ID}} = \left\{ \omega_i \in Y \mid \exists \omega_j : \omega_i \succ_{\mathcal{ID}} \omega_j \right\}.$$

Using this rule as our prediction criterion requires to compare lower expectation bounds of every class cost with the minimal upper bound, thus requiring only $2k$ computations.

5 Experiments

In this section, our method is tested on 14 datasets of the UCI machine learning repository [2], whose details are given in Table 1. As base classifiers, we use the common naive Bayes classifier (NBC) and its imprecise counterpart, the naive credal classifier (NCC), which despite their simplicity provide good accuracies. For details on the NCC, we refer to [24]. This is sufficient in the present study, in which our goal is to compare the imprecise nested dichotomies to their precise and multi-class counterparts.

<table>
<thead>
<tr>
<th>Name (C)ont/(D)isc features</th>
<th># instances</th>
<th># classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>balance-scale</td>
<td>D</td>
<td>625</td>
</tr>
<tr>
<td>car</td>
<td>D</td>
<td>1728</td>
</tr>
<tr>
<td>lymph</td>
<td>D</td>
<td>148</td>
</tr>
<tr>
<td>LEV</td>
<td>D</td>
<td>1000</td>
</tr>
<tr>
<td>nursery</td>
<td>D</td>
<td>12960</td>
</tr>
<tr>
<td>zoo</td>
<td>D</td>
<td>101</td>
</tr>
<tr>
<td>soybean</td>
<td>D</td>
<td>562</td>
</tr>
<tr>
<td>iris</td>
<td>C</td>
<td>150</td>
</tr>
<tr>
<td>wine</td>
<td>C</td>
<td>178</td>
</tr>
<tr>
<td>grab-damage</td>
<td>C</td>
<td>155</td>
</tr>
<tr>
<td>page-blocks</td>
<td>C</td>
<td>5473</td>
</tr>
<tr>
<td>glass</td>
<td>C</td>
<td>214</td>
</tr>
<tr>
<td>ecoli</td>
<td>C</td>
<td>336</td>
</tr>
<tr>
<td>pendigits</td>
<td>C</td>
<td>10992</td>
</tr>
</tbody>
</table>

Table 1. data set details

5.1 Experimental set-ups

5.1.1 Discretization

As NBC and NCCs cannot handle continuous variables natively, continuous features in data sets (data sets with $C$ in second column of Table 1) were discretized. We chose to discretize all continuous features by dividing their domain in 8 intervals of equal width. We did not use a supervised discretization method such as Fayyad and Irani [12], as the classes changes between the initial multi-class problem and each binary sub-problem.

5.1.2 Class distance

To apply Section 3.1 approach, we need to define a distance to establish the distance matrix used in the hierarchical clustering. Let us
denote by \( p_{\omega_i}(X^i = x) = oc_{\omega_i}(x)/\text{occ}_i \), the empirical probability that feature \( X^i \) takes value \( x \) given that the class is \( \omega_i \), with \( oc_{\omega_i}(x) \) the number of samples \((x, y)\) of data set \( D \) for which \( X^i = x \) when \( y = \omega_i \), and \( \text{occ}_i \) the number of samples for which \( y = \omega_i \). Once these probabilities have been estimated (note that we have to estimate them to build the naive classifiers anyway), we define distance \( M_{i',i} \) between classes \( \omega_i \) and \( \omega_{i'} \) as

\[
\forall \omega_i, \omega_{i'} \in Y, M_{i',i} = \sum_{j \in [1,m]} H(p_{\omega_i}(X^j), p_{\omega_{i'}}(X^j)),
\]

where \( H \) is the Hellinger distance. \( H \) is defined for two probability distributions \( P \) and \( Q \) as \( H(P, Q) = \sqrt{1 - BC(P, Q)} \), where \( BC \) is the Bhattacharyya coefficient:

\[
BC(P, Q) = \sum_{x \in X} \sqrt{P(x)Q(x)}.
\]

There are other distances between probability distributions we could use [5], yet our goal is not to make a comparative study of those distances, and we will see that the Hellinger distance provides good results.

Once the distance is defined, we use different hierarchical clustering linkage criteria (maximum, minimum, average [16, Sec. 14.3], Ward [22]) to build the tree, and select the one yielding the best predictive accuracy on the learning dataset.

### 5.2 Tests and results

This section summarizes the results of the test. Each result is obtained by a 10-fold cross validation on the (possibly discretized) data set. As we can make indeterminate predictions, we will use performance measures adapted to the comparison of indeterminate and deterministic classifiers. We will also concentrate on unitary costs, as such measures are only valid for unitary costs and as the used benchmark data sets do not come with pre-defined costs.

#### 5.2.1 Performance comparison

In order to fairly compare precise methods and imprecise ones, we need to evaluate both the precision and the accuracy at the same time. The idea is to penalize the imprecise prediction according to its imprecision level. Hence, we use a utility-discounted accuracy (\( u_{65} \)) introduced by [25]. Let \( x_i, y_i \) \((i = 1; n)\) be the set of test data and \( Y_i \) our (possibly imprecise) predictions, then \( u_{65} \) is

\[
u_{65} = \frac{1}{n} \sum_{i=1}^{n} -1.2d_i^2 + 2.2d_i,
\]

where \( d_i = 1_{Y_i} / |y_i| \) is the discounted accuracy (\( 1_{Y_i}(y_i) \) is the indicator functions that has value 1 if \( y_i \in Y_i \) and 0 otherwise).

Compared to the discounted accuracy, \( u_{65} \) accounts for the fact that making the cautious statements that we are in \( Y_i \) (without saying more) is preferable to give as precise prediction a purely random guess within \( Y_i \) (see [25] for details). Also, \( u_{65} \) is less in favour of indeterminate classifiers than the \( F_1 \) measure proposed by Del Coz et al. [8], meaning that we remain quite fair to the determinate classifier.

In the experiments whose results are given in Table 2, we used three methods: nested dichotomies with the naïve Bayes classifier (ND+NBC), nested dichotomies with the naïve credal classifier (ND+NCC) and the naïve credal classifier (NCC). This allows us to compare the precise and imprecise dichotomy, as well as the imprecise dichotomy with its multi-class counterpart.

First, we can notice that our imprecise classifier yields the best average rank over the 14 data sets. However, using Demšar’s approach [9] by applying the Friedman test on the ranks of algorithm performances for each dataset, we find a value of 0.57 for the chi-squared test with 2 degree of freedom, so the p-value is 0.75 and we cannot reject the null hypothesis, meaning that all methods have comparative performances in terms of accuracy. Yet, our approach has several advantages that we now detail.

#### 5.2.2 Gain of accuracy on indeterminate predictions

The main goal of indeterminate classifiers is to make indeterminate predictions including the true class on cases (and ideally only on those) where the determinate classifier fails. To show that this is indeed the case here, Figure 4 displays, on the instances where the ND+NCC made indeterminate predictions, the percentage of times the true class is within the prediction, both for the ND+NBC and ND+NCC.

![Figure 4. Accuracy of the methods “ND+NBC” and “ND+NCC” when an imprecise prediction is made by “ND+NCC.”](image-url)
5.2.3 Comparison of indeterminacy with NCC

Figure 5 displays, for the ND+NCC and NCC, the percentage of indeterminate predictions. We can see that for all data sets, the ND+NCC method is more determinate than NCC, while keeping comparable performances (see Tab. 2). While the gain remains marginal in many data set, it can nevertheless be significant for some data sets (ecoli, glass, lymph, grub-damage, soybean, zoo).

![Figure 5. Percentage of set-valued predictions made by NCC and ND+NCC.](image)

6 Conclusions

In this paper, we have introduced the notion of imprecise nested dichotomies and how to perform efficient inferences from them. Our experiments show that nested dichotomies have a very interesting behaviour: they allow to be cautious on hard to predict instances for precise classifiers, while being more determinate than imprecise multi-class approaches. More importantly, they remain efficient even when integrating error costs in the inferences, while other imprecise probabilistic classifiers typically necessitate more complex computations to do that.

In future works, we intend to explore other approaches to build the dichotomy tree, as well as the application of ensemble algorithms in the imprecise context. We would also like to explore to which measure the efficiency of imprecise nested dichotomies can be improved, e.g., by using results on label trees [18]. Finally, we intend to apply nested dichotomies on structured classes (e.g., ordinal regression [17]).
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