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A
ccurately predicting which students

are best suited for postbaccalaureate

graduate school programs benefits

the programs, the students, and society at

large, because it allows education to be con-

centrated on those most likely to profit.

Standardized tests are used to forecast which

students will be the most successful and

obtain the greatest benefit from graduate edu-

cation in disciplines ranging from medicine to

the humanities and from physics to law.

However, controversy remains about whether

such tests effectively predict performance in

graduate school. Studies of standardized test

scores and subsequent success in graduate

school over the past 80 years have often suf-

fered from limited sample size and present

mixed conclusions of variable reliability.

Several meta-analyses have been con-

ducted to extract more reliable conclusions

about standardized tests from a variety of dis-

ciplines. To date, these review studies have

been conducted on several tests commonly

used in the United States: the Graduate

Record Examination (GRE-T) (1), Graduate

Record Examination Subject tests (GRE-S)

(1), the Law School Admissions Test (LSAT)

(2–4), the Pharmacy College Admissions Test

(PCAT) (5), the Miller Analogies Test (MAT)

(6), the Graduate Management Admissions

Test (GMAT) (7), and the Medical College

Admissions Test (MCAT) (8, 9).

We collected and synthesized these stud-

ies. Four consistent findings emerged: (i)

Standardized tests are effective predictors

of performance in graduate school. (ii)

Both tests and undergraduate grades predict

important academic outcomes beyond grades

earned in graduate school. (iii) Standardized

admissions tests predict most measures of

student success better than prior college

academic records do (1–5, 7, 8). (iv) The

combination of tests and grades yields

the most accurate predictions of success

(1–4, 7, 8).

Structure of Admissions Tests 

Most standardized tests assess some combina-

tion of verbal, quantitative, writing, and ana-

lytical reasoning skills or discipline-specific

knowledge. This is no accident, as work in all

fields requires some combination of the

above. The tests aim to measure the most rele-

vant skills and knowledge for mastering a par-

ticular discipline. Although the general verbal

and quantitative scales are effective predictors

of student success, the strongest predictors are

tests with content specifically linked to the

discipline (1, 5).

Estimating Predictive Validity

The predictive validity of tests is typically

evaluated with statistics that estimate the

linear relationship between predictors and

a measure of academic performance.

Meta-analyses synthesizing primary studies

of test validity aggregate Pearson correla-

tions. In many primary studies, the correla-

tions are weakened by statistical artifacts,

thus contributing to misinterpretation of

conclusions. The first attenuating factor is

the restriction of range that occurs when a

sample is selected on the basis of a predictor

variable that has a nonzero correlation with

an outcome measure (10). The second atten-

uating factor is unreliability in the success

measure resulting from inconsistency in

human judgment (11). Where possible, rec-

ognized corrections were used (12) to

account for these artifacts. 

Research has been conducted on the

correlation between test scores and various

measures of student success: first-year

grade point average (GPA), graduate GPA,

degree attainment, qualifying or compre-

hensive examination scores, research pro-

ductivity, research citation counts, licensing

examination performance, and faculty eval-

uations of students. These results are based

on analyses of 3 to 1231 studies across 244

to 259,640 students. The programs repre-

sented include humanities, social sciences,

biological sciences, physical sciences, math-

ematics, and professional graduate pro-

grams in management, law, pharmacy, and

medicine. For all tests across all relevant

success measures, standardized test scores

are positively related to subsequent meas-
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for detailed data.
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ures of student success [see chart, table S1,

and supporting online material (SOM) text].

Utility of Standardized Tests

The actual applied utility of predictors

is not easily inferred from the correlations

shown in the chart. The number of correct and

incorrect admissions decisions for a specific

situation can be estimated from the correla-

tion (13) (SOM text). In many cases, fre-

quency of correct decisions can be increased

from 5% to more than 30% (SOM text). In

addition, correlations were converted into

odds ratios using standard formulae (14) to

facilitate interpretation (table S1).When an

institution can be particular about whom it

admits, even modest correlations can yield

meaningful improvements in the performance

of admitted students.

The worry that students’scores might con-

taminate future evaluations that, in turn, influ-

ence outcomes appears to be unfounded. The

predictive validity of tests when evaluators do

or do not know the individual’s score is unaf-

fected (15, 16) and, some outcomes, such as

publication record, are not directly influenced

by test scores.

Bias in Testing

One concern is that admissions tests might

be biased against certain groups, including

racial, ethnic, and gender groups. To test

for bias, regression analyses of an outcome

measure are compared for different groups

(12, 17). If regression lines do not differ,

then there is evidence that any given score

on the test is associated with the same level

of performance in school regardless of

group membership. Overall and across

tests, research has found that regression

lines frequently do not differ by race or

ethnic group. When they do, tests system-

atically favor minority groups (18–23).

Tests do tend to underpredict the perform-

ance of women in college settings (24–26)

(SOM text) but not in graduate school

(18–20, 23).

Items from most professionally devel-

oped tests were screened for content bias

and for differential item functioning (DIF).

DIF examines whether performance on an

item differs across racial or gender groups

when overall ability is controlled. Most

items do not display DIF but some content

patterns have emerged over time (see SOM

text). To avoid negative effects, DIF items

can be rewritten, eliminated before finaliz-

ing the test, or left unscored. Research has

found that the DIF effects remaining in tests

have effectively zero impact on decision-

making (27).

Coaching Effects in Testing 

If test preparation yields large gains, then

concerns about the gain’s effects on differ-

ential access to higher education and the

predictive validity of tests are understand-

able. Scores on any test can be increased to

some degree because standardized tests

are, like all ability tests, assessments

of developed skills and knowledge. The

major concern is that coaching may pro-

duce gains that are unrelated to actual skill

development.

In controlled studies, gains on standard-

ized tests used for college or graduate

admissions are consistently modest. The

typical magnitude for coached preparation

is about 25% of one standard deviation

(28–33). Longer and longer periods of study

and practice are needed to attain further

equal increments of improvement. Those

item types that have been demonstrated to

be most susceptible to coaching have been

eliminated from tests (34). Test preparation

or retaking does not appear to adversely

affect the predictive validity of standardized

tests (35–37).

Future Directions

Standardized admission tests provide useful

information for predicting subsequent student

performance across many disciplines. How-

ever, student motivation and interest, which

are critical for sustained effort though gradu-

ate education, must be inferred from various

unstandardized measures including letters of

recommendation, personal statements, and

interviews. Additional research is needed to

develop measures that provide more reliable

information about these key characteristics.

These efforts will be facilitated with more

information about the actual nature of student

performance. Researchers have examined a

number of important outcomes but have not

captured other aspects of student performance

including networking, professionalism, lead-

ership, and administrative performance. A

fully specified taxonomy of student perform-

ance dimensions would be invaluable for

developing and testing additional predictors

of student performance. 

Results from a large body of literature

indicate that standardized tests are useful

predictors of subsequent performance in

graduate school, predict more accurately

than college GPA, do not demonstrate bias,

and are not damaged by test coaching.

Despite differences across disciplines in

grading standards, content, and pedagogy,

standardized admissions tests have positive

and useful relationships with subsequent stu-

dent accomplishments. 
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